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ABSTRACT OF THE DISCLOSURE

A method of collecting data from wireless sensor units arranged in a mesh network is
disclosed, each wireless sensor unit having one or more sensors arranged on or below the
ground surface for remote seismic recording, the method comprising: clustering the wireless
sensor units into two or more sub mesh clusters, each sub mesh cluster having an aggregator
assigned to the sub mesh cluster; acquiring data with the wireless sensor units by sensing one
or more physical parameters; within each sub mesh cluster, each of the wireless sensor units
transmitting the acquired data directly or indirectly to the respective aggregator; each
aggregator aggregating at least a portion of the acquired data received from the wireless
sensor units within the respective sub mesh cluster into aggregated data; and each aggregator
transmitting the aggregated data to a base node. A wireless mesh network for remote seismic

recording is also disclosed,
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WIRELESS MESH NETWORK AND METHOD FOR REMOTE SEISMIC RECORDING

TECHNICAL FIELD
[0001] This document relates to wireless mesh networks and methods for remote

seismic recording.

BACKGROUND

[0002] Seismic surveys are extensively used in the oil and gas industry to understand
the subsurface and to provide structural images of the geological formation within the earth
using reflected sound waves. The results of the survey are used to identify reservoir size,
shape and depth as well as porosity and the existence of fluids. Geophysicists and geologists
use this information to pinpoint the most likely locations for successfully drilling for oil and
natural gas.

[0003] A seismic survey may be conducted by placing a large number of geophones
in the area of interest. The geophones may be set up in lines or in grids. Using shakers,
rams, or small explosives, the ground is shaken and the geophones acquire the reflected
sound data from the different sub-layers in the ground. Another method, the so-called
“micro seismic” survey, uses passive measurement of natural or secondary disturbances to
create a picture of the sub-surface structure. A huge amount of data is collected in a given
seismic survey which may cover 40 sq km and take days to gather.

[0004] The amount of data which is retrieved during a seismic survey is quite large.
In an exemplary case a geophone measures three axes at a sampling rate of 4 bytes per
millisecond (each byte is 8 bits giving a resolution of 24 bits which is the accuracy required
by the seismic survey). In this case, the data rate per geophone is 4 bytes/msec x 8bits/byte x
3 =96 kbps (Kilobits per second).

[0005] If the survey is using 1000 geophones, the data rate is then 96 Mbps (Mega
bits per second). Because wireless systems have overhead and error correction to operate
reliably, even the highest data rate broadband wireless systems can’t accommodate this data
rate in traditional configurations such as point to multipoint or pure mesh systems.

[0006] Several patent documents are known that use wireless links in a seismic
1
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network, including US Patents 6,424,931; 6,041,283; 6,219,620; and 7,224,642, and PCT
patent publication no. W02009129601. However, there is room for improvement in the

manner in which data is collected and delivered for processing.

SUMMARY

[0007] A method of collecting data from wireless sensor units arranged in a mesh
network is disclosed, each wireless sensor unit having one or more sensors arranged on or
below the ground surface for remote seismic recording, the method comprising: clustering
the wireless sensor units into two or more sub mesh clusters, each sub mesh cluster having
an aggregator assigned to the sub mesh cluster; acquiring data with the wireless sensor units
by sensing one or more physical parameters; within each sub mesh cluster, each of the
wireless sensor units transmitting the acquired data directly or indirectly to the respective
aggregator; each aggregator aggregating at least a portion of the acquired data received from
the wireless sensor units within the respective sub mesh cluster into aggregated data; and
each aggregator transmitting the aggregated data to a base node.

[0008] A wireless mesh network for remote seismic recording is also disclosed, the
wireless mesh network comprising: a plurality of wireless sensor units arranged into two or
more sub mesh clusters within a mesh network, each wireless sensor unit having one or more
sensors arranged on or below a ground surface for acquiring data by sensing one or more
physical parameters, each wireless sensor unit having a wireless transceiver for transmitting
acquired data; two or more aggregators, each aggregator positioned within a respective sub
mesh cluster and wirelessly connected to communicate directly or indirectly with the
wireless transceivers of each wireless sensor unit of the respective sub mesh cluster for
receiving and aggregating the acquired data from the wireless sensor units; and a base node
wirelessly connected to communicate with the two or more aggregators for receiving
aggregated data from each aggregator.

{0009] In various embodiments, there may be included any one or more of the
following features: Clustering further comprises the base node transmitting a discovery
command to each aggregator; each aggregator acquiring by local discovery a list of wireless

sensor units within a predetermined range from each aggregator; each aggregator
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transmitting the list to the base node; the base node clustering the wireless sensors into the
two or more sub mesh clusters and assigning a respective aggregator to each sub mesh
cluster based on the acquired lists; and the base node transmitting to each aggregator an
assignment of the wireless sensor units contained in the sub mesh cluster assigned to the
aggregator. Clustering further comprises: the base node transmitting a discovery command to
each aggregator; each aggregator acquiring by discovery a list of wireless sensor units within
a predetermined range from each aggregator; and each aggregator determining a respective
sub mesh cluster for the aggregator. The predetermined range is one or more of a maximum
number of hops, a maximum cluster size, a maximum distance from each aggregator, or
minimum node signal quality. For each sub mesh cluster, the respective assigned aggregator
is positioned within the sub mesh cluster. The position of each aggregator is selected to one
or more of minimize the combined number of hops from the wireless sensor units in the
respective sub mesh cluster, maximize the signal quality of the wireless sensor units in the
respective sub mesh cluster to the aggregator, or maximize the signal quality of the
aggregator to the base node. The wireless sensor units transmit the acquired data to the
respective aggregator in response to an aggregator transmit command from the respective
aggregator. Some or all of the aggregated data is transmitted by an aggregator in response to
one or more transmit commands transmitted from the base node. The one or more transmit
commands contain a schedule of one or more unique transmit time slots for each aggregator
to transmit the respective aggregated data without interfering in the transmissions of other
aggregators. Each unique transmit time slot is selected based on one or more of the size of
the respective sub mesh cluster, or throughput requirements of the respective aggregator.
Aggregating further comprises each aggregator processing the acquired data to produce
processed acquired data of reduced transmission bandwidth requirements than the acquired
data, in which the processed acquired data is then aggregated to produce the aggregated data.
Each aggregator transmits the aggregated data to the base node by real-time streaming in
packets. Processing further comprises determining a representative data set to transmit to the
base node as the aggregated data. The representative data set further comprises one or more
of the acquired data from one or more wireless sensor units within the respective sub mesh

cluster, an average data set of the acquired data of the wireless sensor units within the
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respective sub mesh cluster, and a median data set of the acquired data of the wireless sensor
units within the respective sub mesh cluster. Processing further comprises producing from
the acquired data from each wireless sensor unit respective data sets of offset values relative
to the representative data set to transmit to the base node as part of the aggregated data.

Each aggregator compares the acquired data between wireless sensor units; and each
aggregator alerts the base node if the acquired data from one or more of wireless sensor units
differs by more than a predetermined range from the acquired data sets of other wireless
sensor units. Each aggregator status polls the wireless sensor units within the respective sub
mesh cluster and generating a status report; and each aggregator transmits the status report to
the base node. The base node transmits a channel change command to an aggregator; and the
aggregator transmits a signal to each of the wireless sensor units within the respective sub
mesh cluster to change channels. Each of the wireless sensor units transmits the acquired
data further comprises transmitting the acquired data without timestamps; and adding one or
more timestamps to the acquired data at the aggregator level or base node level. The acquired
data is transmitted with one or more time offsets relative to a reference timestamp to allow
calculation of the one or more timestamps at the aggregator level or base level. The acquired
data is transmitted at one or more scheduled times to allow calculation of the one or more
timestamps at the aggregator level or base level. Each sub mesh cluster further comprises
one or more relay mesh nodes. Each aggregator is located at a central location within the
respective sub mesh cluster.

[0010] In other embodiments, each sub mesh cluster has an on channel state and an
off channel state, and one or more link nodes of each sub mesh cluster being configured in
the off channel state to buffer data destined for an aggregator. Respective aggregators may
be configured to buffer data destined for the associated sub mesh cluster when the associated
sub mesh cluster is in the off channel state.

[0011] In another embodiment, there is provided a wireless sensor unit for use as a
link node in a wireless sensor network, the wireless sensor unit comprising one or more
sensors suitable for arrangement on or below a ground surface for acquiring data by sensing
one or more physical parameters, each wireless sensor unit having a wireless transceiver for

transmitting acquired data to an aggregator; and the wireless sensor unit having an on
4



channel state and an off channel state and being configured in the off channel state to
buffer data destined for the aggregator.

[0012] The disclosed methods and systems include novel ways to leverage the
advantages of aggregators in a seismic mesh network. Autonomous node discovery and
sub-mesh clustering allows the operator to discover and configure the entire mesh in a
parallel manner, resulting in a more robust and faster mesh discovery process. In some
embodiments the disclosure focuses on aggregation solutions specific to larger scale mesh
systems deployed in varying terrain.

[0013] These and other aspects of the device and method are set out in the claims.

BRIEF DESCRIPTION OF THE FIGURES

[0014] Embodiments will now be described with reference to the figures, in which
like reference characters denote like elements, by way of example, and in which:

[0015] Fig. 1 shows an exemplary wireless sensor unit which includes a wireless
capable data collection box connected to several sensors, in this case, geophones.

[0016] Fig. 2 shows a top plan view of a wireless mesh network comprising sixteen
sub mesh clusters each with an assigned aggregator node connected to communicate
between the sensor units in a respective cluster and the base control truck for substantially

parallel communication between node and base.

[0017] Fig. 2A shows a portion of a sub mesh cluster incorporating a relay between
mesh nodes.

[0018] Fig. 3 shows a flow diagram of a method of discovering nodes using
aggregators.

[0019] Fig. 4 shows a flow diagram 6f a method of collecting data from wireless

sensor units arranged in a mesh network.
[0020] Fig.5 shows a six-node per sub-mesh channel configuration with

aggregators between the lines.

[0021] Fig. 6 shows a 2-channel configuration with aggregators between the lines.
[0022] Fig. 7 shows a 3-channel configuration with aggregators between the lines.
5
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[0023] Fig. 8 shows a 3-channel configuration where the placement of the

aggregators between the lines is located mid-way along the sub-mesh.

[0024] Fig. 9 shows a 3-channel configuration in an arbitrary mesh configuration.
[0025] Fig. 10A shows an example channel configuration where the cluster has a
single link node.

[0026] Fig. 10B shows an example channel configuration where the cluster has two
link nodes.

[0027] Fig. 11 shows a diagram of the two modes of operation from the node-mesh
perspective.

[0028] Fig. 12 shows a flow diagram of the states and modes of on-channel and off-

channel operation.

[0029] Fig. 13 shows a diagram of the process of the L1 aggregator switching
between two sub-meshes.

[0030] Fig. 14 shows a typical scenario of linear mesh, node-to-node throughput data
speeds.

DETAILED DESCRIPTION

[0031] Immaterial modifications may be made to the embodiments described here

without departing from what is covered by the claims.

[0032] Fig. 1 illustrates a wireless sensor unit 20. Many different wireless sensor
configurations may be used. In the example shown, wireless sensor unit 20 comprises
several sensors 22, in this case six, connected by wires to a data collection box 24. The data
collection box 24 is wired to a wireless transceiver 26. In some embodiments, instead of six
sensors, there may be one or more sensors. In some embodiments, the wired connections
shown in Fig. 1 may be wireless. In some embodiments, any combination of the sensors 22,
data collection box 24 and wireless transceiver 26 may be incorporated in a single housing.
In some embodiments, the sensors 22 may be geophones.

[0033] In Fig. 1, the data collection box 24 is connected to six digital geophones 22
capable of sampling data from three directions — X, Y, and Z. There are 3 geophones 22

connected in series and attached to each side of the box 24 via a cable. Each geophone 22
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may for example sample the signal at 1 millisecond (ms) interval, and each sample consists
of 4 bytes of data per millisecond. The wireless transceiver 26 may be connected to the data
collection box 24 via RS-232 and SCSI ports. These connections may be generalized to
other types of ports including (but not limited to) USB, FireWire, parallel, synchronous
serial, etc.

[0034] Since there are 3 directions of motion sampled simultaneously, the data
acquisition rate per geophone is 4 bytes/msec x 8bits/byte x 3 =96 kbps (Kilobits per
second). With 6 geophones 22 attached per box 24, the data rate received by a box is
therefore 576 kbps.

[0035] In a seismic network, the acquisition may occur over a period ranging from a
minimum of 5 seconds to a maximum of 20 seconds, each acquisition followed by an 8
second interval. Therefore the data rate to be transmitted back to the central control unit will

have a minimum data transmission rate of

576kbps x Ssec

e = 222 khps
[0036] 5+ 8sec
[0037] And a maximum of

576kbps % 208ec

= 412K

[0038] 20+ 8sec bps
[0039] Therefore the maximum data rate for real time data transmission is 412 kbps

per box 24. Given that there are sometimes hundreds of boxes 24 active at the same time, the
amount of data flowing simultaneously through the network at the time of acquisition is
quite substantial and requires careful management of the data flow throughout the network.
Embodiments disclosed here are intended to provide real-time transmission of the data if
required. Real-time in this case being defined as data transmission occurs substantially
during the seismic data acquisition period. The network may offer the user the ability to
tailor the performance to their specific requirements and their specific application. In some
cases, they may not need to meet the real time requirement and the system enables the user
to utilize it in a non-real time way.

[0040] A hybrid wireless mesh/cellular network configuration may be used with

7
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standards-based equipment. Equipment based on the standards may be configured to operate
at different frequencies, thus allowing for extremely high data rates while avoiding problems
of self-interference or limited bandwidth. However, any type of radio may be used which
has the capability to transmit the amount of data required and is capable of being connected
in mesh or cellular networks. As an example of a custom radio with such capabilities, Wi-
LAN’s VIP 110-24 is capable of forming a mesh network as required by this invention even
though it is not based on a standard product.

[0041] In an embodiment, a Hybrid Mesh network system uses wireless units based
on IEEE 802.11g standard capable of transmitting 36 Mbps (we will use an effective
bandwidth of 27 Mbps to account for overhead) of data to distances determined by the

following Friis equation:

[0042] P, _P, G, G, (M4 mR)’, where:

[0043] P, is the received power,

[0044] P: is the transmitted power,

[0045] G is the transmitter gain,

[0046] G; is the receiver gain,

[0047] R is the distance between routers, and

[0048] X is the signal wavelength.

[0049] Conventionally, wireless sensor units 20 are arranged in long chains

terminating in a backhaul unit (not shown). With 20 dBi transmit power, 36 Mbps links up to
500 m away may be attained within the advertised required fade margin of a typical off-the-
shelf router, or, 24 Mbps links may be attained up to 1,000m with a fade margin within the
advertised required fade margin of a typical off-the-shelf router. By using a mesh
configuration, each box may be able to receive data from another box in its immediate
vicinity and re-transmit it to a box further down the line until all the data from all the boxes
reaches its final destination. Boxes that are downstream from others have to transmit their
own data as well as the data received from the boxes located upstream from them. At the
network level, this means the total transmit time is equal to approximately half the time
available. As a result the total number of boxes that may be connected in a single line or in a

mesh configuration could be limited to about 32 boxes. Thus for every 32 boxes a backhaul
8
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unit is used to get the data back to the central control unit, although in practice these chains
may be limited to 25 boxes per backhaul due to certain system inefficiencies. A backhaul
unit comprises a transmitter and a receiver with highly directional antennas. These and all
other values and calculations referred to herein are clearly exemplary numbers.

[0050] Conventional mesh network architectures are used either to connect
geophones directly to each other, or to relay boxes, which are in turn connected to a data
collection van some distance away. In some cases, higher level mesh networks are overlaid
upon these local mesh networks in a backhaul network based on a more cellular approach.
[0051] A hybrid mesh network configuration is very well suited for seismic surveys.
In some conventional networks, the network self-configures into linear meshes by means of
each unit discovering and connecting to its nearest neighbors. All of the mesh units may use
omni-directional antennas (antennas which cover 360 degrees of azimuth). If deployed, the
backhaul units may use directional antennas with relatively wide beamwidths, say, 90
degrees or 120 degrees, to increase antenna gain and reduce interference. This allows them

to be pointed in generally the right direction but without requiring an enormous amount of

setup.
[0052] Overview of the disclosed system.
[0053] Referring to Fig. 2, a wireless mesh network 10 for remote seismic recording

is disclosed, comprising a plurality of wireless sensor units 20, two or more aggregators 12,
and a base node 14, which may be a truck 36 or control van. The mesh devices disclosed
herein may include mesh nodes (sensor units 20), a “base” node 14 for collecting data and
controlling the network, and aggregators 12, which may may be connected to a sub-mesh
cluster 16 on one channel or radio technology and to the base 14 on another channel or radio
technology, for example using high power and/or directional antennas to increase range.
One example might be a relay connected (by Ethernet) to a wireless bridge. Sensor units 20
are arranged into two or more sub mesh clusters 16 within mesh network 10. As disclosed
above, each wireless sensor unit 20 has one or more sensors 22 (Fig. 1) arranged on or below
a ground surface for acquiring data by sensing one or more physical parameters, each

wireless sensor unit having a wireless transceiver 26 (Fig. 1) for transmitting acquired data.



CA 02783145 2012-07-11

[0054] Each aggregator 12 is positioned within a respective sub mesh cluster 16 and
wirelessly connected to communicate directly or indirectly with the wireless transceivers 26
(Fig. 1) of each wireless sensor unit 20 of the respective sub mesh cluster 16 for receiving
and aggregating the acquired data from the wireless sensor units 20. Aggregators 12
establish data aggregation points (DAPs), which may be used within the mesh to create “sub-
meshes”, where a cluster of nodes is managed by the DAP, including commands,
configuration, control, data downloads, and uploads. DAPS communicate with the control
van using a separate channel, different RF link, or cable. Base node 14 is wirelessly
connected to communicate with the two or more aggregators 12 for receiving aggregated
data from each aggregator 12. DAPs (used herein interchangeably with “aggregator”) should
be placed in the vicinity of mesh nodes, for example in a central location within the
respective sub mesh cluster 16, and enough aggregators 12 should be used so that no node is
more than a few hops for example away from an aggregator 12. This allows for quick
transfer of packets and eliminates the long delays caused by multiple hops through the mesh,
and it also enables some other improvements to the system.

[0055] One or more relays 18 (Fig. 2A) may also be used, relays 18 being essentially
mesh nodes without attached data collection devices dropped in an area to close a gap
between mesh nodes that are unable to directly communicate at all or to a suitable level. In
conventional systems, the relay 18 is most often used to connect two nodes or two sub-mesh
networks, while the backhaul is used to connect a sub-mesh to the base using an alternate
radio channel or technology. Conventional seismic data collection configurations use a
backhaul at the end of a (maximum practical size) string of nodes. In many ways, a backhaul
unit is similar to a relay because the backhaul simply relays data to the control van 14. Thus,
although conventional seismic recording systems use chains of nodes (sensor units 20) that
relay data to a base node 14 through a backhaul (not shown), there is a fundamental
difference between backhaul and an aggregator 12: the backhaul is transparent, while the
aggregator 12 is able to store and manipulate the acquired data. In some cases, an aggregator
12 used herein may incorporate a backhaul link.

[0056] Referring to Fig. 4, a method of collecting data from wireless sensor units 20

arranged in a mesh network 10 for remote seismic recording is illustrated, and will now be
10
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described with reference to Fig. 2. Referring to Fig. 2, in a stage 40, the wireless sensor units
20 are clustered into two or more sub mesh clusters 16, each sub mesh cluster 16 having an
aggregator 12 assigned to the sub mesh cluster 12. In a stage 42, data is acquired with the
wireless sensor units 20 by sensing one or more physical parameters. In a stage 44, within
each sub mesh cluster 16, each of the wireless sensor units 20 transmit the acquired data
directly or indirectly to the respective aggregator 12. In a stage 46, each aggregator
aggregates at least a portion of the acquired data received from the wireless sensor units 20
within the respective sub mesh cluster 16 into aggregated data. In a stage 48, each aggregator

12 transmits the aggregated data to a base node 14.

[0057] Discovery
[0058] Sub-Mesh Discovery using Aggregators 12
[0059] Referring to Fig. 3, for some deployments such as larger deployments, it may

be practical for the control van 14 to initiate discovery by ordering all aggregators to
discover, although in some cases the aggregators 12 initiate discovery without prompting by
the base node 14. The discovery command transmitted to all aggregators 12 may include an
order to report as well, possibly with a restriction on the number of hops to report. The
restriction may allow a single frequency network for the mesh, which offers more flexibility
for deployment and download. On receipt of the discovery command, each aggregator 12
acquires by local discovery a list (report) of wireless sensor units 20 within a predetermined
range from each aggregator 12. The predetermined range, also referred to as the restriction
above, may be defined by one or more of a maximum number of hops from aggregator 12, a
maximum cluster 16 size, a maximum distance from each aggregator 12, or minimum node
signal quality. Discovery reports, which may be lists of wireless units 20 for potential
inclusion in the respective sub mesh cluster 16 of the aggregator 12, (as well as data
downloads) from aggregators may be scheduled to avoid collisions and data overload at the
control van.

[0060] When the aggregators are made responsible for discovery, the control van
may receive (from each of the aggregators) a list of nodes and the number of hops from the
aggregator to/from each of those nodes. Software in the control van may then cluster nodes

and assign clusters to the aggregators 12, and, as above, the control van may immediately
11
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send the lists to each of the aggregators, or it may include the list with a download (or other)
command.

[0061] Another embodiment uses off-line clustering algorithms in advance of
deployment. Most deployments are planned well in advance and include geo-coordinates for
each node. Clustering software may be applied to the database of geo-coordinates to
anticipate the number and location of aggregators, relays, or backhaul units, with the details
exported and projected back onto the original deployment plan. The software may aid in
determining where to position the respective assigned aggregator 12 within the sub mesh
cluster 16. The position of each aggregator 12 may be selected to one or more of minimize
the combined number of hops from the wireless sensor units 20 in the respective sub mesh
cluster 16, maximize the signal quality of the wireless sensor units 20 in the respective sub
mesh cluster 16 to the aggregator 12, or maximize the signal quality of the aggregator 12 to
the base node 14.

[0062] In some cases, the physical location of aggregation points is known before
deployment. These locations may be based on key points in the terrain (e.g. cut line
intersections, hilltops, etc.) or based on the layout of the nodes (physical layout sometimes
results in physical groups close to each other, some deployments span large distances and
aggregator range determines their location, etc.).

[0063] When the aggregator locations are known in advance, the clustering algorithm
may proceeds as follows: 1) For each aggregator, all nodes within radio range of that
aggregator are added to the cluster. The new nodes are one hop away from the aggregator.
2) For each node now in the cluster, the process is repeated, where all nodes within radio
range and not already in the cluster are added to the cluster. The new nodes are two hops
away from the aggregator. 3) This process continues until a hop count is reached (or there
are no more nodes within range). At this point, all nodes in the network should belong to at
least one cluster. 4) If any orphaned nodes exist (those that don't belong to any cluster),
relays may be manually or automatically added to bridge gaps and allow the nodes to join
clusters. If a node has been orphaned because it is one or two hops away from a cluster, the
"maximum hop" rule may be relaxed to allow that node to join. Alternatively, additional

aggregators may be added to accommodate orphaned nodes. 5) For nodes that belong to
12
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more than one cluster, the node may be exclusively assigned to the cluster with the lowest
hop count to its aggregator, or, if hop counts are equal, it may be assigned to one of the
clusters based on signal quality between hops, or it may be arbitrarily assigned to one of the
clusters, either manually or by a random assignment.

[0064] In other cases, aggregator locations may not be pre-determined, but instead
the locations may be decided based on the locations of the clusters. Nodes may be clustered
based on Euclidean distance or using some other measure. Cluster size may be determined
based on: a) maximum number of hops from a "central” point, b) minimum or maximum
number of clusters, ¢) maximum distance between nodes, or d) some other suitable method.
[0065] Cluster node assignments may be determined centrally, where, for example
the base node examines all aggregator lists and resolves overlap, or they may be determined
by signaling between the aggregators.

[0066] Once the clusters are defined, a central point for each cluster may be
determined by minimizing the number of hops to any node in the cluster. Because this
usually results in several options for aggregator placement, the final decision may be made
based on terrain and accessibility. Where the position of the aggregator may be selected
based on a function which minimizes the number of hops from any node in the cluster, or
selects based signal quality to the mesh or the base station or selects based on ideal
geographic location.

[0067] There are other definitions of range, including signal quality, for example
signal strength, and including quality between hops. Thus, the number of hops may be used
to determine whether a node is in a cluster. If a node has the same number of hops to two
different aggregators, then the overall signal quality (e.g. add the signal quality values for
each hop, then the “best” overall signal quality to an aggregator wins) may be used, or a user
may select based on the worst signal quality on any hop to a node, etc. Basing aggregator 12
location on geographic location may be an example of maximizing signal quality.

[0068] Downloading

[0069] When a download is required, the control software may send a “download”
command to each of the aggregators (using unicast, multicast, or broadcast messages). Thus,

some or all of the aggregated data may be transmitted by an aggregator 12 in response to one
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or more transmit commands transmitted from the base node 14. The “download” command
may contain a list of nodes that each aggregator is responsible for, or the aggregator may
already hold a list of local nodes to download as determined by the discovery procedures
disclosed herein. The download command may include a scheduled report time for each
aggregator to ensure a clear channel (to reduce or eliminate collisions).

[0070] Upon receiving the download command, the aggregator 12 may extract data
from each node in the list given to it by the control van. Thus, the wireless sensor units 20
may transmit the acquired data to the respective aggregator 12 in response to an aggregator
transmit command from the respective aggregator 12, and the aggregator transmit command
may be sent before the download command. Therefore, the aggregators 12 may get the data
from the nodes, and then the aggregators 12 send to the base station 14. Downloads may be
done serially or in parallel. At some point (either during the RSR-T download process or
once it’s complete, or according to the assigned download schedule from the control van),
the aggregator initiates a download from its memory down to the control van.

[0071] The one or more transmit commands from the base node 14 may contain a
schedule of one or more unique transmit time slots for each aggregator 12 to transmit the
respective aggregated data without interfering in the transmissions of other aggregators 12.
This scheduling of aggregators allows a user to turn an unscheduled Carrier Sense Multiple
Access (CSMA) network (i.e. 802.11) into a scheduled network. While the underlying mesh
16 may be CSMA, by collecting data locally and by scheduling the aggregators, a user may
get away from the slotted ALOHA system and improve overall network performance, simply
by scheduling aggregator downloads. This leads to the concept of scheduled “buffer-and-
dump” from the aggregators 12.

[0072] Each unique transmit time slot may be selected based on one or more of the
size of the respective sub mesh cluster 16, throughput requirements of the respective
aggregator 12, or another suitable parameter(s). Scheduling in such a fashion scales nicely
because aggregators 12 with large clusters may be assigned longer slots or may be assigned
slots more often. Aggregators 12 may optionally be polled for download scheduling, and
again, the base station 14 may determine when to schedule and how much to schedule based

on the parameters above.
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[0073] In some embodiments collection by the aggregator 12 may come before the
download to the base station 14. Thus, the aggregator 12 may autonomously trigger, for
example using an aggregator download command, downloads from local Remote Seismic
Recording transmitters (RSR-Ts, also referred to as sensor units 20) based on time or some
other trigger besides an explicit request from the control van. The RSR-T may be configured
to periodically send all or some data to the control van, and the configuration may include a
flag to transmit directly to the control van or to transmit to the nearest aggregator). The RSR-
T may receive a “download” command directly from the control van. In this case, it_may

download directly to the control van (through the mesh) or may initiate a transfer to the

aggregator.
[0074] (Near) Real-Time Downloads
[0075] Aggregating may further comprises each aggregator 12 processing the

acquired data to produce processed acquired data of reduced transmission bandwidth
requirements than the acquired data, in which the processed acquired data is then aggregated
to produce the aggregated data. For near-real-time operation, small packets from each RSR-T
may be aggregated and passed on to the control van. Data may then be transferred from the
RSR-T to the aggregator on demand or in a scheduled manner for example. When the
aggregated packet containing data from each of the streaming nodes is ready, the aggregator
may transmit the packet to the control van. The aggregator may also be placed in
“streaming” mode, where it accumulates data until the outgoing packet is a specified size or

until some time limit has been reached, then the aggregator sends the packet(s) to the control

varn.
[0076] A Real-Time Example
[0077] Assume a modest sub-mesh where the number of hops from any node to the

aggregator is 5 hops. Assume also that the backhaul unit is capable of 22 Mbps, and we
have a fairly high real-time data rate of 512 kbps from each node. In this example, the node-
to-node data rate is 10.8 Mbps, the two-hop transfer rate is 5.15 Mbps, the 3-hop transfer rate
is 3.13 Mbps, the 4-hop transfer rate is 2.26 Mbps, and the 5-hop transfer rate is 1.67 Mbps.
These example rates were taken from actual field measurements. At 5 hops the link may

still carry 1.67 Mbps through to the endpoint, so 512 kbps should not be an issue.
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[0078] As data from a node is passed through another mesh node for re-transmission
towards the end receiver, the data rate requirements accumulate because the relaying node is
also adding data from its own sensors. The required data rate increases linearly. However,
as the number of hops increases, the data rate drops off exponentially until settling at a

“floor” where the mesh has taken on a “bucket brigade” model.

[0079] To confirm:

[0080] the far node is 5 hops away and is using a 1.67 Mbps link to support 512 kbps
[0081] the next node is 4 hops away and is using a 2.26 Mbps link to support 1.024
Mbps

[0082] the next node is 3 hops away and is using a 3.13 Mbps link to support 1.536
Mbps

[0083] the next node is 2 hops away and is using a 5.15 Mbps link to support 2.048
Mbps, and

[0084] the near node is 1 hop away and is using a 10.8 Mbps link to support 2.560
Mbps

[0085] This means that one aggregator may theoretically support up to

Floor[22Mbps/512kbps] =42 nodes, real-time. With higher data rate requirements (and to
allow for some margin of error), one may consider something in the order of a maximum of
4-6 hops for nodes assigned to an aggregator. Depending on layout and range, one may
easily manage 20-40 nodes with each aggregator. Again, if we place the aggregator in the
middle of the sub-mesh, 5 hops in each direction quickly adds up to a large coverage area.
[0086] Processing may further comprise determining a representative data set to
transmit to the base node 14 as the aggregated data. Thus, to reduce real-time traffic, one or
more nodes in a cluster may be selected as “representative data”, and there may be numerous
ways to do this. For example, the representative data set may further comprise one or more
of the acquired data from one or more wireless sensor units within the respective sub mesh
cluster, an average data set of the acquired data of the wireless sensor units within the
respective sub mesh cluster, and a median data set of the acquired data of the wireless sensor
units within the respective sub mesh cluster. The operator may hand pick nodes based on

experience, location, or other suitable factors, and the aggregator may perform some pre-
16



CA 02783145 2012-07-11

processing on the data and select one or more nodes based on the fact that they are a good
representation of the data (average, median, etc.) or nodes may be selected based on the type
of data they produce (higher resolution, lower resolution, or some other feature). Many
options exist for compression of data at the aggregator which results in reduced network
load, and these may be applied before transmitting aggregated data to the base station.
[0087] Compression Based on Similarity of Seismic Readings

[0088] Processing may also be used to provide compression of the data, compression
being another example of a task not carried out by a conventional backhaul unit. One
characteristic of the data coming from the nodes is that nodes in the same area tend to have
similar seismic shot profiles. In many cases, “real-time” display of data readings is required
so that the operator may have a general idea whether the readings are as expected or if -
changes to the system are required. Therefore, it’s often sufficient to take a “thumbnail
sketch” of the data in an area and examine it “real time”.

[0089] The aggregators provide such a method where a representative data set (from
one node or the combination of data from several nodes) is sent to the base. The
representative set may be a “median” set from one node that represents similar readings in
the rest of the sub-mesh. Similarly, a set of average values for each sample may be
combined and sent to the base as a single reading.

[0090] Another way to reduce over-the-air traffic is to transmit one full data set from
a node in the sub-mesh and additional (smaller) data sets representing the difference (delta)
for each node in the mesh. Again, because data sets taken in the vicinity of each other tend
to be similar, sending the differences often results in less transmission resources being used.
Thus, processing may further comprise producing from the acquired data from each wireless
sensor unit respective data sets of offset values relative to the representative data set to
transmit to the base node as part of the aggregated data.

[0091] Processing may include post-processing of data often carried out by base node
14 in conventional systems, for example stacking, averaging, and other suitable analysis
techniques. If processing is done before transmitting directly to base node 14, bandwidth is

saved for transmission of the aggregated data. Before transmitting to the base node 14,
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processing data from one or more nodes in the cluster may be carried out in a manner similar
to what is currently done in post-processing procedures at the base node 14.

[0092] Data Quality Checks

10093] While useful for compression, the similarity of incoming data from nodes
near to each other may also be used for upstream data quality checks. The aggregator may
perform coarse comparison of data sets from nodes and alert the base if one or more nodes
sends data that is significantly different than most nodes in the area. Thus, each aggregator
may compare the acquired data between wireless sensor units and alert the base node if the
acquired data from one or more of wireless sensor units differs by more than a predetermined
range from the acquired data sets of other wireless sensor units.

[0094] Mesh Status Alerts

[0095] Each aggregator may status poll the wireless sensor units within the
respective sub mesh cluster and generating a status report, and each aggregator may transmit
the status report to the base node. Because each aggregator is responsible for a (smaller) sub-
mesh, some light status polling (from the aggregator) or beacon signals (from the nodes, e.g.
HELLO) may be performed within the sub-mesh, and if the aggregator senses an issue (such
as the loss of a node, described above), it may conduct further tests on the node in question
or query the other nodes in the sub-mesh before creating a report to send to the control van.
This micro-management of the sub-mesh improves the visibility of the mesh from the control
van without adding a significant load to the network.

[0096] Simplified Network Channel Isolation/Joining

[0097] The base node 14 may transmit a channel change command to an aggregator
12, and the aggregator 12 may transmit a signal to each of the wireless sensor units within
the respective sub mesh cluster to change channels. One issue in the field is the requirement
to change the mesh operating frequency (channel). The operator must be very careful to
change nodes in exactly the right order, and this results in a long delay while the outermost
nodes are switched, followed by those one hop closer to the control van, and so on, until
finally the last nodes are switched to the new channel and then the control van may switch

over to see if the network is still there.
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[0098] Using aggregators, centralized channel re-assignment may be simple: the
control van operator assigns a channel for each sub-mesh and commands the aggregator for
each sub-mesh to perform the switch-over. Each aggregator then sends a “channel change™
command to the nodes on its list (in a similar manner as described above) and finally it
switches to the new channel.

[0099] Locally, the aggregator polls each node on its list to verify they have all
successfully changed channels, and in the event of a failure, the aggregator may be able to
switch back to the original channel and try again with orphaned nodes. Failing that (a distant
node is orphaned), the aggregator may notify the control van while the rest of the network
continues to operate.

[00100] Similarly, it is a simple process to switch all nodes on the mesh to the same
channel by relying on the aggregators to manage individual nodes within their sub-meshes.
Because it’s done in parallel and monitored locally to each sub-mesh, the process is faster
and easier than with centralized channel changes.

{00101] When the aggregators are on a different network (channel, radio technology,
etc.) than the mesh nodes, they may be used to re-configure the network as described above
without fear of loss of connection to the network. Similarly, when the mesh network is fully
connected, control messages for the aggregators may be passed through the mesh, allowing
channel assignments, communications parameters, etc. to be changed from the backhaul
portion of the aggregators without fear of loss of connection. In a manner similar to the sub-
mesh channel assignment, the backhaul frequencies for an aggregator may be changed by
sending a control message through the mesh network.

[00102] Timestamps

[00103] In some embodiments, each of the wireless sensor units 10 transmits acquired
data to the aggregator 12 without timestamps, and one or more timestamps is added to the
acquired data at the aggregator level or base node level. Data reading timestamps are another
load on the data path, as they are required to mark the data for post-processing. Because the
aggregator may be central to a cluster of nodes, it may obtain a reference timestamp from
each node under its care, and from that point allow nodes to include a reduced resolution

timestamp with each packet of data. Thus, the acquired data may be transmitted with one or
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more time offsets relative to a reference timestamp to allow calculation of the one or more
timestamps at the aggregator level or base level. Once the relative time offsets for each node
are known to the aggregator, the nodes need only send an indication of the offset from the
base time reference and the aggregator (or base) may insert (rather than transmit over-the-
air) full time stamps for each data set.

[00104] The acquired data may also be transmitted at one or more scheduled times to
allow calculation of the one or more timestamps at the aggregator level or base level. For
example for real-time data, samples may be collected at regular intervals from all nodes in
the cluster. Rather than an individual timestamp on each sample or group of samples, the
aggregator may time-align samples and add a simple header (for example) containing the
sfart time, number of samples, and time offset between samples. At the base station, time
stamps may be added back to the data for processing.

[00105] Other Features

[00106] The aggregators 12 may be accessed by the base 14 on the same mesh as the
nodes, or they may be on a separate network from the nodes. The separate network may be
another mesh or it may consist of direct (point-to-point) links to/from the base. Another
alternative is that meshed aggregators may communicate with the base over a single (or
more) point-to-point backhaul units. Some alternatives are a) all nodes, aggregators, and
base are on the same mesh network, b) aggregators are on a separate network, meshed
together with the base, ¢) aggregators are on a separate network with point-to-point links to
the base, or d) aggregators are on a separate meshed network with a point-to-point link
between the aggregator mesh and the base station.

[00107] Downloads may be “full” real-time with all nodes streaming data to the base
in real time, using the aggregators to encapsulate small data packets from each node into
large packets, saving overhead. Downloads may be non-real-time, pulled from nodes or
from aggregators at will. Downloads may be a combination of the two, with some nodes
reporting in real time while data from other nodes or portions of data from nodes are stored
in the aggregators for later non-real-time downloads.

[00108] One aspect of the network is that it may be a “single frequency network” with

all nodes on the same frequency and in the same mesh. In this case, some nodes may report
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directly to the base station while others report to an aggregator. Similarly, control signals
may be routed directly to a node or may be relayed through an aggregator.

[00109] If a multi-tier network is used, where the nodes mesh in clusters and the
aggregators use a different radio technology, frequency, channel, or connection type, the
aggregators may stream some nodes from their clusters while storing data from other nodes
in their clusters for later non-real-time downloads. This is similar to the discussion of
“representative data” elsewhere in this document, and may include some nodes being
selected to represent the cluster 16, or some data chosen to represent the data in the cluster
(averaging, etc.).

[00110] Along similar lines, when the network is so large that it cannot stream all
traffic in real time, a “spotlight” mechanism may be used where clusters or even parts of
clusters are streamed in real time while data from the other nodes is stored for later non-real-
time retrieval. The operator may dynamically “move the spotlight” over the network,
effectively shining the real-time spotlight on different parts of the mesh at different times,
which allows the operator to selectively probe the current readings from specific parts of the
mesh in real time.

[00111] Regarding discovery, in a single frequency network, when an aggregator
receives a “discover” command from the base, the aggregator may carry out its own local
discovery process, and then report back to the base station with a neighbour list (including
sample data below). Optionally, each aggregator may initially respond with an
acknowledgement to the base indicating that it is an aggregator and it is initiating a local
discovery scan, so that the base station knows how many aggregators are expected to report
back later with cluster node lists.

[00112] If the network is multi-tier (a mesh of nodes and a separate network of
aggregators), the base may request (using the aggregate network) the aggregators to discover,
but it may also conduct its own discovery on the node mesh. This may allow it to discover
any orphaned nodes.

[00113] Regarding overlapping nodes between clusters, one solution is that all of the
aggregators report their lists to the base station, and the base station discovers redundancies,

culls the lists, and sends updated lists back to each of the aggregators. Fixing overlaps may
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also be carried out by the aggregators independent of the base station. For example, each
aggregator may send its list to all other known aggregators. The list must be transmitted any
time a change has been made to it (including initial creation of the list). When a second
aggregator receives a list from a first aggregator, it checks that list against its own list. If
there are any duplicate nodes, the second aggregator decides whether to keep the duplicate
node or give it up to the first aggregator.

[00114] If the second aggregator decides to keep the node in its own list, it sends a
response to the first aggregator indicating that the first aggregator should drop the node from
its list. The first aggregator has two options: a) agree to drop the node, in which case it
updates its list and sends a unicast acknowledgment that it has dropped the node, or b)
disagree to drop the node, in which case it sends a unicast negative-acknowledgement
(NACK) to indicate that the second aggregator must drop the node.

[00115] If the second aggregator receives a NACK from the first aggregator, this
indicates that the first aggregator has not agreed to drop the node, and the second aggregator
must drop the node from its list. If the second aggregator decides to drop the node, it does so
immediately, then broadcasts its new list. No unicast message is required in this case.
[00116] Further embodiments will now be described. In Figs. 5-8, each aggregator 52
is shown by a set of horizontal bars of different shading, each shading corresponding to a
different channel or set of radio frequencies. Similarly, each sensor cluster 54 is shown by a
vertical bar, which has different levels of shading, also corresponding to a different channel
or set of radio frequencies. The different channels are represented both by the shading and
the letters A, B, C and D. The shades of the clusters and aggregators are meant to match
with each other to indicate the ability to communicate between each other. Referring to Figs.
5 and 6, the lines indicated by reference characters A and C within each aggregator
correspond to the two types of shadings of clusters within the figure, showing that each
cluster is capable of communicating on one sub-mesh channel corresponding to the shading
and the letter reference A, B or C. The line indicated by B show the aggregator has a radio
channel specific to the mesh level of the aggregators, which includes communication with

the control truck.
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[00117] Figs. 7 and 8 adds a fourth shaded bar to the aggregator 52, indicated by
reference character D. The embodiment of Fig. 7 and § is a three-channel configuration,
wherein bar D corresponds with a third sensor cluster 54 that transmits acquired data on the
corresponding channel in the aggregator 52.

[00118] Referring to the embodiment in Fig. 9, the wireless sensor units 52 are spread
out in an unstructured manner. Similar to Figs. 5-8, each wireless sensor unit 52 is shaded to
match the corresponding horizontal bar of the aggregator 52 in the centre of the figure and is
thus configured to communicate specifically with that frequency of the aggregator. The
three clusters are assigned channels E, F and H with corresponding channels used by the
aggregator 52. The aggregators 52 in this embodiment communicate at the aggregator level
with a control unit on a channel G.

[00119] Referring to Figs. 10A and 10B, an illustration of the structure of the wireless
sensor units 50 within a wireless sensor unit cluster 54 is shown. In Fig. 10A, where there
are only two sub-mesh channels, the single highlighted wireless sensor unit 50 represents the
link node, which is the final throughpoint for data destined for the corresponding aggregator
52.In Fig. 10B, with an additional sub-mesh channel, multiple shaded wireless sensor units
50 indicate that multiple link nodes may be used. The link nodes are typically positioned to
be physically nearest its corresponding aggregator. In other words, the link nodes are

selected to be those within range of the corresponding aggregator.

[00120] CC (Central Controller)

[00121] The central controller is a root node that is also typically the sink for all the
data in the mesh. There may be more than one CC in a deployment, but typically a node
only sends data to and is under the control of one CC.

[00122] L1 Aggregator (L1)

[00123] A Layer 1 aggregator harvests data from a sub-mesh or set of sub-meshes.
L1s are typically meshed together and connected by that mesh to the CC or connected by a
Layer 2 mesh to the CC. Because the L1 connects to a mesh of other L1s, it typically has a
radio distinct from the radio(s) required to communicate with the mesh nodes, but this is not

a requirement. A typical L1 aggregator as described in this disclosure may contain 2, 3, or
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more radios. A preferred embodiment contains one radio for the L1 mesh and one radio for
one or more node meshes.

[00124] Link node

[00125] The link node (or nodes) in the node-mesh. It is physically located near the
L1 aggregator. Data destined for the L.1 aggregator (and eventually the rest of the network)
passes through the link node to get to the L1 aggregator, and data destined for the node mesh
pass from the L1 through the link node to thé node mesh.

[00126] There may be more than one link node in a sub-mesh, and multiple link nodes
may be used at the same time. For example, if the L1 is situated near the middle of a linear
sub-mesh, two link nodes can be used to harvest data from either end of the sub-mesh.
Alternatively, if two sub-mesh nodes are within range of an L1, they may alternate serving as
link nodes to balance battery load.

[00127] Node sub-mesh

[00128] The node sub-mesh is a group of nodes gathering data. The data from this
mesh is harvested by an L1 aggregator. A node sub-mesh may contain one or more link
nodes, and link node designation may change. The sub-mesh may be a linear mesh or a
random cluster of nodes.

[00129] Off-channel State

[00130] In this state, the L1 aggregator is not connected to a given sub-mesh. The L1
aggregator may or may not be on the same channel as the sub-mesh.

[00131] On-channel State

[00132] In this state, the L1 aggregator is connected to a given sub-mesh through one
or more link nodes, allowing data to flow from the sub-mesh to the CC.

[00133] Background

[00134] Large scale mesh networks such as those used to harvest data from setsmic
arrays tend to suffer from noise interference, especially if nodes use the same RF channel.
To overcome this problem, grids of wireless transceivers are arranged onto separate
channels, and multi-channel aggregators are used to harvest the data from groups.

[00135] In Figure 5, sub-mesh nodes are arranged in rows of, for example, 6 nodes per

sub-mesh. A six-node sub-mesh is indicated by a long shaded vertical line, with the line
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shading indicating a unique RF channel. For this configuration, aggregators are placed
between columns of sub-mesh groups. Color coding of the aggregator includes different
shading to indicate that the aggregator can communicate on either of the sub-mesh channels,
and also a further bar to indicate a radio channel specific to the aggregator mesh. With this
configuration, each aggregator is within range of and is able to harvest data from four sub-
mesh groups.

[00136] In Figure 6, an alternative configuration is presented. In this case, the
aggregators are placed in line with the mesh nodes, and data is harvested from the line ends.
This configuration may be more appropriate, for example, if the line spacing does not permit
connectivity with the sub-mesh groups from between the lines.

[00137] Next, a 3-channel version is shown in Figure 7, again with the aggregators
located between lines of meshed nodes. Again, each vertical line (e.g. the orange line
segment) contains some number of wireless nodes meshed together and sharing the same
channel.

[00138] Figure 7 shows 3-channel scenario with aggregators placed between lines and
located mid-way between sub-meshes (as opposed to at the intersection of sub-meshes).
[00139] While placing aggregators at the intersections of multiple lines can be more
efficient, they can also be located mid-way along the sub-mesh, as shown in Figure 8.
[00140] Sub-meshes can also be configured in a less structured layout as shown in
Figure 9. In the figure, note that one sub-mesh has two potential link nodes in range of the
L1, and either or both of these nodes can serve as the link node.

[00141] As stated earlier, in Figures 5-9, the vertical colored bars represent a linear
cluster of nodes. Two examples of the (6-node) detail of a line are shown in Figure 10A and
10B.

[00142] One way to construct such an aggregator is to build it with one radio for each
sub-mesh RF channel and an additional radio to allow it to mesh with other aggregators. If
two RF channels are used for the node sub-meshes, the aggregator would require three
radios. If three RF channels are used for the node network meshes, then the aggregator

would require four radios.
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[00143] With this type of aggregator construction, the multi-channel system is
transparent to the node transceivers and the network. However, it comes at a high cost in
equipment and in power consumption, and it requires a more complex antenna system at the
aggregator (one antenna per radio).

[00144] Single Node-Mesh Radios in Aggregators

[00145] A more cost effective solution for these aggregators would be to use one radio
for the aggregator mesh and one radio for the node mesh, where the node mesh radio
harvests data from each of the node mesh channels one at a time by selecting the appropriate
RF channel: harvesting the data, and then selecting the next RF channel and repeating the
process. The single node-mesh radio configuration provides significant benefits over the
muiti-radio solution.

[00146] First, there is the obvious hardware cost benefit. Using one radio instead of
three, for example, cuts power consumption for the sub-mesh connections by 2/3. Also, if
separate radios are used, each requires an antenna, and this increases the size and complexity
of the aggregator node.

[00147] Another issue with the multi-radio setup is adjacent channel interference.
Even on non-overlapping channels, radios in very close proximity (the antennas would be
integrated into the same mask) suffer from adjacent channel interference. Using a single
radio multiplexing multiple channels resolves this issue.

[00148] Implicit scheduling that comes as a side effect of this channel switching
technique also provides opportunities for efficiency enhancements at the aggregator and the
node level.

[00149] While it is clear that the techniques and benefits in this disclosure were
created with a single node-mesh radio on the aggregator, many of these techniques can also
be used with an aggregator containing multiple node-mesh radios. For example, scheduling
off-channel time for a radio that only harvests from one channel allows scheduled power
saving time and also provides a reference time to nodes in the sub-mesh, allowing those
nodes to also schedule power saving time as well as contention-free transmit time.

[00150] Capacity
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[00151] The most important requirement is that the L1 aggregator has enough capacity
to harvest data from the nodes in the node-meshes feeding it. Typical data rates from the
node-mesh are in the order of 32-bit samples taken at each node every Ims. With 6 nodes in
a node-mesh, the L1 must extract 192 kbps from each node-mesh. For 2 node-meshes, the
L1 extracts 384000 kbps.

[00152] For the purposes of this disclosure, it is assumed that the data rates of the
nodes in the mesh and the L1 aggregators are sufficient to carry data at the required rate. In
the event that the data harvest rate does not meet the required rate, some mechanisms are
included in this disclosure to signal the nodes and controller and also to adjust the data
harvest rate.

[00153] Note that the larger the number of hops between the source and the
destination, the slower the overall data rate. One aspect of this invention takes advantage of
the “off-channel” time to move all of the data to be passed to the L1 aggregator to the link
node, optimizing the available transfer time while the L1 aggregator is attached.

[00154] Coordination

[00155] A related issue is timing coordination between the L1 aggregator and the sub-
meshes it harvests. Some signaling is introduced to help other optimization techniques. For
example, when each node in a sub-mesh completes transfer of its data (for the current time
slice) to the link node, it may indicate completion with a message sent to the link node.
When the link node has received indication from all nodes in the sub-mesh that they have
completed all transmissions, it may send an message to the entire sub-mesh, allowing the
devices to enter a reduced power state until it is time to transfer data for the next time slice.
[00156] From the node-mesh perspective, there are two modes of operation: “on-
channel” (where the 1.1 is connected to the sub-mesh), and “off-channel” (where the L1 is
connected to a different sub-mesh, either on a different channel or on the same channel as
this sub-mesh). During the on-channel state, the primary function of the sub-mesh is to
transfer data to the L1 (through the link node). During the off-channel state, the primary
function of the sub-mesh is to transfer data to the link node. The states are illustrated in

Figure 11.
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[00157] Several enhancements in this disclosure are based on the nodes knowing the
start time and duration of each on-channel and off-channel state. There are several ways to

communicate these times:

[00158] Pre-determined on-channel and off-channel start and duration (signaled
periodically)

[00159] Explicitly signaled start times for on-channel and off-channel states

[00160] A combination of pre-determined and signaled times/durations

[00161] Once during start-up or every several frames, the L1 may notify the sub-mesh

of the duty cycle between on-channel and off-channel for that sub-mesh. This method uses
the least amount of bandwidth but is the least flexible. Changes to the duty cycle can be
communicated immediately, but it may take a cycle for the sub-mesh to react to the change.
[00162] Explicitly signaled duty cycles can be sent as part of the start of an on-
channel time slice. In this case, the link nodes know the duration and can communicate this
either immediately or during the next off-channel period.

[00163] Another alternative is to pre-designate on-channel times but allow the L1 to
leave the channel after completing data transfer. This would allow the node-mesh radio in
the L1 to schedule some power saving periods.

[00164] There are cases when a node needs to send or receive unanticipated messages.
To accommodate this, the L1 may schedule some additional time on-channel where no data
transfer is planned, but this allows nodes to release messages (outside their regular data
transfer) to outside the sub-mesh.

[00165] Link Node Designation

[00166] Link nodes may be designated in a number of different ways. The primary
criteria for a link node is that it is situated close to an L1, preferably one or two hops away.
Changing link nodes is a good way balance power consumption among nodes in the sub-
mesh, so provisions are made to allow this. With some coordination at the L1 level, the link
nodes may even “swap ends” and use a different L1 for some data transmission.

[00167] Packet Buffering

[00168] Nodes in the off-channel sub-meshes may have messages to be sent to other

nodes outside their mesh or to the CC. Because there is no connection through the L1 during
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the off-channel period, these messages must be buffered at the link node until the next on-
channel period.

[00169] Data destined for an off-channel sub-mesh must be buffered by the L1 serving
that sub-mesh until the next on-channel period for the sub-mesh.

[00170] When the link node enters the off-channel period, it begins buffering data
destined for outside the sub-mesh and it starts a timer to the next on-channel period. If this
timer expires, it may indicate that the sub-mesh has lost connectivity to the L1, so the link
node broadcasts a route request to the destination(s) of the packet(s) in an attempt to find a
new route for the data. If the route request fails (timeout or other failure), the link node
drops the packets and may de-register itself as the link node for the sub-mesh.

[00171] When the L1 switches a sub-mesh to off-channel, it begins to buffer any data
received for that sub-mesh. Once it re-establishes the channel link to the sub-mesh, the L1
forwards its buffer contents to the sub-mesh through the link node. If it is unable to re-
establish a link to the sub-mesh through the link node, it may attempt to‘establish a link
through another known node in the sub-mesh before flushing the data buffer (in the event of
complete failure to re-establish the connection). If the L1 is unable to establish a connection
with the sub-mesh, it may flush the destination IP addresses for the nodes in that sub-mesh
from its routing table, and send an indication back to the CC.

[00172] In the case where there are two or more link nodes, each one collects data
from nodes in sub-groups. Multiple link nodes and the sub-groups serving them may be
assigned by the CC or may be negotiated within the sub-mesh based on location or some
other criteria.

[00173] Another view of the states and modes related to on-channel and off-channel
operation is illustrated in Figure 12.

[00174] Scheduling

[00175] Because the sub-mesh is on-channel/off-channel in a known and predictable
way, this can be used to schedule communications with and within the sub-mesh.

[00176] In other words, the nodes know how long they have before the next batch of
data needs to be sent to the link node. Therefore, nodes in the group can negotiate and

schedule their transmissions based on this known reference time (start and period). This
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negotiation may be based on proximity to the link node (e.g. furthest node away sends first),
the amount of data to send (e.g. nodes with higher data harvest rate get higher priority), a
priority level set by the CC (e.g. high resolution data required from some nodes vs. low
resolution data required from others), or some other mechanism.

[00177] The simplest technique for scheduled node data harvesting is if the link node
polls each node for data. The data may be harvested one node at a time or the link node may
poll two or more nodes for simultaneous download to the link node.

[00178] Sub-Mesh Power Saving Mode

[00179] While the link node transfers the bulk of the data to the L1 aggregator, other
nodes in the sub-mesh can take advantage of the periodicity of the on-channel collection
time to save power. This is simplified through the use of the "link node transfer complete”
and "L1 transfer complete” messages sent by the link node. The mechanism works as
follows:

[00180] During the off-channel state, the sub-mesh nodes transfer their data for the
current time slice up to the link node. When a node completes its transfer, it may send a
“link node transfer complete” message to the link node, indicating that it has no more data to
transfer during this time slice. This does not mean the node can enter a power saving mode,
because it may need to relay data for another node. When the link node receives indication
from all sub-mesh nodes that their link node transfers have completed, it may send an
indication to the nodes, allowing them to enter power save mode with the knowledge that
they will not be required to relay data.

[00181] This indication may not need to be implicitly signaled if the transfer size for
each node is known to the link node in advance. In this case, there is a risk that a node needs
to transfer additional data (such as a control message or indication for the CC), and if the
link node mistakenly allows all nodes to enter power save mode, that message will be
delayed until the next time slice. If this is unacceptable, an alternative to explicit signaling is
to allow a time gap after all anticipated data is transferred before indicating that power save
modes may be entered.

[00182] The sub-mesh nodes can remain in power-save mode for the remainder of the

off-channel period as well as the entire on-channel period (if desired) because the transfer to
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the L1 aggregator is between the link node and the L1. Once the link node/L1 transfer
period is complete, the L1 may indicate this to the sub-mesh nodes. For maximum power
savings, the sub-mesh nodes can remain in power-save mode until the sub-mesh re-enters the
off-channel state.

[00183] When this time comes, the nodes may begin (on a scheduled or random bases)
uploading data for the next on-channel time slice. The nodes can use internal timers or an
explicit message from the L1 to determine when the sub-mesh has entered off-channel state,
and at that point they may begin transfer of the next data set to the link node.

[00184] Throttling

[00185] There are at least two conditions which may result in an overflow and
subsequent throttling:
[00186] The L1 switches to another channel before the link node can complete the

current transmission. In this case, the link node may find that the transmission has timed out,
or it has had an indication from the L1 that a new on-channel period has begun before it has
completed transmission of the previous on-channel data transmission.

[00187] When switching on-channel, the L.1 may send a short message to the link
node indicating the time duration and/or amount of data to be transferred during the current
on-channel time slice. The link node calculates that the number is less than the amount of
time/data required to upload the current on-channel data.

[00188] When a link node determines that the on-channel time is insufficient to allow
it to upload all data for a given on-channel time slice, it should indicate this condition
(overtlow) to the L1 at the next on-channel time slice, and it may also indicate the condition
to the nodes in the sub-mesh, aliowing them to help by reducing the amount of data to be
uploaded. This allows the system to continue operating in a reduced resolution mode until
the operator (alerted by a message from the L1) can rectify the problem. The link node or
the L1 (or both) may also notify the CC of this condition. When receiving notice overflow,
the CC may re-arrange the mesh assignments to provide adequate connection to the links in
the sub-mesh.

[00189] Deploying L1s with Multiple Node Mesh Radios
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[00190] While the focus of this disclosure is on the L1 aggregator with two radios
(one for the node sub-mesh, one for the L1 mesh), these techniques can be applied to a multi-
radio aggregator (e.g. 3 node mesh radios, 1 L1 radio). Instead of a single radio switching
channels, these techniques allow the L1 to schedule down time for multiple radios (also
allowing the pipelining mechanisms described in this disclosure for the node sub-meshes),
saving power at the L1 and in the sub-meshes.

[00191] A 2-Channel Example

[00192] In the following 2-channel example, the L1 aggregator is switching between
two sub-meshes, mesh-1 and mesh-2. See Figure 13 for an illustration of the process. We
join the process as mesh 1 goes on-channel and mesh-2 goes off-channel. Here we see that
the (top, mesh 1) link node initiates a data download to the L1 while the other mesh nodes
continue in their power-save mode. Following the completion of the download, the mesh
nodes may awaken and send arbitrary data, messages, indications through the link node and
L1 out to the network. When all transmissions are complete, all nodes (including the link
node) can enter a power saving mode. The L1 may stay on this channel, move to another
channel or sleep until the mesh-2 on-channel period starts. In the figure, the L1 remains on-
channel.

[00193] As the L1 moves off-channel for mesh-1 and on-channel for mesh-2, the
mesh-1 nodes begin transferring the next slice of data to the link node. In the figure, we see
this as “rx N” for the link node and “tx LN for the other nodes in the sub-mesh. When this
process is complete, a quiet period may be scheduled to allow ad hoc transmissions to occur
within the mesh before all nodes enter a power saving mode, and then the process repeats
itself.

[00194] Using some example data, the following values may shed light on a typical
scenario. Assume for simplicity that we have a perfectly linear mesh, node-to-node
throughput is 11.2 Mbps, and each node is harvesting data at a rate of 32 bits every ms. Ina
typical linear mesh, we find that end-to-end throughput for a given node depends on the
number of hops between that node and the final destination for the data. For a 6-node linear

mesh illustrated in Figure 14, typical throughput values are shown in the figure.
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[00195] Note that in Figure 14, “F” is the link node and “X” is the L1 Aggregator. In
other configurations, a middle node such as “D” may be the link node, or there may be
multiple link nodes, such as “C” and “D” sharing the responsibilities of the link node.
[00196] In this example each node packages 200ms worth of data (6400 bits) for
transport to the CC. The first step of the download is to move the data to the link node. In
the case of node A, the end-to-end data rate is 2.2 Mbps, so the transfer takes approximately
2.9ms. Here, we do not include the probability of re-transmissions, but that time is
accounted for later. For the sake of simplicity, we assume each node takes a turn
transmitting their data, but it’s possible to poll nodes to send at the same time or allow the
nodes to transmit freely and let the network sort it out. Working toward node F, node B
transmits next, 6400 bits at 2.5 Mbps means it takes approximately 2.6 ms for the transfer the
data to the link node. Continuing down the line, the total mesh-to-link-node transfer time is:
29 +2.6 +2.1 +1.4 +0.6 ms =9.6 ms. This time is shown in Figure 13 as the txLN/rxN
period, and we set the “ad hoc communications” period to 10.4 ms to make this a round
value of 20ms to move data to the link node. This period is adjustable and may be much
longer if required. If the link node signals the end of the ad hoc period, it becomes
completely flexible and allows for more power saving time.

[00197] When the data transfer and ad hoc communications period ends, nodes are
notified so that they may enter power saving mode. All nodes except the link node remain in
power saving mode until the link node completes transfer of the data up to the L1 during the
next on-channel period. At this point, the sub-mesh nodes may awaken to handle new data
sent from the L1, or the link node may hold that data until the nodes begin transfer during the
next off-channel period.

[00198] Timing is tracked at each node so that the node wakes up just prior to the next
period where it may need to send data or relay data for other nodes. The timing and duty
cycle is typically set by the L1 and/or link node.

[00199] Messages

[00200] Some example messages mentioned above are defined here. This messaging
is focused on the link node/L.1 connection to communicate resource use, data transfer issues,

and to control data flow.
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[00201] Upload Size

[00202] This message is used by the link node to indicate to the L1 the approximate
upload data size and/or time. The L1 can use this to schedule the next channel hop. For
example, if there is more data than the current time slice allows, it may indicate this to the
link node so that the link node can reduce the transmission and enable complete transmission
of some packets before losing the channel. The link node may also use this information to
throttle local nodes prior to the next transmission time slice.

[00203] Overflow

[00204] Sent from the link node to the L1 to indicate that during the last transmission

period, the L1 moved off-channel before the link node was able to upload all sub-mesh data

for that period.
[00205] L1 Transfer Complete
[00206] This message sent from the link node to the L1 indicates that all transmissions

from this cluster for this time slice are complete, allowing the L1 to move to another channel
and possibly also allowing the L1 to alter scheduling in favour of other clusters that have
recently indicated overflow.

[00207] The same message may be sent to the nodes in the sub-mesh, indicating the

link node is ready to receive new data for the next on-channel time slice.

[60208] Polling Messages

[00209] Allow the link node or the L1 to pull data from specific nodes during the link
time,

[00210] Link Node Transfer Complete

[00211] All nodes have indicated that upload of their collection data for the current

time slice is complete. This allows nodes to sleep (knowing they do not have any relay data

to pass).
[00212] Link Node Designate
[00213] This message is used by the L1 to designate a sub-mesh node as the link node.

This message may be sent to the designated link node or to the entire sub-mesh. If the sub-
mesh designates the link node, a message must be sent to the L1 so that when it returns to

on-channel state for this mesh, it knows which node to use as link node.
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[00214] A sub-mesh may have more than one link node, multiple link nodes may be
active at the same time, and the designated link node may change.

[00215] In the claims, the word “comprising” is used in its inclusive sense and does
not exclude other elements being present. The indefinite article “a” before a claim feature
does not exclude more than one of the feature being present. Each one of the individual
features described here may be used in one or more embodiments and is not, by virtue only
of being described here, to be construed as essential to all embodiments as defined by the

claims.
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CLAIMS

1. A wireless sensor unit for use as a link node in a wireless sensor network, the wireless
sensor unit comprising:

one or more sensors for arrangement on or below a ground surface for acquiring data by
sensing one or more physical parameters;

each wireless sensor unit having a wireless transceiver for transmitting acquired data to
an aggregator; and

the wireless sensor unit having an on channel state and an off channel state and being

configured in the off channel state to buffer data destined for the aggregator.

2. A method of collecting data from wireless sensor units forming nodes in a mesh network,
each wireless sensor unit having one or more sensors arranged on or below the ground surface
for remote seismic recording, the method comprising:

clustering the wireless sensor units into two or more sub mesh clusters;

acquiring data with the wireless sensor units by sensing one or more physical parameters;

designating one or more link nodes within each sub mesh cluster, whereby one or more
other wireless sensor units within each sub mesh cluster comprise non-designated wireless sensor
units;

within each sub mesh cluster, each of the non-designated wireless sensor units
transmitting the acquired data to at least one of the one or more link nodes for transmission
towards a control unit; and

each designated link node having an on channel state and an off channel state, each
designated link node transmitting acquired data during the on channel state towards the control
unit and buffering acquired data during the off channel state for subsequent transmission during

the on channel state.

3. The method of claim 2 in which wireless sensor units acquire data within repeated node

data capture periods, and each node data capture period is divided into channel cycle periods.
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4. The method of claim 3 in which within a channel cycle period, nodes of at least one sub

mesh cluster are off channel while nodes of at least one other sub mesh channel are on channel.

5. The method of claim 4 further comprising nodes entering a power saving mode for part

or all of the time the nodes are off channel.
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Clustering the wireless sensor units into two or more sub mesh clusters, each
sub mesh cluster having an aggregator assigned to the sub mesh cluster.
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Acquiring data with the wircless sensor units by sensing one or more
physical parameters.
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Within each sub mesh cluster, each of the wireless sensor units transmitting
the acquired data directly or indirectly to the respective aggregator.
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Each aggregator aggregating at least a portion of the acquired data received
from the wireless sensor units within the respective sub mesh cluster into
aggregated data.
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Each aggregator transmitting the aggregated data to a base node.
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