
(19)国家知识产权局

(12)发明专利

(10)授权公告号 

(45)授权公告日 

(21)申请号 201680060759.6

(22)申请日 2016.08.17

(65)同一申请的已公布的文献号 

申请公布号 CN 108140259 A

(43)申请公布日 2018.06.08

(30)优先权数据

62/206,765 2015.08.18 US

(85)PCT国际申请进入国家阶段日

2018.04.17

(86)PCT国际申请的申请数据

PCT/US2016/047425 2016.08.17

(87)PCT国际申请的公布数据

WO2017/031246 EN 2017.02.23

(73)专利权人 奇跃公司

地址 美国佛罗里达州

(72)发明人 J·F·罗德里格兹　R·M·佩雷兹　

(74)专利代理机构 北京市中咨律师事务所 

11247

专利代理师 杨晓光　于静

(51)Int.Cl.

G06T 17/00(2006.01)

G06T 19/00(2011.01)

G06T 7/70(2017.01)

G06T 7/579(2017.01)

G09G 5/00(2006.01)

G02B 27/01(2006.01)

G09G 3/00(2006.01)

G06T 7/50(2017.01)

G09G 3/20(2006.01)

H04N 13/344(2018.01)

H04N 13/395(2018.01)

H04N 13/398(2018.01)

(56)对比文件

US 2013342453 A1,2013.12.26

US 2013342453 A1,2013.12.26

US 6377276 B1,2002.04.23

US 2012176366 A1,2012.07.12

US 6084979 A,2000.07.04

US 2004240708 A1,2004.12.02

US 2008297437 A1,2008.12.04

CN 104392045 A,2015.03.04

US 2011018903 A1,2011.01.27

郑华东.数字全息三维立体显示关键技术研

究.《中国博士学位论文全文数据库 基础科学

辑》.2010,(第5期),

审查员 刘晓丹

 

(54)发明名称
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(57)摘要

一种虚拟或增强现实显示系统，其使用意图

在显示器上显示的虚拟或增强现实图像所包含

的控制信息来控制显示器。控制信息可用于指定

多个可能的显示深度平面中的一个。控制信息还

可以指定给定深度平面内或深度平面之间的像

素移位。该系统还可以通过使用增益因子来增强

来自传感器的头部姿势测量，该增益因子基于在

运动的生理范围内的用户头部姿势位置而变化。
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1.一种虚拟或增强现实显示系统，包括：

具有多个波导的显示器，被配置为显示用于多个深度平面的图像，所述多个波导中的

每个波导与所述多个深度平面中的相应的一个深度平面相关联并且被配置为显示与该相

应的深度平面对应的所述图像；以及

显示控制器，被配置为

从图形处理器接收带有嵌入的移位信息的渲染的虚拟或增强现实图像数据，

执行由所述移位信息所指定的所述渲染的虚拟或增强现实图像数据的至少一部分的

移位，其中，所述移位为第一深度平面内的像素移位，或所述移位为从所述第一深度平面到

第二深度平面的移位，以及

向所述显示器提供移位的渲染的虚拟或增强现实图像数据。

2.根据权利要求1所述的虚拟或增强现实显示系统，其中，与所述渲染的图像数据中的

一个或多个虚拟或增强现实对象的位置相比，所述移位改变所述一个或多个对象的显示位

置。

3.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述移位包括所述渲染的图

像数据的至少一部分在所述第一深度平面内的指定数量的像素的横向移位。

4.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述移位包括所述渲染的图

像数据的至少一部分从所述第一深度平面到所述第二深度平面的纵向移位。

5.根据权利要求4所述的虚拟或增强现实显示系统，其中，所述显示控制器还被配置为

缩放所述渲染的图像数据的至少一部分连同从所述第一深度平面到所述第二深度平面的

纵向移位。

6.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述移位包括所述渲染的图

像数据的至少一部分从所述第一深度平面到所述第二深度平面的纵向移位，所述第二深度

平面包括虚拟深度平面，所述虚拟深度平面包括至少两个深度平面的加权组合。

7.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述移位基于关于用户的头

部姿势的信息。

8.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述移位由所述显示控制器

执行而不重新渲染所述渲染的图像数据。

9.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述嵌入的移位信息包括所

述渲染的图像数据的帧中的替代行或列。

10.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述嵌入的移位信息包括

所述渲染的图像数据的一个或多个像素中的一个或多个替代值。

11.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述嵌入的移位信息包括

所述渲染的图像数据的帧中的额外行或列。

12.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述显示控制器还被配置

为：在将所述渲染的图像数据提供给所述显示器之前，从所述渲染的图像数据中去除所述

嵌入的移位信息。

13.根据权利要求1所述的虚拟或增强现实显示系统，其中，所述显示器的所述多个深

度平面与相应的多个不同波前曲率相关联。

14.一种在虚拟或增强现实显示系统中的方法，所述虚拟或增强现实显示系统包括显
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示器和显示控制器，所述显示器具有被配置为显示用于多个深度平面的图像的多个波导，

所述多个波导中的每个波导与所述多个深度平面中的相应的一个深度平面相关联并且被

配置为显示与该相应的深度平面对应的所述图像，所述方法包括：

从图形处理器接收带有嵌入的移位信息的渲染的虚拟或增强现实图像数据；

执行由所述移位信息所指定的所述渲染的虚拟或增强现实图像数据的至少一部分的

移位，其中，所述移位为第一深度平面内的像素移位，或所述移位为从所述第一深度平面到

第二深度平面的移位；以及

用所述显示器显示经移位的渲染的虚拟或增强现实图像数据。

15.根据权利要求14所述的方法，其中，与在所述渲染的图像数据中的一个或多个虚拟

或增强现实对象的位置相比，所述移位改变所述一个或多个对象的显示位置。

16.根据权利要求14所述的方法，其中，移位所述渲染的图像数据包括：基于所述移位

信息，将所述渲染的图像数据的至少一部分在所述第一深度平面内横向移位指定数量的像

素。

17.根据权利要求14所述的方法，其中，移位所述渲染的图像数据包括：基于所述移位

信息，将所述渲染的图像数据的至少一部分从所述第一深度平面纵向移位到所述第二深度

平面。

18.根据权利要求17所述的方法，还包括：缩放所述渲染的图像数据的至少一部分连同

所述渲染的图像数据从所述第一深度平面纵向移位到所述第二深度平面。

19.根据权利要求14所述的方法，其中，移位所述渲染的图像数据包括：将所述渲染的

图像数据的至少一部分从所述第一深度平面纵向移位到所述第二深度平面，所述第二深度

平面包括虚拟深度平面，所述虚拟深度平面包括至少两个深度平面的加权组合。

20.根据权利要求14所述的方法，其中，所述移位基于关于用户的头部姿势的信息。

21.根据权利要求14所述的方法，其中所述移位被执行而不重新渲染所述渲染的图像

数据。

22.根据权利要求14所述的方法，其中，所述嵌入的移位信息包括所述渲染的图像数据

的帧中的替代行或列。

23.根据权利要求14所述的方法，其中，所述嵌入的移位信息包括所述渲染的图像数据

的一个或多个像素中的一个或多个替代值。

24.根据权利要求14所述的方法，其中，所述嵌入的移位信息包括所述渲染的图像数据

的帧中的额外行或列。

25.根据权利要求14所述的方法，还包括：在显示所渲染的图像之前，从所述渲染的图

像数据中去除所述嵌入的移位信息。

26.根据权利要求14所述的方法，其中，所述多个深度平面的图像与相应的多个不同波

前曲率相关联。
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虚拟和增强现实系统和方法

[0001] 相关申请的交叉引用

[0002] 本申请根据35USC§119(e)要求2015年8月18日提交的美国临时申请No.62/206 ,

765题为“虚拟和增强现实系统和方法(VIRTUAL  AND  AUGMENTED  REALITY  SYSTEMS  AND 

METHODS)”的优先权权益，其通过引用全部并入在此。

技术领域

[0003] 本公开涉及虚拟和增强现实成像和可视化系统。

背景技术

[0004] 现代计算和显示技术促进了虚拟现实和增强现实系统的发展。虚拟现实或“VR”系

统为用户创造模拟的环境来体验。这可以通过将计算机生成的图像通过显示器呈现给用户

来完成。这个图像创造了让用户沉浸在模拟环境中的感觉体验。虚拟现实场景通常只包含

计算机生成的图像的呈现，而不包括实际的真实世界的图像的呈现。

[0005] 增强现实系统通常用模拟元素来补充真实世界环境。例如，增强现实或“AR”系统

可以通过显示器向用户提供周围真实世界环境的视图。然而，计算机生成的图像也可以呈

现在显示器上，以增强现实世界的环境。这个计算机生成的图像可以包括与现实世界环境

上下相关的元素。这些元素可以包括模拟的文本、图像、对象等。模拟的元素通常可以实时

交互。图1描绘了示例性的增强现实场景1，其中，AR技术的用户看到以背景中的人、树、建筑

为特征的真实世界的公园状的设置6以及实体平台1120。除了这些项目以外，计算机生成的

图像也呈现给用户。计算机生成的图像可以包括例如站在真实世界的平台1120上的机器人

雕像1110，以及看起来像飞行的蜜蜂的化身的卡通式的头像角色2，尽管这些元素2、1110不

实际存在于真实的世界环境中。

[0006] 由于人类的视觉感知系统是复杂的，所以开发促进虚拟图像元素在其它虚拟或现

实世界图像元素中的舒适的、感觉自然的、丰富的呈现的VR或AR技术是有挑战性的。

发明内容

[0007] 在一些实施例中，虚拟或增强现实显示系统包括：显示器，其被配置为显示多个深

度平面的图像；显示控制器，其被配置为从图形处理器接收渲染的虚拟或增强现实图像数

据，以及至少部分地基于嵌入在渲染的图像中的控制信息来控制显示器；其中，嵌入的控制

信息指示当显示图像时应用于渲染图像的至少一部分的移位。

[0008] 在一些实施例中，与在渲染图像中的一个或多个虚拟或增强现实对象的位置相

比，移位改变所述一个或多个对象的显示位置。

[0009] 在一些实施例中，移位包括图像的至少一部分在同一深度平面内的指定数量的像

素的横向移位。

[0010] 在一些实施例中，移位包括图像的至少一部分从一个深度平面到另一深度平面的

纵向移位。
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[0011] 在一些实施例中，显示控制器还被配置为缩放所述图像的至少一部分连同从一个

深度平面到另一深度平面的纵向移位。

[0012] 在一些实施例中，移位包括图像的至少一部分从一个深度平面到虚拟深度平面的

纵向移位，该虚拟深度平面包括至少两个深度平面的加权组合。

[0013] 在一些实施例中，移位基于关于用户的头部姿势的信息。

[0014] 在一些实施例中，移位由显示控制器执行而不重新渲染图像。

[0015] 在一些实施例中，在虚拟或增强现实显示系统中的方法包括：从图形处理器接收

渲染的虚拟或增强现实图像数据；以及至少部分基于嵌入在渲染的图像中的控制信息，显

示多个深度平面的图像；其中，嵌入的控制信息指示当显示图像时应用于渲染图像的至少

一部分的移位。

[0016] 在一些实施例中，方法还包括与在渲染图像中的一个或多个虚拟或增强现实对象

的位置相比，移位所述一个或多个对象的显示位置。

[0017] 在一些实施例中，方法还包括基于控制信息将图像的至少一部分横向移位同一深

度平面内的指定数量的像素。

[0018] 在一些实施例中，方法还包括基于控制信息，将图像的至少一部分从一个深度平

面纵向移位到另一深度平面。

[0019] 在一些实施例中，方法还包括：缩放所述图像的至少一部分连同所述图像从一个

深度平面纵向移位到另一深度平面。

[0020] 在一些实施例中，方法还包括：将图像的至少一部分从一个深度平面纵向移位到

虚拟深度平面，该虚拟深度平面包括至少两个深度平面的加权组合。

[0021] 在一些实施例中，该移位基于关于用户的头部姿势的信息。

[0022] 在一些实施例中，方法还包括：移位图像而不重新渲染图像。

[0023] 在一些实施例中，虚拟或增强现实显示系统包括：显示器，其被配置为显示多个深

度平面的虚拟或增强现实图像，图像包括由像素数据的行和列组成的系列图像；显示控制

器，其被配置为从图形处理器接收图像并且至少部分地基于嵌入在图像中的控制信息来控

制显示器，其中，嵌入的控制信息包括深度平面指示符数据，该深度平面指示符数据指示多

个深度平面中的哪一个以显示图像的至少一部分。

[0024] 在一些实施例中，控制信息不改变该系列图像中的像素数据的行数和列数。

[0025] 在一些实施例中，控制信息包括替代系列图像中的一个或多个图像中的像素数据

的行或列的行或列信息。

[0026] 在一些实施例中，控制信息包括附加到用于系列图像中的一个或多个图像的像素

数据的行或列信息。

[0027] 在一些实施例中，像素数据包括多个颜色值，并且其中，深度平面指示符数据替代

至少一个颜色值的一个或多个位。

[0028] 在一些实施例中，深度平面指示符数据替代至少一个颜色值的一个或多个最低有

效位。

[0029] 在一些实施例中，深度平面指示符数据替代蓝色值的一个或多个位。

[0030] 在一些实施例中，每个像素包括深度平面指示符数据。

[0031] 在一些实施例中，显示控制器被配置为至少部分地基于深度平面指示符数据对系
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列图像进行排序。

[0032] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：从图形处理器接收虚

拟或增强现实图像，该图像包括由用于多个深度平面的像素数据的行和列组成的系列图

像；至少部分地基于嵌入在图像中的控制信息来显示图像，其中，嵌入的控制信息包括深度

平面指示符数据，深度平面指示符数据指示多个深度平面中的哪一个以显示图像的至少一

部分。

[0033] 在一些实施例中，控制信息不改变该系列图像中的像素数据的行数和列数。

[0034] 在一些实施例中，控制信息包括替代系列图像中的一个或多个图像中的像素数据

的行或列的行或列信息。

[0035] 在一些实施例中，控制信息包括附加到用于系列图像中的一个或多个图像的像素

数据的行或列信息。

[0036] 在一些实施例中，像素数据包括多个颜色值，并且其中，深度平面指示符数据替代

至少一个颜色值的一个或多个位。

[0037] 在一些实施例中，深度平面指示符数据替代至少一个颜色值的一个或多个最低有

效位。

[0038] 在一些实施例中，深度平面指示符数据替代蓝色值的一个或多个位。

[0039] 在一些实施例中，每个像素包括深度平面指示符数据。

[0040] 在一些实施例中，方法还包括至少部分地基于深度平面指示符数据对系列图像进

行排序。

[0041] 在一些实施例中，虚拟或增强现实显示系统包括：第一传感器，其被配置为随时间

提供用户的头部姿势的测量；以及处理器，其被配置为基于至少一个头部姿势测量并且基

于至少一个计算的预测头部姿势来估计用户的头部姿势，其中，处理器被配置为使用一个

或多个增益因子来组合头部姿势测量和预测头部姿势，并且其中，一个或多个增益因子在

运动的生理范围内基于用户的头部姿势位置而变化。

[0042] 在一些实施例中，第一传感器被配置为头戴式。

[0043] 在一些实施例中，第一传感器包括惯性测量单元。

[0044] 在一些实施例中，当用户的头部姿势在运动的生理范围的中心部分中时，一个或

多个增益因子强调预测头部姿势超过头部姿势测量。

[0045] 在一些实施例中，当用户的头部姿势比运动的用户生理范围的极限更接近运动的

生理范围的中间时，一个或多个增益因子强调预测头部姿势超过头部姿势测量。

[0046] 在一些实施例中，当用户的头部姿势接近运动的生理范围的极限时，一个或多个

增益因子强调头部姿势测量超过预测头部姿势。

[0047] 在一些实施例中，当用户的头部姿势比运动的生理范围的中间更接近运动的生理

范围的极限时，一个或多个增益因子强调头部姿势测量超过预测头部姿势。

[0048] 在一些实施例中，第一传感器被配置为头戴式，并且还包括被配置为身体安装的

第二传感器，其中，至少一个头部姿势测量基于来自第一传感器和第二传感器的测量来确

定。

[0049] 在一些实施例中，头部姿势测量基于来自第一传感器和第二传感器的测量之间的

差异来确定。
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[0050] 在一些实施例中，估计虚拟或增强现实显示系统中的头部姿势的方法包括：从第

一传感器接收用户的头部姿势随时间变化的测量；以及使用处理器基于至少一个头部姿势

测量并且基于至少一个计算的预测头部姿势来估计用户的头部姿势，其中，估计用户的头

部姿势包括使用一个或多个增益因子组合头部姿势测量和预测头部姿势，并且其中，一个

或多个增益因子在运动的生理范围内基于用户的头部姿势位置而变化。

[0051] 在一些实施例中，第一传感器被配置为头戴式，并且方法还包括：从配置为身体安

装的第二传感器接收身体方位测量；以及基于至少一个头部姿势测量并且基于至少一个计

算的预测头部姿势来估计用户的头部姿势，其中，至少一个头部姿势测量基于来自第一传

感器和第二传感器两者的测量来确定。

[0052] 在一些实施例中，虚拟或增强现实显示系统包括：传感器，其被配置为确定环境照

明的一个或多个特征；处理器，其被配置为基于环境照明的一个或多个特征来调整虚拟对

象的一个或多个特征；以及显示器，其被配置为向用户显示虚拟对象。

[0053] 在一些实施例中，环境照明的一个或多个特征包括环境照明的亮度。

[0054] 在一些实施例中，环境照明的一个或多个特征包括环境照明的色调。

[0055] 在一些实施例中，虚拟对象的一个或多个特征包括虚拟对象的亮度。

[0056] 在一些实施例中，虚拟对象的一个或多个特征包括虚拟对象的色调。

[0057] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：从传感器接收环境照

明的一个或多个特征；使用处理器基于环境照明的一个或多个特征来调整虚拟对象的一个

或多个特征；以及向用户显示虚拟对象。

[0058] 在一些实施例中，虚拟或增强现实显示系统包括：处理器，其被配置为压缩虚拟或

增强现实图像数据，图像包括多个深度平面的图像，处理器被配置为通过减少图像的深度

平面之间的冗余信息来压缩图像数据；显示器，其被配置为显示多个深度平面的图像。

[0059] 在一些实施例中，深度平面的图像根据相对于相邻深度平面的差异来表示。

[0060] 在一些实施例中，处理器编码深度平面之间的对象的运动。

[0061] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：用处理器压缩虚拟或

增强现实图像数据，图像包括多个深度平面的图像，处理器被配置为通过减少图像的深度

平面之间的冗余信息来压缩图像数据；显示多个深度平面的图像。

[0062] 在一些实施例中，深度平面的图像根据相对于相邻深度平面的差异来表示。

[0063] 在一些实施例中，方法还包括编码深度平面之间的对象的运动。

[0064] 在一些实施例中，虚拟或增强现实显示系统包括：显示器，其被配置为显示多个深

度平面的虚拟或增强现实图像；显示控制器，其被配置为控制显示器，其中，显示控制器动

态地配置显示器的子部分以在每个显示周期刷新。

[0065] 在一些实施例中，显示器包括扫描显示器，并且显示控制器动态地配置扫描图案

以跳过不需要刷新图像的显示器的区域。

[0066] 在一些实施例中，显示周期包括视频图像的帧。

[0067] 在一些实施例中，如果要刷新的显示器的子部分的尺寸减小，则显示控制器增加

视频帧速率。

[0068] 在一些实施例中，如果要刷新的显示器的子部分的尺寸增加，则显示控制器降低

视频帧速率。
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[0069] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：用显示器显示多个深

度平面的虚拟或增强现实图像；动态地配置显示器的子部分以在每个显示周期刷新。

[0070] 在一些实施例中，显示器包括扫描显示器，并且该方法还包括动态地配置扫描图

案以跳过不需要刷新图像的显示器的区域。

[0071] 在一些实施例中，显示周期包括视频图像的帧。

[0072] 在一些实施例中，方法还包括如果要刷新的显示器的子部分的尺寸减小，则增加

视频帧速率。

[0073] 在一些实施例中，该方法还包括如果要刷新的显示器的子部分的尺寸增加，则降

低视频帧速率。

[0074] 在一些实施例中，虚拟或增强现实显示系统包括：发射器，其发射空间中变化的电

场或磁场；允许用户与虚拟对象或场景交互的有形物体，有形物体包括检测来自发射器的

电场或磁场的传感器，其中，来自传感器的测量用于确定有形物体相对于发射器的位置或

方向。

[0075] 在一些实施例中，发射器与虚拟或增强现实显示系统的头戴式部分集成。

[0076] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：使用发射机发射在空

间中变化的电场或磁场；使用传感器检测电场或磁场；使用来自传感器的测量来确定传感

器相对于发射器的位置或方向。

[0077] 在一些实施例中，发射器与虚拟或增强现实显示系统的头戴式部分集成。

[0078] 在一些实施例中，虚拟或增强现实显示系统包括被配置为显示多个深度平面的图

像的显示器；显示控制器，其被配置为接收渲染的虚拟或增强现实图像数据，并且至少部分

地基于嵌入在渲染的图像中的控制信息来控制显示器，其中，嵌入的控制信息指示期望的

亮度或颜色以当显示图像时应用于渲染图像的至少一部分。与渲染的图像中的一个或多个

对象的位置相比，期望的亮度或颜色可以改变一个或多个虚拟或增强现实对象的显示位

置。期望的亮度或颜色可以将图像的至少一部分从一个深度平面纵向移位到虚拟深度平

面，该虚拟深度平面包括至少两个深度平面的加权组合。

[0079] 在一些实施例中，虚拟或增强现实显示系统包括：显示器，其被配置为显示多个深

度平面的图像；显示控制器，其被配置为接收渲染的虚拟或增强现实图像数据，并且至少部

分地基于控制信息来控制显示器，其中，控制信息指示至少一个深度平面是不活动的，并且

显示控制器被配置为基于至少一个深度平面是不活动的指示来控制显示器，从而降低功

耗。

[0080] 在一些实施例中，至少一个深度平面是不活动的指示包括控制信息，控制信息包

括指定显示图像的多个活动深度平面的深度平面指示符数据。

[0081] 在一些实施例中，至少一个深度平面是不活动的指示包括控制信息，控制信息包

括指定至少一个深度平面是不活动的深度平面指示符数据。

[0082] 在一些实施例中，控制信息被嵌入在渲染的图像中。

[0083] 在一些实施例中，作为指示至少一个深度平面是不活动的所述控制信息的结果，

显示控制器导致一个或多个光源的功率降低，从而降低功耗。

[0084] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：接收渲染的虚拟或增

强现实图像数据以在多个深度平面上显示图像；接收指示至少一个深度平面是不活动的控
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制信息；以及至少部分地基于指示至少一个深度平面是不活动的所述控制信息显示多个深

度平面的图像，从而降低功耗。

[0085] 在一些实施例中，控制信息包括指定显示图像的多个活动深度平面的深度平面指

示符数据。

[0086] 在一些实施例中，控制信息包括指定至少一个深度平面是不活动的深度平面指示

符数据。

[0087] 在一些实施例中，控制信息被嵌入在渲染的图像中。

[0088] 在一些实施例中，作为指示至少一个深度平面是不活动的所述控制信息的结果，

一个或多个光源的功率降低，从而降低功耗。

[0089] 在一些实施例中，虚拟或增强现实显示系统包括：显示器，其被配置为显示具有多

个色场的多个深度平面的图像；显示控制器，其被配置为接收渲染的虚拟或增强现实图像

数据，并且至少部分地基于控制信息来控制显示器，其中，控制信息指示至少一个色场是不

活动的，并且显示控制器被配置为基于至少一个色场是不活动的指示来控制显示器，从而

降低功耗。

[0090] 在一些实施例中，至少一个色场是不活动的指示包括控制信息，该控制信息包括

指定显示图像的多个活动色场的色场指示符数据。

[0091] 在一些实施例中，至少一个色场不活动的指示包括控制信息，该控制信息包括指

定至少一个色场是不活动的色场指示符数据。

[0092] 在一些实施例中，控制信息被嵌入在渲染的图像中。

[0093] 在一些实施例中，作为指示至少一个色场是不活动的所述控制信息的结果，显示

控制器导致一个或多个光源的功率降低，从而降低功耗。

[0094] 在一些实施例中，虚拟或增强现实显示系统中的方法包括：接收渲染的虚拟或增

强现实图像数据以在具有多个色场的多个深度平面上显示图像；接收指示至少一个色场是

不活动的控制信息；以及至少部分地基于指示至少一个色场是不活动的所述控制信息来显

示多个深度平面中的多个色场的图像，从而降低功耗。

[0095] 在一些实施例中，控制信息包括指定显示图像的多个活动色场的色场指示符数

据。

[0096] 在一些实施例中，控制信息包括指定至少一个色场是活动的色场指示符数据。

[0097] 在一些实施例中，控制信息被嵌入在渲染的图像中。

[0098] 在一些实施例中，作为指示至少一个色场是不活动的所述控制信息的结果，一个

或多个光源的功率降低，从而降低功耗。

附图说明

[0099] 图1示出了使用示例AR系统的用户对增强现实(AR)的视图。

[0100] 图2示出了可穿戴显示系统的示例。

[0101] 图3示出了用于为用户模拟三维图像的传统显示系统。

[0102] 图4示出了使用多个深度平面来模拟三维图像的方法的方面。

[0103] 图5A‑5C示出了曲率半径和焦点半径之间的关系。

[0104] 图6示出了用于向用户输出图像信息的波导堆叠的示例。
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[0105] 图7示出了由波导输出的出射光束的示例。

[0106] 图8示出了波导堆叠的示例设计，其中每个深度平面具有三个相关联的波导，每个

波导输出不同颜色的光。

[0107] 图9示出了用于显示光场图像的虚拟或增强现实系统的示例时序方案。

[0108] 图10示出了包括附加控制数据的视频数据的帧的示例格式。

[0109] 图11示出了包括控制数据的视频数据的帧的另一示例格式。

[0110] 图12示出了包括嵌入控制数据的视频数据的像素的示例格式。

[0111] 图13示出了如何将视频的帧分离成可以串行显示的颜色分量。

[0112] 图14示出了如何使用深度平面指示符数据将光场视频数据的帧分离成多个深度

平面，每个深度平面可以被分裂成用于显示的颜色分量子帧。

[0113] 图15示出了其中图12的深度平面指示符数据指示光场视频数据的帧的一个或多

个深度平面是不活动的示例。

[0114] 图16示出了增强现实系统中计算机生成的图像的帧的示例绘图区域。

[0115] 图17示意性地示出了用户的头部围绕两个旋转轴的可能运动。

[0116] 图18示出了如何将用户的头部姿势映射到三维表面上。

[0117] 图19示意性地示出了可用于限定增益因子以改善头部姿势跟踪的各种头部姿势

区域。

具体实施方式

[0118] 在此公开的虚拟和增强现实系统可以包括向用户呈现计算机生成的图像的显示

器。在一些实施例中，显示系统是可穿戴的，这可以有利地提供更具沉浸感的VR或AR体验。

图2示出可穿戴显示系统80的示例。显示系统80包括显示器62以及支持该显示器62的功能

的各种机械和电子模块和系统。显示器62可以耦合到框架64，框架64可由显示系统用户或

观看者60佩戴并且被配置为将显示器62定位在用户60的眼睛前方。在一些实施例中，扬声

器66耦合到框架64并且定位成邻近用户的耳道(在一些实施例中，未示出的另一个扬声器

定位成邻近用户的另一个耳道以提供立体声/可塑造声音控制)。显示器62诸如通过有线或

无线连接68可操作地耦合到本地数据处理模块70，该本地数据处理模块70可以以各种配置

安装，诸如固定地附接到框架64，固定地附接到用户佩戴的头盔或帽子，嵌入到耳机中，或

以其它方式可移除地附接到用户60(例如，以背包方式的配置，以带式耦合方式的配置等)。

[0119] 本地处理和数据模块70可以包括处理器以及诸如非易失性存储器(例如，闪速存

储器)的数字存储器，二者都可用于辅助处理以及存储数据。这包括从传感器捕获的数据，

传感器诸如图像捕获装置(诸如照相机)、麦克风、惯性测量单元、加速度计、指南针、GPS单

元、无线电装置和/或陀螺仪。传感器可以例如可操作地耦合到框架64或以其它方式附接到

用户60。可选地或另外地，传感器数据可以使用远程处理模块72和/或远程数据储存库74获

取和/或处理，可能在这种处理或检索之后传送给显示器62。本地处理和数据模块70可以通

过诸如经由有线或无线通信链路的通信链路(76，78)操作性地耦合到远程处理模块72和远

程数据储存库74，使得这些远程模块(72，74)可操作性地彼此耦合并作为资源可用于本地

处理和数据模块70。

[0120] 在一些实施例中，远程处理模块72可以包括被配置为分析和处理数据(例如，传感
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器数据和/或图像信息)的一个或多个处理器。在一些实施例中，远程数据储存库74可以包

括数字数据存储设施，其可以通过互联网或其它网络配置以“云”资源配置而可用。在一些

实施例中，在本地处理和数据模块中存储全部数据，并且执行全部计算，允许从远程模块完

全自主使用。

[0121] 在一些实施例中，通过显示器62提供的计算机生成的图像可以产生三维的印象。

这可以通过例如向用户呈现立体图像来完成。在一些传统系统中，这样的图像可以包括来

自略微不同视角的场景或对象的分离图像。分离的图像可以分别呈现给用户的右眼和左

眼，从而模拟双眼视觉及其相关的深度感知。

[0122] 图3示出用于模拟用户的三维图像的传统显示系统。两个不同的图像74和76被输

出给用户，一个图像用于每只眼睛4和6。图像74和76与眼睛4和6沿着平行于观看者视线的

光轴线或z轴线间隔开距离10。图像74和76是平坦的，并且眼睛4和6可以通过呈现(assume)

单个适应(accommodate)状态来聚焦在图像上。这种系统依赖于人类视觉系统以组合图像

74和76来提供组合图像的深度感知。

[0123] 然而，应当理解，人类视觉系统更加复杂，并且提供对深度的现实感知是更具挑战

性的。例如，传统的“3D”显示系统的许多观看者发现这种系统不舒服，或者根本不能感知到

深度感。不受理论的限制，相信对象的观看者可能由于聚散度和适应性的组合而将该对象

感知为“三维”。两只眼睛彼此相对的聚散运动(即，光瞳孔彼此相向或远离的滚动运动，以

会聚眼睛的视线来注视对象)与眼睛晶状体的聚焦(或“适应性”)密切相关。在正常情况下，

改变眼睛晶状体的焦点或适应眼睛，以将焦点从在不同距离处的一个对象改变到另一个对

象，将会在称为“适应性聚散度反射(accommodation‑vergence  reflex)”的关系下自动地

导致在聚散度上的匹配改变达到相同的距离。同样，在正常情况下，聚散度的改变将引发适

应性的匹配改变。如在此所指出的，许多立体显示系统使用稍微不同的呈现(并且因此稍微

不同的图像)来向每只眼睛显示场景，以使得人类视觉系统感知到三维视角。然而，这种系

统对于许多观看者来说是不舒服的，因为，这些系统仅提供场景的不同呈现，但是眼睛以单

一适应状态观看所有图像信息，并且因此针对“适应性聚散度反射”进行工作。提供适应性

和聚散度之间的更好匹配的显示系统可以形成更逼真且舒适的三维图像模拟。

[0124] 例如，可以将光场图像呈现给用户以模拟三维视图。光场图像可以模仿在真实世

界环境中进入观看者眼睛的光线。例如，当显示光场图像时，来自被模拟为在远处被感知的

对象的光线在进入观看者的眼睛时被使得更准直，而来自被模拟为在附近被感知的对象的

光线被使得更发散。因此，来自场景中的对象的光线进入观看者眼睛的角度取决于这些对

象距观看者的模拟距离。虚拟或增强现实系统中的光场图像可以包括来自不同深度平面的

场景或对象的多个图像。对于每个深度平面，图像可以是不同的(例如，提供场景或对象的

略微不同的呈现)，并且可以由观看者的眼睛单独聚焦，从而有助于向用户提供舒适的深度

感知。

[0125] 当这些多个深度平面图像同时或快速连续地呈现给观看者时，观看者将该结果解

释为三维图像。当观看者体验这种类型的光场图像时，眼睛可以适应以聚焦不同的深度平

面，就像他们在体验真实世界场景时一样。这些焦点提示可以提供更逼真的模拟三维环境。

[0126] 在一些配置中，在每个深度平面处，可以通过覆盖各自具有特定分量颜色的分量

图像来形成全色图像。例如，可以分别输出红色、绿色和蓝色图像以形成每个全色深度平面
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图像。结果，每个深度平面可以具有与其关联的多个分量颜色图像。

[0127] 图4示出使用多个深度平面来模拟三维图像的方法的方面。参考图4，在z轴线上距

眼睛4和眼睛6的不同距离处的对象由眼睛(4，6)适应，使得那些对象在焦点中。眼睛4和眼

睛6呈现特定的适应状态，在沿着z轴线的不同距离处聚焦到对象中。因此，可以说特定的适

应状态与深度平面14中的特定一个深度平面相关联，以使得当眼睛处于该深度平面的适应

状态时，特定深度平面中的对象或对象的部分被聚焦。在一些实施例中，可以通过为眼睛

(4，6)中的每一只眼睛提供不同的图像呈现来模拟三维图像，并且还通过提供与深度平面

中每一个深度平面对应的图像的不同呈现来模拟三维图像。

[0128] 对象与眼睛(4或6)之间的距离可以改变来自该对象的光的发散量，如该眼睛所观

察的。图5A‑5C示出了距离与光线的发散之间的关系。对象与眼睛4之间的距离以距离减小

的顺序表示为R1、R2和R3。如在图5A‑5C中所示，随着到对象的距离减小，光线变得更加发

散。随着距离的增加，光线变得更加准直。换句话说，可以说由点(对象或对象的部分)产生

的光场具有球面波前曲率，这是该点距用户眼睛有多远的函数。曲率随着对象和眼睛4之间

的距离减小而增加。因此，在不同的深度平面处，光线的发散度也不同，发散度随着深度平

面与观看者的眼睛4之间的距离减小而增加。尽管在图5A‑5C和在此的其它附图中为了清楚

说明仅示出单只眼睛4，将会理解，关于眼睛4的讨论可以应用于观看者的双眼(4和6)。

[0129] 不受理论的限制，据信人类眼睛通常可以解释有限数量的深度平面以提供深度感

知。因此，通过向眼睛提供与这些有限数量的深度平面中的每一个平面对应的图像的不同

呈现，可以实现感知深度的高度可信的模拟。

[0130] 图6示出用于向用户输出图像信息的波导堆叠的示例。显示系统1000包括可以用

于采用多个波导(182，184，186，188，190)向眼睛/大脑提供三维感知的波导堆叠或堆叠波

导组件178。在一些实施例中，显示系统1000是图2的系统80，图6更详细地示意性地示出了

该系统80的一些部分。例如，波导组件178可以被集成到图2的显示器62中。

[0131] 继续参考图6，波导组件178还可以包括在波导之间的多个特征(198，196，194，

192)。在一些实施例中，特征(198，196，194，192)可以是透镜。波导(182，184，186，188，190)

和/或多个透镜(198，196，194，192)可以被配置为以各种级别的波前曲率或光线发散向眼

睛发送图像信息。每个波导级别可以与特定的深度平面相关联，并且可以被配置为输出与

该深度平面对应的图像信息。图像注入装置(200，202，204，206，208)可用于将图像信息注

入到波导(182，184，186，188，190)中，如在此所述，其中的每一个可以被配置为分配入射光

穿过每一个相应的波导，用于向眼睛4输出。光从图像注入装置(200，202，204，206，208)的

输出表面(300，302，304，306，308)出射并被注入到波导(182，184，186，188，190)的相应输

入边缘(382，384，386，388，390)。在一些实施例中，可以将单个光束(例如，准直光束)注入

到每一个波导中，以便与特定波导相关联的深度平面对应的特定角度(和发散量)输出朝向

眼睛4定向的克隆准直光束的整个视场。

[0132] 在一些实施例中，图像注入装置(200，202，204，206，208)是分立显示器，其每一个

产生用于分别注入到相应波导(182，184，186，188，190)中的图像信息。在一些其它实施例

中，图像注入装置(200，202，204，206，208)是单个复用显示器的输出端，其可以例如经由一

个或多个光导管(诸如光缆)向图像注入装置(200，202，204，206，208)中的每一个图像注入

装置输送图像信息。
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[0133] 控制器210控制堆叠波导组件178和图像注入装置(200，202，204，206，208)的操

作。在一些实施例中，控制器210包括根据例如在此公开的各种方案中的任一个来调节到波

导(182，184，186，188，190)的图像信息的定时和提供的编程(例如，在非暂时性计算机可读

介质中的指令)。在一些实施例中，控制器可以是单个整体装置，或通过有线或无线通信通

道连接的分布式系统。在一些实施例中，控制器210可以是处理模块(70或72)(图2)的部分。

[0134] 波导(182，184，186，188，190)可以被配置为通过全内反射(TIR)在每一个相应的

波导内传播光。波导(182，184，186，188，190)可以每一个是平面的或弯曲的，具有主要的顶

表面和底表面以及在这些主要的顶表面和底表面之间延伸的边缘。在所示的配置中，波导

(182，184，186，188，190)每一个可以包括光重定向元件(282，284，286，288，290)，其被配置

为将在每一个相应波导内传播的光重定向到波导外以向眼睛4输出图像信息。光束在波导

中传播的光照射光重定向元件的位置处被波导输出。光重定向元件(282，284，286，288，

290)可以是反射和/或衍射光学特征。虽然为了便于描述和清晰起见而将其图示设置在波

导(182，184，186，188，190)的底部主表面处，但是在一些实施例中，光重定向元件(282，

284，286，288，290)可以设置在顶部和/或底部主表面处，和/或可以直接设置在波导(182，

184，186，188，190)的体积中。在一些实施例中，光重定向元件(282，284，286，288，290)可以

形成在附接到透明基板的材料层中以形成波导(182，184，186，188，190)。在一些其它实施

例中，波导(182，184，186，188，190)可以是单片材料，并且光重定向元件(282，284，286，

288，290)可以形成在那片材料的表面上和/或那片材料的内部中。

[0135] 继续参考图6，如在此所讨论的，每一个波导(182，184，186，188，190)被配置为输

出光以形成与特定深度平面对应的图像。例如，最接近眼睛的波导182可以被配置为将如注

入到这种波导182中的准直光传送到眼睛4。准直光可以代表光学无限远焦平面。下一个上

行波导184可以被配置为在准直光可以到达眼睛4之前发出穿过第一透镜(192；例如，负透

镜)的准直光；这种第一透镜192可以被配置为产生轻微的凸面的波前曲率，以使得眼睛/大

脑将来自下一个上行波导184的光解释为来自第一焦平面，该第一焦平面从光学无穷远更

靠近向内朝向眼睛4。类似地，第三上行波导186在到达眼睛4之前使其输出光通过第一192

和第二194透镜两者；第一192和第二194透镜的组合光强度可被配置为产生另一增量的波

前曲率，以使得眼睛/大脑将来自第三波导186的光解释为来自第二焦平面，该第二焦平面

从光学无穷远比来自下一个上行波导184的光更靠近向内朝向人。

[0136] 其它波导层(188，190)和透镜(196，198)被类似地配置，其中堆叠中的最高波导

190通过它与眼睛之间的全部透镜发送其输出，用于代表最靠近人的焦平面的聚合

(aggregate)焦度。当在堆叠波导组件178的另一侧上观看/解释来自世界144的光时，为了

补偿透镜(198，196，194，192)的堆叠，补偿透镜层180可以设置在堆叠的顶部处以补偿下面

的透镜堆叠(198，196，194，192)的聚合焦度。这种配置提供了与可用波导/透镜配对一样多

的感知焦平面。波导的光重定向元件和透镜的聚焦方面可以是静态的(即，不是动态的或电

激活的)。在一些替代实施例中，它们可以是使用电激活特征而动态的。

[0137] 继续参考图6，光重定向元件(282，284，286，288，290)可以被配置为将光重定向到

它们相应的波导之外并且对于与波导相关联的特定深度平面输出具有适当的发散量或准

直量的该光。结果，具有不同相关联深度平面的波导可具有不同配置的光重定向元件(282，

284，286，288，290)，其取决于相关联的深度平面输出具有不同发散量的光。在一些实施例
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中，如在此所讨论的，光重定向元件(282，284，286，288，290)可以是体积或表面特征，其可

以被配置为以特定角度输出光。例如，光重定向元件(282，284，286，288，290)可以是体积全

息图、表面全息图和/或衍射光栅。在2015年3月7日提交的美国专利申请No.14/641,376中

描述了诸如衍射光栅的光重定向元件，其通过引用全部并入在此。在一些实施例中，特征

(198，196，194，192)可以不是透镜；相反，它们可以简单地是间隔物(例如，用于形成气隙的

包层和/或结构)。

[0138] 在一些实施例中，光重定向元件(282，284，286，288，290)是形成衍射图案或“衍射

光学元件”(在此也称为“DOE”)的衍射特征。优选地，DOE具有相对较低的衍射效率，以使得

仅光束的一部分通过DOE的每一个交点偏转向眼睛4，而其余部分经由全内反射继续移动通

过波导。携带图像信息的光因此被分成多个相关的出射光束，该出射光束在多个位置处离

开波导，并且该结果对于在波导内反射的该特定准直光束是朝向眼睛4的相当均匀图案的

出射发射。

[0139] 在一些实施例中，一个或多个DOE可以在它们主动地衍射的“开”状态和它们不显

著衍射的“关”状态之间可切换。例如，可切换的DOE可以包括聚合物分散液晶层，其中微滴

在主体介质中包含衍射图案，并且微滴的折射率可以切换为基本上匹配主体材料的折射率

(在这种情况下，图案不明显地衍射入射光)，或者微滴可以切换为与主体介质的指数不匹

配的指数(在这种情况下，该图案主动地衍射入射光)。

[0140] 图7示出了由波导输出的出射光束的示例。示出了一个波导，但是可以理解，波导

178堆叠中的其它波导可以类似地起作用。光400在波导182的输入边缘382处被注入到波导

182中，并且通过TIR在波导182内传播。在光400撞击在DOE  282上的点处，一部分光如出射

光束402离开波导。出射光束402被示出为基本上平行，但是如在此所讨论的，取决于与波导

182相关联的深度平面，该出射光束402同样可以以一定角度(例如，形成发散的出射光束

(bean))被重定向以传播到眼睛4。应该理解的是，基本上平行的出射光束可以指示与距眼

睛4较大模拟距离(例如，光学无穷远)处的深度平面对应的波导。其它波导可以输出更加发

散的出射光束图案，这将需要眼睛4适应聚焦在更近的模拟距离上并且将被大脑解释为光

来自比光学无穷远更接近眼睛4的距离。

[0141] 图8示意性地示出了堆叠波导组件的示例设计，其中每个深度平面具有三个相关

波导，每个波导输出不同颜色的光。可以通过在多个分量(例如，三个或更多个分量颜色)中

的每一个中覆盖图像，在每个深度平面处形成全色图像。在一些实施例中，分量颜色包括红

色、绿色和蓝色。在一些其它实施例中，包括品红色、黄色和青色的其它颜色可以与红色、绿

色或蓝色中的一种结合使用或者可以代替红色、绿色或蓝色中的一种。每个波导可以被配

置为输出特定的分量颜色，并且因此每个深度平面可以具有与它关联的多个波导。每个深

度平面可以具有例如与它相关联的三个波导：一个用于输出红光，第二个用于输出绿光，第

三个用于输出蓝光。

[0142] 继续参考图8，示出了深度平面14a‑14f。在所示的实施例中，每个深度平面具有与

其相关联的三个分量颜色图像：第一颜色的第一图像，G；第二颜色的第二图像，R；以及第三

颜色的第三图像，B。按照在此的惯例，这些字母中的每一个后面的数字表示屈光度(1/m)，

或深度平面与观察者之间的视距的倒数，并且图中的每个方框表示单独的分量颜色图像。

在一些实施例中，G是绿色，R是红色，以及B是蓝色。如上面所讨论的，深度平面距观察者的
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感知距离可以由光重定向元件(282，284，286，288，290)(例如，衍射光学元件(DOE))和/或

通过透镜(198，196，194，192)来建立，其使光以与视距相关联的角度发散。

[0143] 在一些配置中，每个分量颜色图像可以由波导堆叠中的不同波导输出。例如，每个

深度平面可以具有与其相关联的三个分量颜色图像：第一波导用于输出第一颜色，G；第二

波导用于输出第二颜色，R；以及第三波导用于输出第三颜色，B。在波导被用于输出分量颜

色图像的配置中，图中的每个方框可被理解为表示单独的波导。

[0144] 尽管为了便于描述，在该示意图中，与每个深度平面相关联的波导被示出为彼此

相邻，但是应该理解的是，在物理装置中，波导可以全部以一个波导水平设置在堆叠中。在

图中用字母G、R和B后面的对于屈光度的不同数字表示不同的深度平面。

[0145] 显示时序方案

[0146] 在一些实施例中，虚拟或增强现实系统对于视频数据的给定帧通过连续显示多个

不同的深度平面来提供光场图像。然后系统更新到视频数据的下一帧，并对于该帧连续显

示多个不同的深度平面。例如，视频数据的第一帧实际上可以包括三个分离的数据子帧：远

场帧D0、中场帧D1和近场帧D2。D0、D1和D2可以连续显示。随后，可以显示视频数据的第二

帧。视频数据的第二帧同样可以包括连续显示的远场帧、中场帧和近场帧等。虽然这个例子

使用三个深度平面，但是光场图像并不受此限制。相反，根据例如期望的视频帧速率和系统

的能力，可以使用任何复数个深度平面。

[0147] 因为光场视频数据的每个帧包括用于不同深度平面的多个子帧，所以提供光场图

像的系统可以受益于能够具有高刷新率的显示面板。例如，如果系统以120Hz的帧速率显示

视频，但包含来自多个不同的深度平面的图像，则显示器需要能够具有大于120Hz的刷新

率，以便适应用于视频的每帧的多个深度平面图像。在一些实施例中，使用硅基液晶(LCOS)

显示面板，但也可以使用其它类型的显示面板(包括颜色顺序显示器和非颜色顺序显示

器)。

[0148] 图9示出了用于显示光场图像的虚拟或增强现实系统的示例时序方案。在这个例

子中，视频帧速率是120Hz，光场图像包括三个深度平面。在一些实施例中，每个帧的绿色、

红色和蓝色分量连续显示，而不是同时显示。

[0149] 120Hz的视频帧速率允许以8.333毫秒显示视频的单个帧的全部深度平面。如图9

所示，视频数据的每个帧包括三个深度平面，每个深度平面包括绿色、红色和蓝色分量。例

如，深度平面D0包括绿色子帧G0、红色子帧R0和蓝色子帧B0。类似地，深度平面D1分别包括

绿色、红色和蓝色子帧G1、R1和B1，并且深度平面D2分别包括绿色、红色和蓝色子帧G2、R2和

B2。假定每个视频帧包括三个深度平面，并且每个深度平面具有三个颜色分量，则将分配的

8.333毫秒分成九段，每段0.926毫秒。如图9所示，在第一时间段期间显示第一深度平面的

绿色子帧G0，在第二时间段期间显示第一深度平面的红色子帧R0，以此类推。对于视频的每

帧的总绿色开启时间为2.778毫秒。对于每个视频帧的总红色开启时间和总蓝色开启时间

也是如此。然而，应该理解的是，也可以使用其它视频帧速率，在这种情况下，可以相应地调

整图9中所示的特定时间间隔。尽管各个颜色分量被示出为具有相同的显示时间，但是这不

是必需的，并且颜色分量之间的显示时间的比率可以变化。此外，图9所示的深度平面和颜

色分量子帧的闪烁顺序仅仅是一个示例。其它闪烁顺序也可以使用。而且，虽然图9示出了

使用颜色顺序显示技术的实施例，但是在此描述的技术不限于颜色顺序显示。
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[0150] 其它显示时序方案也是可能的。例如，帧速率、深度平面的数量和颜色分量可以变

化。在一些实施例中，如在此所述的虚拟或增强现实系统的帧速率是80Hz并且存在三个深

度平面。在一些实施例中，可以在不同的帧中显示不同的深度平面。例如，具有四个深度平

面的光场视频可以以60Hz的有效帧速率来显示，通过以120Hz的帧速率显示每帧的两个深

度平面(对于60Hz的有效帧速率，深度平面D0和D1可以在第一个8.33毫秒内显示，深度平面

D2和D3可以在接下来的8.33毫秒中显示，全深度信息在16.7毫秒内提供)。在一些实施例

中，所示的深度平面的数量可以在显示器上在空间上变化。例如，可以在用户的视线中的显

示器的子部分中显示更多数量的深度平面，并且可以在位于用户的周边视觉中的显示器的

子部分中显示更少数量的深度平面。在这样的实施例中，可以使用眼睛跟踪器(例如，照相

机和眼睛跟踪软件)来确定用户正在看显示器的哪个部分。

[0151] 视频数据的控制数据

[0152] 图10示出了包括附加控制数据的视频数据的帧的示例格式。如图10所示，视频数

据的每个帧可以包括格式化为行和列的像素数据的阵列。在所示示例中，有1280列和960行

的像素数据，其形成图像。图10还示出了可以将控制数据1010附加到视频数据的帧。在这个

示例中，控制包1010可以被附加到视频数据的帧，例如作为额外的行。第一行(行000)包含

控制信息，而行1‑960包含实际图像。因此，在该实施例中，主机向显示控制器发送1280×

961的分辨率。

[0153] 显示控制器读取附加的控制信息并使用它，例如以配置发送到一个或多个显示面

板(例如，左眼显示面板和右眼显示面板)的图像信息1020。在这个示例中，控制信息1010的

行不被发送到显示面板。因此，当主机以1280×961的分辨率向显示控制器发送信息时，显

示控制器从数据流中去除控制信息1010，并且仅以1280×960的分辨率向显示面板发送视

频信息1020。图像数据可以以例如显示串行接口(DSI)格式被发送到显示面板(例如，LCOS

显示面板)。尽管图10示出了附加的控制信息1010包括附加在视频数据的每个帧的开始处

的单个行，但是可以替代地附加其它量的控制信息。此外，控制信息1010不一定必须被附加

在视频数据的每个帧的开始处，而是可以替代地在其它位置处被插入到视频数据中。然而，

在帧的开始处的附加控制信息可以允许控制器在显示图像数据之前在渲染图像的帧的开

始处更容易地作用于控制信息。

[0154] 图11示出了包括控制数据的视频数据的帧的另一个示例格式。图11类似于图10，

除了以下之外：插入控制信息1110代替第一行视频数据而不是附加到第一行之前的视频数

据的帧。因此，帧的第一行(行000)包含控制信息，而剩余的959行包含实际图像数据1120。

[0155] 在这个示例中，主机以1280×960的分辨率向显示控制器发送信息。显示控制器可

以使用控制数据1110来配置发送到显示面板的图像信息。显示控制器然后向显示面板发送

图11所示的视频数据的帧。然而，在一些实施例中，在向显示面板发送图11所示的视频数据

的帧之前，显示控制器可以通过例如将该行视频数据设置为零来去除控制信息1110。这导

致视频数据的每个帧的第一行在显示器上显示为黑线。

[0156] 使用图11所示的方案，控制信息1110可以与视频数据的帧一起被包括，而不改变

发送到显示控制器的信息的分辨率。然而，在这个示例中的折衷是由于一些图像数据被控

制数据代替的事实，有效显示分辨率降低。尽管图11示出了插入控制数据1110代替第一行

图像数据，但是替代地，可以插入控制数据代替帧中的另一行。
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[0157] 在例如图10和11(以及随后的图12)中示出的控制数据可以用于许多不同的目的。

例如，控制数据可以指示应该在左眼视频面板还是右眼视频面板上显示视频数据的帧。控

制数据可以指示视频数据的帧对应于多个深度平面中的哪一个。控制数据可以指示光场视

频数据的闪烁顺序。例如，控制数据可以指示显示每个深度平面的顺序，以及显示每个深度

平面的颜色分量子帧的顺序。此外，在主机已经产生用于显示的内容之后，可能需要将像素

向左/右或上/下移位。控制数据可以包括指定应由显示控制器执行的像素移位的方向和幅

度的像素移位信息，而不是调整和重新渲染图像数据。

[0158] 这样的像素移位可以由于许多原因而被执行。在由于例如用户的头部移动而图像

内容需要在显示器上移动的情况下，可以执行像素移位。在这种情况下，内容可以是相同

的，但是其在显示器上的观看区域内的位置可能需要被移位。不是在GPU上重新渲染图像内

容并再次将整个像素组发送到显示控制器，而是可以使用像素移位控制信息将像素移位应

用于图像数据。如图10和11所示，像素移位控制信息可被包括在帧的开始处。可替换和/或

另外地，延迟更新控制数据包可以在帧内(例如，在第一行之后)被发送以基于更新的头部

姿势中间帧来执行适当的像素移位。这可以通过使用例如移动产业处理器接口(MIPI)显示

器串行接口(DSI)虚拟通道来完成。

[0159] 也可以在用户正在移动他或她的头部并且想要更精确地表示像素的情况下执行

像素移位。不是GPU重新渲染图像，而是可以使用像素移位方法来应用在显示器上延迟移

位。在此描述的任何像素移位可以影响单个深度平面或多个深度平面。如在此已经讨论的，

在一些实施例中，在显示各种深度平面之间存在时间上的差异。在这些时间差期间，用户可

能会移动他或她的眼睛，以使得观看视锥(frustum)可能需要移位。这可以使用任何深度平

面的像素移位来实现。

[0160] 像素移位控制信息可以指示单个深度平面的帧内的X‑Y方向上的像素移位。可选

地和/或另外地，像素移位控制信息可以指示深度平面缓冲器之间的Z方向上的移位。例如，

之前在一个或多个深度平面中显示的对象可以移动到以Z像素移位设置的另一个深度平

面。这种类型的移位还可以包括缩放器(scaler)来放大或缩小每个深度的局部图像。例如，

假定显示的特征在两个深度平面之间浮动，并且不存在该特征与另一个对象的遮挡。通过

使用Z像素移位和缩放器向前或向后一个或多个深度平面重新绘制特征，可以实现特征在

深度方向上的明显移动。这可以在不重新渲染特征并向显示控制器发送帧更新的情况下实

现，以更低的计算成本产生更平滑的运动性能。

[0161] 缩放器还可以用于补偿由于例如透镜192、194、196、198而在显示器内发生的放大

效应。这样的透镜可以产生用户可观察的虚拟图像。当虚拟对象从一个深度平面移动到另

一个深度平面时，虚拟图像的光学放大实际上将与物理世界中预期的相反。例如，在物理世

界中，当对象位于离观察者更远的深度平面处时，对象看起来比如果位于更近的深度平面

更小。然而，当虚拟对象从更近的深度平面移动到显示器中的更远的深度平面时，透镜实际

上可以放大对象的虚拟图像。因此，在一些实施例中，使用缩放器来补偿显示器中的光学放

大效应。可以为每个深度平面提供缩放器，以校正由光学器件引起的放大效应。另外，如果

在每种颜色的基础上存在任何缩放问题，则可以为每种颜色提供缩放器。

[0162] 在一些实施例中，最大水平像素移位可以对应于整个面板宽度，而最大垂直像素

移位可以对应于整个面板高度。控制数据可以指示正移位和负移位二者。使用该像素移位
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信息，显示控制器可以在深度平面之间向左或向右、向上或向下以及向前或向后移位视频

数据的帧。像素移位信息也可以使得视频数据的帧完全或部分地从左眼显示面板移位到右

眼显示面板，反之亦然。可以为光场视频数据中的每个深度平面包括像素移位信息。

[0163] 在一些实施例中，例如使用基于扫描的显示器的那些实施例中，可以提供增量分

布的像素移位。例如，视频帧的图像可以在一个或多个深度平面中增量地移位，直到到达图

像的结尾(例如，底部)。在帧内首先显示的像素可以比稍后显示的像素更多或更少地移位，

以便补偿头部移动或模拟对象的运动。此外，基于每个平面可以存在增量像素移位。例如，

一个深度平面中的像素可以比另一个深度平面中的像素更多或更少地移位。在一些实施例

中，使用眼睛跟踪技术来确定用户正在固定注视显示屏的哪个部分。不同深度平面中的对

象或者甚至在单个深度平面内的不同位置处的对象可以根据用户正在观看的位置而被像

素移位(或不移位)。如果存在用户没有注视的对象，那么可以忽略这些对象的像素移位信

息，以便改善用户正在注视的图像中的像素移位的性能。再次，可以使用眼睛跟踪器来确定

用户正在看显示器上的哪里。

[0164] 控制信息也可用于指定和/或调节一个或多个虚拟深度平面。通过以适当的权重

混合两个深度平面图像以保持图像的期望亮度，可以在虚拟或增强现实系统中的两个设定

的深度平面之间的期望间隔处提供虚拟深度平面。例如，如果期望虚拟深度平面在深度平

面D0和深度平面D1之间，则混合单元可以将D0图像数据的像素值加权50％，同时还将D1图

像数据的像素值加权50％。(只要权重总和为100％，则可以保持图像的视亮度)。结果将是

似乎位于D0和D1之间的中间的虚拟深度平面。虚拟深度平面的视深度可以通过使用不同的

混合权重来控制。例如，如果期望虚拟深度平面看起来比D0更接近D1，则可以对D1图像加权

得更重。可以使用一个或多个缩放器来确保虚拟对象在正在被混合的两个深度平面中基本

上相同的尺寸，以使得在混合操作期间虚拟对象的相同部分被组合。控制数据可以指定何

时计算虚拟深度平面图像，并且控制信息还可以包括用于虚拟深度平面的混合权重。在各

种实施例中，权重可被存储在可编程查找表(LUT)中。控制信息可用于从LUT中选择适当的

权重，以提供期望的虚拟深度平面。

[0165] 控制信息还可以指示两个立体显示器中的一个立体显示器的图像帧是否应该被

复制到另一个中。例如，在最远的模拟深度平面(例如，背景图像)的情况下，右眼图像与左

眼图像之间存在相对较小的差异(例如，由于视差移位)。在这种情况下，控制信息可以指示

立体显示器中的一个立体显示器的图像被复制到另一个显示器用于一个或多个深度平面。

这可以实现，而不在GPU上为右眼和左眼显示器重新渲染图像数据或将数据重新传输到显

示控制器。如果右眼图像和左眼图像之间存在相对较小的差异，则像素移位也可以用于补

偿，而不为两只眼睛重新渲染或重新传输图像数据。

[0166] 图10和图11中所示的控制数据也可以用于除了在此具体列举的那些之外的其它

目的。

[0167] 尽管图10和图11示出了控制数据行可以与视频数据包含在一起，但是控制数据也

可以(或可选地)嵌入到视频数据的各个像素中。这在图12中示出，其示出了包括嵌入的控

制数据1240的视频数据的像素1200的示例格式。图12示出了视频数据的像素包括蓝色值

1230(字节0)、绿色值1220(字节1)和红色值1210(字节2)。在该实施例中，每个颜色值具有8

位的颜色深度。在一些实施例中，与颜色值中的一个或多个颜色值相对应的一个或多个位
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可以由控制数据1240代替，以颜色值的位深度为代价。因此，控制数据可以直接嵌入到视频

数据的像素中，以像素的颜色值的动态范围为代价。例如，如图12所示，蓝色值的突出显示

的两个最低有效位可以专用作控制数据1240。尽管未示出，但其它颜色值的位也可以专用

作控制数据。而且，不同数量的像素位可以专用作控制数据。

[0168] 在一些实施例中，嵌入在视频数据的像素中的控制数据1240可以是深度平面指示

符数据(尽管嵌入像素中的控制数据也可以是任何其它类型的控制数据，包括在此所述的

其它类型)。如在此所讨论的，光场视频数据可以包括多个深度平面。视频帧中一个或多个

像素的位深度可以减小，并且所得到的可用位可以用于指示像素对应的深度平面。

[0169] 作为一个具体的示例，考虑图12所示的24位RGB像素数据。红色、绿色和蓝色颜色

值的每一个具有8位的位深度。如已经讨论的，可以牺牲一个或多个颜色分量的位深度并用

深度平面指示符数据代替。例如，由于眼睛对蓝色不太敏感，所以蓝色分量可以由六位(图

12中的位B3‑B8)代替八位来表示。所得到的额外两位(位B1和B2)可用于指定该像素对应的

最多四个深度平面中的哪一个。如果有更多或更少的深度平面，则可以牺牲更多或更少数

量的颜色位。例如，如果位深度减少一位，则可以指定最多两个深度平面。如果位深度减少

三位，则可以指定最多八个深度平面等。以这种方式，可以对颜色值的动态范围进行折衷，

以便将深度平面指示符数据直接编码到图像数据本身内。

[0170] 在一些实施例中，深度平面指示符数据1240被编码在视频数据的每个像素中。在

其它实施例中，深度平面指示符数据1240可以被编码在每帧一个像素中，或者每行一个像

素中，每个虚拟或增强现实对象一个像素中等。另外，深度平面指示符数据1240可以被编码

在仅单个颜色分量中，或多个颜色分量中。类似地，直接在图像数据内编码深度平面指示符

数据1240的技术不仅限于颜色图像。该技术可以以相同的方式用于灰度图像等等。

[0171] 图12示出了用于编码图像数据中的深度平面指示符数据的一种技术。另一种技术

是采用色度子采样并使用得到的可用位作为深度平面指示符数据。例如，图像数据可以用

YCbCr格式表示，其中Y表示亮度分量(其可以或者可以不是伽马校正)，Cb表示蓝色差异色

度分量，Cr表示红色差异色度分量。由于眼睛对色度分辨率比亮度分辨率不太敏感，所以可

以以比亮度信息更低的分辨率提供色度信息，而不会不适当地降低图像质量。在一些实施

例中，使用YCbCr  4:2:2格式，其中为每个像素提供Y值，但是仅以交替方式为每隔一个像素

提供Cb和Cr值的每个。如果像素(在没有色度子采样的情况下)通常由24位信息(8位Y值、8

位Cb值和8位Cr值)组成，那么在采用色度子采样之后，每个像素将只需要16位信息(8位Y值

和8位Cb或Cr值)。剩余的8位可以用作深度平面指示符数据。深度平面指示符数据可用于将

像素分离成适当的深度平面以在适当的时间显示。

[0172] 在图12所示的实施例和色度子采样实施例中，深度平面指示符数据可以指定由虚

拟或增强现实系统支持的实际深度平面和/或如本文所讨论的虚拟深度平面。如果深度平

面指示符数据指定虚拟深度平面，则其也可以指定要被混合的深度平面的权重，如在此所

讨论的。

[0173] 嵌入的深度平面指示符数据在显示控制器中的使用如图14所示。但首先，图13以

背景的方式提供，以示出仅呈现单个深度平面时显示控制器的操作。图13示出了如何将视

频的帧分离成可串行显示的颜色分量。图13的左侧面板1310示出了包括每秒视频120帧的

一帧的图像。如图13的右侧面板1330所示，图像被分离成红色、绿色和蓝色分量，它们在1/
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120秒(8.33ms)的过程中通过显示控制器在显示器上闪烁。为简单起见，图13示出每个颜色

分量都会闪烁一次，并且每个颜色分量在相同的时间量都是活动(active)的。然后，人类视

觉系统将各个颜色分量子帧融合成图13的左侧面板中所示的原始颜色图像。图14示出了当

视频数据的每帧包括多个深度平面时如何适应该过程。

[0174] 图14示出了如何使用深度平面指示符数据将光场视频数据的帧分离成多个深度

平面，每个深度平面可以被分成用于显示的颜色分量子帧。在一些实施例中，主机将光场视

频数据流发送到显示控制器。该视频数据流由图14的左侧面板1410中的图像表示。显示控

制器可以使用嵌入的深度平面指示符数据1240将视频数据流分离成多个RxGxBx序列，其中

R0G0B0序列对应于第一深度平面，R1G1B1序列对应于第二深度平面，以及R2G2B2序列对应

于第三深度平面。如图13所示，该深度平面分离可以基于每个像素中的两个最低有效蓝色

位来执行。结果显示在图14的中间面板1420中，该图示出了三个分离的深度平面图像。最

后，图14的中间面板1420中所示的三个分离的深度平面图像中的每一个可以被分离为它的

成分颜色分量子帧。如图14的右侧面板1430所示，每个深度平面的颜色分量子帧然后可以

顺序地闪烁到显示器。例如，序列顺序可以是如图14中所示的R0G0B0R1G1B1R2G2B2，或者如

图9所示的G0R0B0G1R1B1G2R2B2。

[0175] 深度平面指示符数据1240可以被显示控制器使用来确定要使用的RxGxBx序列的

数量以及哪个像素对应于哪个序列。也可以提供控制数据以指定闪烁到显示器的RxGxBx颜

色序列的顺序。例如，在包括三个深度平面(D0、D1、D2)的视频数据的情况下，有六个可能的

顺序，其中各个RxGxBx序列可以闪烁到显示面板：D0、D1、D2；D0、D2、D1；D1、D0、D2；D1、D2、

D0；D2、D0、D1；以及D2、D1、D0。如果由控制数据指定的顺序是D0、D1、D2，则具有与第一深度

平面D0对应的蓝色LSB位0b00的像素可以被选择作为第一RxGxBx颜色序列图像输出。具有

与第二深度平面D1对应的蓝色LSB位0b01的像素可以被选择作为第二RxGxBx颜色序列图像

输出，等等。

[0176] 图15示出了其中图12的深度平面指示符数据指示光场视频数据的帧的一个或多

个深度平面是不活动的示例。图15与图14类似之处在于其示出了视频数据流(由图15的左

侧面板1510表示)被分离成深度平面(由图15的中间面板1520表示)，其然后分别分离成颜

色分量子帧(由图15的右侧面板1530表示)。然而，图15与图14不同之处在于，只有单个深度

平面示出为活动的。

[0177] 如已经讨论的那样，图12中的深度平面指示符数据1240包括每个像素中的蓝色值

的两个最低有效位。这两位可以指定最多四个深度平面。然而，光场视频数据可以包括少于

四个深度平面。例如，在前面的示例中，光场视频数据仅包括三个深度平面。在视频数据包

括少于可指定深度平面的最大数量的这种情况下，深度平面指示符数据可以指定一个或多

个深度平面是不活动。例如，继续前面的示例，如果像素中的两个蓝色LSB位被设置为0b11，

则该像素可以被分配给不活动的第四深度平面D3。如图15所示，在输出序列中仅激活三个

RxGxBx颜色序列中的一个；不活动的深度平面示出为黑色框架。如前所述，可以提供控制数

据来指定显示深度平面的顺序。如图15的中间面板1520所示，在所示的示例中，控制数据已

经指定了不活动深度平面D3在该序列中首先和最后显示。因此，只有序列中的中间帧包括

闪烁到显示器的实际图像数据。(也可以使用其它序列。例如，活动深度平面可以在序列中

首先排序或最后排序，或者可以在序列中多次重复)。当显示控制器看到像素被分配给不活
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动的深度平面，则显示控制器可以简单地忽略该像素并且不将其闪烁到显示器。例如，当控

制数据指示深度平面是不活动的时，可以减少(例如，关闭)向特定深度平面的显示器提供

光的光源的功率，从而降低功耗。这可以节省显示驱动器的开关功率。因此，可以通过将视

频数据的一个或多个深度平面指定为不活动来实现功率节省模式。类似地，在一些实施例

中，控制数据可指示一个或多个颜色场在深度平面内不活动，而深度平面中的一个或多个

其它颜色场是活动的。基于这个控制数据，显示控制器可以控制显示器忽略不活动的一个

颜色场或多个颜色场，并且显示来自一个或多个活动颜色场而没有不活动颜色场的图像。

例如，当控制数据指示颜色场是不活动的时，可以减少(例如，关闭)向特定颜色场的显示器

提供光的光源的功率，从而降低功耗。因此，为显示器提供照明的光源(诸如发光二极管

(LED)、激光器等)对于不活动的深度平面和/或不活动的颜色场而言可以被关闭或者减小

其功率。

[0178] 多深度平面图像压缩

[0179] 在一些实施例中，图像压缩技术被应用在多个深度平面上，以便通过去除深度平

面之间的信息的冗余来减少视频图像数据的量。例如，不是为每个深度平面发送图像数据

的整个帧，而是可以依据相对于相邻深度平面的变化来表示一些或全部深度平面。(这也可

以在相邻时刻的帧之间的时间基础上完成)。压缩技术可以是无损的或者它可以是有损的，

以使得小于给定阈值的相邻深度平面帧之间或时间相邻帧之间的变化可以被忽略，这导致

图像信息的减少。另外，压缩算法可以使用运动矢量在单个深度平面内(X‑Y运动)和/或在

深度平面(Z运动)之间编码物体的运动。如此处所讨论的，不是要求运动物体的图像数据随

时间重复发送，而是可以用像素移位控制信息完全或部分地实现物体的运动。

[0180] 动态可配置的显示绘图区域

[0181] 在显示光场图像的系统中，由于对于每个视频帧包括相对较大量的信息(例如，多

个深度平面、每个具有多个颜色分量)，实现高视频帧速率具有挑战性。然而，通过识别计算

机生成的光场图像一次只能占用显示的部分，可以改善视频帧速率，特别是在增强现实模

式下，如图16所示。

[0182] 图16示出了增强现实系统中的计算机生成的图像的帧的示例绘图区域。图16与图

1类似，除了它仅示出要在其中绘制增强现实图像的显示器的部分之外。在这种情况下，增

强现实图像包括机器人雕像1110和蜜蜂角色2。增强现实模式中的显示器的其余区域可以

简单地是用户周围的真实世界环境的视图。因此，可能不需要在显示器的这些区域绘制计

算机生成的图像。通常情况下，计算机生成的图像一次只占据显示区域的相对较小的部分。

通过动态地重新配置从帧到帧刷新的特定绘图区域以排除不需要显示计算机生成的图像

的区域，可以改善视频帧速率。

[0183] 计算机生成的增强现实图像可以被表示为多个像素，每个像素具有例如相关联的

亮度和颜色。视频数据的帧可以包括这样像素的m×n阵列，其中m表示行的数量以及n表示

列的数量。在一些实施例中，增强现实系统的显示器至少部分透明，以便除了显示计算机生

成的图像之外还能够提供用户的真实世界环境的视图。如果计算机生成的图像中给定像素

的亮度设置为零或相对较低的值，则观看者将在该像素位置处看到真实世界的环境。可选

地，如果给定像素的亮度设置为较高值，则观看者将在该像素位置处看到计算机生成的图

像。对于任何给定的增强现实图像的帧，许多像素的亮度可能低于指定的阈值，以使得它们
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不需要在显示器上显示。不是对于这些低于阈值的像素的每一个像素来刷新显示器，而是

显示器可以动态配置为不刷新这些像素。

[0184] 在一些实施例中，增强现实系统包括用于控制显示的显示控制器。控制器可以动

态配置显示器的绘图区域。例如，控制器可以动态地配置在任何给定刷新周期期间视频数

据的帧中的哪些像素被刷新。在一些实施例中，控制器可以接收与视频的第一帧对应的计

算机生成的图像数据。如在此所讨论的，计算机生成的图像可以包括若干深度平面。基于视

频的第一帧的图像数据，控制器可以动态地确定对于每个深度平面刷新显示像素的哪个显

示像素。例如，如果显示器利用扫描型显示技术，则控制器可以动态地调整扫描图案以跳过

不需要刷新增强现实图像的区域(例如，没有增强现实图像的帧的区域或增强现实图像的

亮度降至指定阈值以下)。

[0185] 以这种方式，基于接收到的视频数据的每帧，控制器可以识别应当显示增强现实

图像的显示器的子部分。每个这样的子部分可以包括显示器上的单个连续区域或多个非连

续区域(如图16所示)。显示器的这些子部分可以针对光场图像数据中的每个深度平面来确

定。然后显示控制器可以使显示器针对该特定视频帧仅刷新显示器的所识别的子部分。该

过程可以针对视频的每帧执行。在一些实施例中，控制器动态调整将在视频数据的每帧的

开始处刷新的显示器的区域。

[0186] 如果控制器确定应该刷新的显示器的区域随着时间变得越来越小，则控制器可以

增加视频帧速率，因为绘制增强现实数据的每一帧需要更少的时间。可选地，如果控制器确

定应该刷新的显示器的区域随时间变得越来越大，则其可以降低视频帧速率以允许足够的

时间绘制增强现实数据的每一帧。视频帧速率的变化可能与需要用图像填充的显示器的部

分成反比。例如，如果只需要填充十分之一的显示器，则控制器可以将帧速率提高10倍。

[0187] 这种视频帧速率调整可以在逐帧的基础上执行。可选地，可以以指定的时间间隔

或者当要刷新的显示器的子部分的大小增加或减少特定量时执行这种视频帧速率调整。在

某些情况下，取决于特定的显示技术，控制器还可以调整显示器上显示的增强现实图像的

分辨率。例如，如果显示器上的增强现实图像的尺寸相对较小，则控制器可以使图像以增加

的分辨率显示。相反，如果显示器上的增强现实图像的尺寸相对较大，则控制器可以使图像

以降低的分辨率显示。

[0188] 增强的头部姿势估计

[0189] 如在此所讨论的，虚拟和增强现实系统可以包括身体安装式显示器，诸如头盔、眼

镜、护目镜等。另外，虚拟增强现实系统可以包括诸如陀螺仪、加速度计等的传感器，其执行

可用于估计和跟踪在三维空间中用户头部的位置、方向、速度和/或加速度的测量。传感器

可以设置在用户戴在他或她头上的惯性测量单元中。以这种方式，可以估计用户的头部姿

势。头部姿势估计可以用作允许用户与虚拟或增强现实场景交互的手段。例如，如果用户转

动或倾斜他或她的头部，则可以以相应的方式(例如，场景的视场可以被移位或倾斜)来调

整虚拟或增强现实场景。

[0190] 图17示意性地示出了用户头部围绕两个旋转轴的可能运动。如图所示，用户可以

围绕垂直轴和与页面垂直的水平轴旋转他或她的头部。虽然未示出，但用户也可以围绕位

于页面平面中的水平轴旋转他或她的头部。在一些实施例中，将用户的视线的方向定义为

头部姿势方向可能是有用的。(尽管头部姿势的这种定义不一定会考虑头部的侧向倾斜，但
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头部姿势的其它定义可以)。图18示出了用户的头部姿势如何能够映射到三维表面1810上。

图18包括指示用户的头部姿势的表面法线向量1820。三维表面上的每个可能的表面法向向

量1820对应于不同的头部姿势。在图18中，当他或她直接向前看时，直接向上指向的表面法

向向量将对应于用户的中立头部姿势。

[0191] 基于来自头戴式惯性测量单元的传感器测量，可以使用各种算法来估计和跟踪用

户的头部姿势。这些包括例如卡尔曼(Kalman)滤波器和其它类似的算法。这些类型的算法

通常产生基于随着时间而不是仅在任何单个时刻的传感器测量的估计。例如，Kalman滤波

器包括预测阶段，其中滤波器基于前一时刻的头部姿势估计来输出头部姿势的预测估计。

接下来，在更新阶段期间，滤波器基于当前传感器测量来更新头部姿势估计。这样的算法可

以提高头部姿势估计的准确性，这减少了响应于头部移动而适当地显示虚拟或增强现实图

像的错误。精确的头部姿势估计还可以减少系统中的时延。

[0192] 通常，Kalman滤波器或类似算法针对用户的中立头部姿势附近的头部姿势(对应

于图18中的垂直表面法向向量1820)产生最准确头部姿势估计。不幸的是，这种算法在头部

姿势偏离中立头部姿势更远时可能无法正确估计头部姿势运动，因为它们没有考虑人体生

理或用户头部相对于身体的运动所施加的运动限制。然而，为了减少这些弱点对头部姿势

跟踪的影响，可以进行各种适应。

[0193] 在一些实施例中，使用Kalman滤波器或类似算法的头部姿势估计和跟踪可以通过

使用可变增益因子来改善，可变增益因子根据生理上可能的头部姿势的包络内的当前头部

姿势位置而不同。图18示出了对应于这种生理上可能的头部姿势的包络的三维表面1810。

图18示出了用户的头部具有不超过约180°的任何方向的运动范围(例如，左右或上下)。生

理包络内的当前头部姿势可以用于调整Kalman滤波器估计的可变增益因子。在靠近包络中

心的区域(即中立头部姿势)，可以设置增益因子以强调预测的头部姿势超过测量的头部姿

势，因为由于该区域中的头部运动的较高线性度，Kalman滤波器预测误差可能较低。这可以

减少系统中的时延，而不会不当地影响头部姿势估计精度。当头部姿势接近生理头部运动

包络边界时，则该算法可以使用设定的增益因子来减少过滤器对预测头部姿势的依赖或者

强调测量头部姿势超过预测头部姿势以减少误差。

[0194] 在一些实施例中，图18中所示的生理头部姿势包络线上的每个位置可对应于不同

的增益。在其它实施例中，生理头部姿势包络可以被分成分离的区域，并且不同的增益值可

以与每个不同的区域相关联。这在图19中示出。

[0195] 图19示意性地示出了可用于定义增益因子以改善头部姿势跟踪的各种头部姿势

区域。图19示出了对应于相对中立头部姿势的中心区域1910。它还包括对应于生理边界附

近的头部姿势的外部区域1930以及中心区域和外部区域之间的中间区域1920。在一些实施

例中，可以为每个头部姿势区域指定不同的一组增益因子。中心区域1910示出具有较高线

性运动的区域，其将具有由Kalman滤波器算法产生的较高准确度预测值。当头部姿势位于

中心区域1910内时，可以设置Kalman滤波器的增益因子以强调预测的头部姿势超过测量的

头部姿势或者以其它方式减少对测量的头部姿势的依赖。当头部姿势离开中心区域并进入

中间区域或外部区域(分别为1920、1930)时，如果不考虑该算法，运动会受到生理因素的更

多限制，这些生理因素将对Kalman预测的头部姿势产生不利影响。因此，在这些区域(特别

是外部区域1930)中，可以设置Kalman滤波器增益值以减少滤波器对预测的头部姿势的依
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赖并增加其对测量的头部姿势的依赖。例如，如果已知头部的加速度将在靠近包络边界处

停止，则强烈依赖将来的太远的预测头部姿势将是不准确的。虽然图19中示出了三个头部

姿势区域，但是在其它实施例中可以使用不同数量的头部姿势区域。

[0196] 在一些实施例中，还可以通过感测用户头部相对于用户身体的位置、方向、速度

和/或加速度而不是以绝对意义感测头部的运动来改善头部姿势估计和跟踪。这可以通过

提供由用户佩戴在他或她身上(例如，在躯干或腰部上)的附加惯性测量单元来完成。注意

头部姿势是头部和身体运动的函数是很重要的。生理上可能的头部姿势的包络不固定在空

间中；它随着例如身体旋转而移动。如果用户坐在椅子上移动他或她的头部同时保持身体

不动，则生理包络将相对受到限制，以使得通过仅考虑头部运动可以实现相对良好的头部

姿势估计。然而，当用户实际佩戴虚拟或增强现实头戴式显示器并四处移动时，则可能的头

部姿势的生理包络随着身体移动而变化。

[0197] 佩戴在身体上的第二惯性测量单元(例如，与用于虚拟或增强现实系统的电池组

和/或处理器一起安装)可以帮助提供额外的信息以跟踪头部姿势的生理包络的运动。代替

将包络固定在空间中，第二惯性测量单元可以允许相对于身体确定头部的移动。例如，如果

身体向右旋转，则生理包络可以相应地向右旋转以更精确地确定生理包络内的头部姿势并

且避免不适当地约束Kalman滤波器的操作。

[0198] 在一些实施例中，使用头戴式惯性测量单元确定的头部运动可以从使用身体安装

式惯性测量单元确定的身体运动中减去。例如，可以从头部的绝对位置、方位、速度和/或加

速度中减去身体的绝对位置、方位、速度和/或加速度，以估计头部相对于身体的位置、方

位、速度和/或加速度。一旦头部相对于身体的方位或运动已知，则可以更准确地估计生理

包络内的实际头部姿势位置。如本文所讨论的，这允许确定Kalman滤波器增益因子以改善

头部姿势的估计和跟踪。

[0199] 增强的“图腾(Totem)”位置估计

[0200] 在一些虚拟或增强现实系统中，指定的有形对象可以用作“图腾”，其允许用户与

虚拟对象或场景交互。例如，用户握在他或她手中的有形块可被系统识别为交互式装置，诸

如计算机鼠标。该系统可以包括例如跟踪用户手中的有形块的移动并随后相应地调整虚拟

指针(pointer)的照相机。使用计算机视觉来跟踪空间中的图腾的可能的缺点是图腾有时

可能会在照相机的视场之外或者被遮挡。因此，提供用于以六个自由度在三维中稳健地跟

踪图腾的位置和运动的系统将是有益的。

[0201] 在一些实施例中，用于跟踪图腾的位置和运动的系统包括图腾中的一个或多个传

感器。这些一个或多个传感器可以是加速度计和/或陀螺仪，其独立地确定空间中的图腾的

位置和移动。这些数据可以发送到虚拟或增强现实系统。

[0202] 可选地，图腾中的一个或多个传感器可以与发射器一起结合工作以确定图腾和空

间的位置和移动。例如，发射器可以在空间中产生空间变化的电场和/或磁场，并且图腾可

以包括在图腾的位置处重复测量场的一个或多个传感器，从而允许图腾的位置和运动要被

确定。在一些实施例中，这样的发射器可以有利地并入虚拟或增强现实系统的头戴式显示

器中。可选地，发射器可以并入身体安装式背包中。以这种方式，可以确定图腾分别相对于

用户的头部或身体的位置和/或运动。由于图腾的位置和/或运动可以相对于用户的头部或

身体来确定，所以这可能比如果发射器仅位于固定位置处(例如，在附近的桌子上)更有用
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的信息。

[0203] 基于环境照明的图像颜色的调整

[0204] 在一些实施例中，在此描述的虚拟和增强现实系统包括用于检测环境照明的亮度

和/或色调的一个或多个传感器(例如，照相机)。这样的传感器可以被包括在例如虚拟或增

强现实系统的显示头盔中。然后可以使用感测到的关于环境照明的信息来调整虚拟对象的

生成像素的亮度或色调。例如，如果环境照明具有淡黄色投射，则计算机生成的虚拟对象可

以被改变为具有与房间中的真实对象更接近匹配的淡黄色调。这种像素调整可以在GPU渲

染图像时进行。可替换地和/或另外地，可以在通过使用在此讨论的控制信息进行渲染之后

进行这样的像素调整。

[0205] 为了总结本公开，在此已经描述了本发明的某些方面、优点和特征。应当理解，根

据本发明的任何特定实施例，不一定可以实现所有这些优点。因此，本发明可以以实现或优

化在此所教导的一个优点或一组优点的方式来实施或执行，而不必实现在此可能教导或提

出的其它优点。

[0206] 已经结合附图描述了实施例。然而，应当理解的是，这些附图不是按比例绘制的。

距离、角度等仅仅是说明性的，并不一定与所示装置的实际尺寸和布局有精确的关系。此

外，前述实施例已经以详细程度进行了描述，以允许本领域的普通技术人员制造和使用在

此所述的装置、系统、方法等。各种各样的变化是可能的。组件、元件和/或步骤可以被改变、

添加、移除或重新排列。

[0207] 在此描述的装置和方法可以有利地使用例如计算机软件、硬件、固件或者软件、硬

件和固件的任意组合来至少部分地实现。软件模块可以包括存储在计算机存储器中的计算

机可执行代码，用于执行在此描述的功能。在一些实施例中，计算机可执行代码由一个或多

个通用计算机执行。然而，根据本公开，本领域技术人员将理解，可以使用将在通用计算机

上执行的软件来实现的任何模块也可以使用硬件、软件或固件的不同组合来实现。例如，这

种模块可以使用集成电路的组合完全以硬件实现。可选地或另外地，可以使用被设计为执

行在此描述的特定功能的专用计算机而不是通用计算机完全或部分地实现这种模块。另

外，在所描述的方法是或可能至少部分由计算机软件执行的情况下，应当理解，可以在非暂

时性计算机可读介质上提供这样的方法(例如，诸如CD或DVD的光盘、硬盘驱动器、闪存、软

盘等)，当其被计算机或其它处理设备读取时，使其执行该方法。

[0208] 虽然已经明确描述了某些实施例，但是基于本公开，其它实施例对于本领域的普

通技术人员将变得显而易见。
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