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Aspects of the invention pertain to matching a selected image/photograph against a database of reference images (324) having
location information. The image of interest may include some location information itself, such as latitude/longitude coordinates and
orientation. However, the location information provided by a user's device (308, 310, 312) may be Inaccurate or incomplete. The
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of the recelved image, and may correct errors in an estimated location of the user device.
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(57) Abstract: Aspects of the mvention pertain to matching a selected image/photograph against a database of reference images

(324) having location mnfos

'mation. The mimage of interest may mnclude some location mformation itselt, such as latitude/longitude

coordinates and orientation. However, the location mformation provided by a user's device (308, 310, 312) may be inaccurate or
mcomplete. The image of interest 1s provided to a front end server (502), which selects one or more cells (452, 454, 456) to match
the 1image against. Each cell may have multiple images and an index. One or more cell match servers (504) compare the image
against specific cells based on mformation provided by the front end server. An index storage server (506) maintains index data
for the cells and provides them to the cell match servers. It a match 1s found, the front end server identifies the correct location and
orientation of the received image, and may correct errors in an estimated location of the user device.
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[0001]
BACKGROUND OF THE INVENTION

Field of the Invention

[0002] Aspects of the 1nvention relate generally to

diglital 1imagery. More particularly, aspects are directed to

matching a received 1mage with geolocation information against

selected reference 1mages.

Description of Related Art

[0003] Mobile user devices such as cellular telephones

and personal digital assistants ("PDAs") often include digital

cameras among other features. Such devices marry the benefits

of wireless access with electronic photography. A user may
take pictures of friends and family, points of interest, etc.,
and share those pictures instantly.

[0004] Image recognition can be used‘ on the pictures.
For instance, applications such as mobille visual search

programs may analyze these pictures 1n an attempt to identify
features such as points o©of 1interest and the 1like. However,
mobille wvisual searching can be computationally intensive as
well as time consumlng, and depending on the device that
captures the 1mage, may rely on l1ncomplete or 1naccurate

location 1information associated with the 1mage. Aspects of

the 1nvention address these and other problems.

SUMMARY OF THE INVENTION

[0005] In one embodiment, an 1mage processing method 1is
provided. The method comprises recelvling an 1mage reguest

from a user device, the 1mage request 1ncludling an 1image of

_l_
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interest and locaticn metadata for the image of interest;
analyzing tnae location metadata to select one or more cells to
evaluate against the 1mege of 1irnterest, each cell having one
Oor more geolocated 1mages and 1ncex data asscociated taerewith;
for each selected cell, comparing the 1image of interest
against the 1ndex data of that cell; 1identifving any matcaes
from the geolocated 1mages o0of the selected cells based on the
compared 1ndex data; and providing the matcaes.

[0006] In one alternative, the matches are provided along

wlith a match confidence indicator that identifies a likelihood

or accuracy ot each match. Here, a wvalue of the matcn
confidence indicator desirably depends on geolocation
verification between the location metadata and location
information for the geolocazed images of the selected cells.
[0007] Iln another alternative, updated location metadata
tor the Zrage of 1interest 1s provided to the user device along
with Zhe matches. In a further alternative, the 1ndex data 1s
stored 1n an 1index storage server, and the index data for each
selected cell 1s accessed with a key represenzing that cell's
unique ID.

[0008] In vet another alternative, the 1ndex data
corresponds to fteatures of the geolocated images. In one
example, the features are selectec from the set consisting of
corners, edges or lines, brightness information and aistograrmn
information. In anotner example, <tThe geolocated 1mages are
stored 1n an -—mage database and the index data 1s stored 1in a
cell database. And 1n a further example, the 1index data 1is
stored 1n a k-dimensional tree format. And 1n one example,
ceach cell has a unigue 1D derived from geolocation coordinates

of that cell.

[0009] In ancther embodiment, an imagea  processing
apparatus 1s provided. The arparatus comprises a front end
module and a cell match module. The front end module 1s

configured to receive an 1image request from a user device.

Ihe 1mage reguest 1ncludes ar 1mage 0f 1interest and location

_2_
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metadata for the 1mage of interest. _he ftront end module 1is
further configured tc analyze the locat:icn metadata to select

one or more cells to evaluate agalinst the imace of interest.

Fach c¢ce1l has one or more geolocated images and 1ndex data
assoclated therewith. The cell match module 1s configured to
compare the 1mage c¢f 1nterest against the index data of the
selected cells and to i1dentify any matches from the geolocated
images of the selected cells based on the compared index data.

[0010] In one sxample, the cell match module comprises a
plurality of cell match servers, and given ones of the cell
match servers are assigned to perform the comparison for a
corresponding cne of the selected cells. Here, the matcaes
may be provided along with a match confidence indicator taat
identifies a likelihood Or accuracy of each match.
Alternatively, the apperatus further comprises an 1indexed
module configured tc store the index data of each cell. Here,
cach cell desirably has a unigue 1D associated therewith. In
this case, each given c¢ell match server accesses the index
data of the corresponding cell from the indexed module using a
Key representing the unique ID of that cell. Preferapbly the
uniqgue ID for each cell 1s cerived from geolocation
coordinates of —hat cell.

[0011] In & furthex= alternative, t he 1ndex data

corresponds to features of the geolocated images. And 1n tAais

case, the features are desirably selected from the set
consisting of corners, edges or lines, brightress information

and histogram informaz-ion.

BRIEF DESCRIPTION OF THE DRAWINGS
[0012] F_C. 1 1llustratcs ar imagc of intcrest.
[0013] FIGS. ZA-B 1llustraze a mobile user device 1n

accordance with aspects of —he invention.

[0014] FIGS. 2A-B illustrate camera angle parameters.
[0015] FIG. 4 1llustrates ar image capture process.
[0016] FIG. 5 1llustrates ar image capture scenario.
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[0017] FIG. 6 1llustrates a computer system for use with

aspects of the 1nvention.

[0018] FIG. 7 illustrates aspects of the computer syster
of FIG. 6.
[0019] FTGS. 8A-C il1Tustrate cell arrangerents in

accordance with aspeczs of Zhe invention.

[0020] FIG. 9 illuszTrates an 1image matching svysternr 1In
accordance with aspeczs of Z—he 1nvention.

DETAILED DESCRIPTION

[0021] Aspects, features and advantages of the invention
will be appreciated when considered with reference to the
following description of prreferred embodimerts and
accompanying figures. The same reference numbers 1in different
drawlngs may ldentify the same or similar elements.
Furthermore, the following description 1s not limiting; the
scope of the inventior 1is defined by the appended c_aims and
equivalenlLs.

[0022] As noted above, users of mobile devices may take
pictures of people, places or things of 1nterest. FIG. 1 1s
an exemplary image 1C0 which may be cactured by a mobile user
device. An example of a street leve. image 1s an 1mage of
geographic objects, people and/or objects that was captured by
a camera at an angle generally perpendicu_ar to the ground, ok
where the camera 1s positioned at or near ground level. Botnh
the geographic objects 1n the 1image and the camera have a
geographic location relative to one arnother. Thus, as shown
in FIG. 1, the street level image 100 may represent wvarlious
geographic objects such as buildings 102 ard 104, a sidewalk
106, street 108, wvehicle 110 and people 112. It wil_ Dbe
understood that while street level image 100 only saows a few
objects for ease of explanation, a typicel street level 1mage
will contaln as many ocjects associable with geograpnailc
locations (street lights, signs and advertisements, mountains,

trees, sculp-ures, bodies of water, storefronts, etc.) 1n as
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much detail as may be captured by an imacging device such as a
digital camera.

[0023] In addition to bkeing associliated with geograpaic
locations, 1mages such as street level 1image 100 may be
assoclated with i1nftformatiorn 1ndicating the orientation of the
1mage. For example, 1f tThe street level 1image comprises a
typical photograph, the orientation may simply e the camera
angle such as an angle that 1s 30° east of true north and
rises 2° from ground level. If the street level images are
pancramic 1mages, such as 360° paroramas centered at the
geographic location assoclated with the image, the orientation
may 1ndicate the portion of the image that corresponds with
looking due north from the camera position at an angle
directly parallel to -—he ground.

[0024] FLGS. Z2A-B 1llustrate a mobile user device 2090
that 135 configured to capture images. As shown 1n FIG. Z2A4,
the mcbilie user device 200 may be a PDA or cellular telephone
having a touch-screen display 202, general-purpose button 234,
speaker 206, ard mwicrcphone 208 on the front. The left side
includes volume button(s) 210. IThe top side 1ncludes an
antenna 212 and GPS receiver 2174, As shown 1in FIG. 2B, the
back 1ncludes a camera Z2Z2lo. The camera may be oriented 1n a
particular <cirection (hereafter, "camera angle"). And as
shown 1n the front panel of FIG. 2Z2A, a zoomling button or otaer
actuator 213 may be used to zoom in and cout of an image on the
display.

[0025] The camera may be any device capac’_e of capturing
1images of oojects, such as digital still cameras, digital
video cameras and imege sensors (by way of exampgle, CCD, CMOS

or otner). Images may be stored 1n conventional formats, such

as JPEG or MPEG. The 1mages may be stored locally in a memory
of the device 200, such as 1n RAM or on a flash card.
Alternatively, the 1images may bes captured and uploaded into a

remote database.
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[0026] The camera angle may be expressed 1in three-
dimensions as shown by the X, Y and Z axes n FIG. 2B and
schematically 1n FIGS. 3A and 3B. It shall be assumed for
ease of understanding and noz- limitaticn that the camera angle
1s fixed relative to the orientation of the device. In taat
regard, FIG. 3A 1llustrates a potentia_. pltch of the device
(as seen looking towards the left side of the device) relative
to the ground, e.g., relative toc the plane perpendilicular to
the direction of gravity.

[0027] FIG. 3B illustrates a potential latitude/longituade

angle of the device (as seen looking down towards the top side
of the device), &.g., the camera direction in which the camera
points relative to the latitude and longitude. Collectively,
the pitch and latitude/longitude angle define a camera pose oOr
location and crientatior. The roll (rctation about the Y axis
of FIG. 2B}, vaw/azimuth and/or altitude may alsc be caprtured.
Thls and other 1mage-related 1information may ke outputted as
numerical wvaliaes cy an accelerometer (not shown) or otaer
component 1in the device 200, used by the device's processor,
and stored 1in the memory of the device.

[0028] In ore aspect, a user may positicn the client
device 200 with the camera 216 facing an object of interest.
In that regard, as shown 1n FIG. 4, the user may stand in
front of an object of 1interest, such as a building or
monument, and orient the camera 216 1in a direczion 220 tnaat
prolnts toward a spot 222 on the point of interest.

[0029] The camera 716 of the client device 200 may be
used to 1elp the vuUser orient the device to the desired
position on the ocject of 1nterest, here bullding 102. In
this regard, the display 202 may also display a target,
bull's~-eye or some other 1indicator to 1ndicate the exact or
approximate positior. of the object at which the device 200 1is
pointed.

[0030] Once an 1mage 1s captured, the user may elect to

share the i1mage with others. Ox, alternatively, the user may

_6_
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look for more 1information about an object 1n the 1mage. A
visual search application may be employed Lo 1dentify
information about the 1mage. Then, relevant i1nformation
concerning the image may be provided to Zhe user. In a case
where the 1mage 1s sent to others or stored in an external
database, tae relevant 1information about the 1mage may also be
stored or indexed with the image. However, & primary 1ssue 1S
the proper analysis and classification of tae image.

[0031)]) One aspesect provides a system and method to match
an 1image witn some location information zgainst a database of
previously geolocated reference images. As wi1ill be explained
in detail below, the database of reference images may be split
into geographic cells. The recelved 1image 1is matched againast
a subset of those cells.

[0032] when a user takes a picture of an object of
interest such as a building (e.¢., a storefront} using his or
her morile device, 1t 1s <desirab_e to qguicxly 1dentify
information about that building. In the example of FIG. 5,
the camera on the mobile user device 230 takes a victure of
the building 102.

[0033] The GPS unit of the device 200 may provide a rough
location o©of where the picture was taken. However, the
device's GP3 sensor may not e accurate encugh o disampbiguate
at the indzvicual building level. In addition, the device may
not always record or provide an orientation/direction, which
may be needed to determine which direction the device's camera
1s pointing. And even 1f the orientation/direction 1is
provided, 1t may not be very accurate. Taus, 1n the examole
of FIG. 5, 1t 1s possible for the wrong bullding to be
1dentified (e.g., cuirlding 104), or for a background building
to be 1dentified 1nsteac of a person or a foreground object,
Or vice versa. In order to overcome such problems, one aspect

of the 1nvention matches the photograph zgainst a database of

reference 1mages.
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A system comprising 1mage and/or map databases may be
employed. As shown in FIG. 6, system 300 presents a schematic
diagram depilicting wvarious computing devices that can be used
alone or 1n & networked configuration 1n accordance witnh
aspects of the 1nvention. For example, this figuare
illustrates a computer network having a plurality of computers
302, 334 and 306 as well as other types of devices such as
mobile user devices such as a laptop/palmtop 308, mobile vhone
310 and a PDA 312. The mobile user devices may 1nclude the
components discussed above with regard to moblle user device
200. Varlious devices may be interconnected via a local bus or
direct connection 314 and/cr may  be coupled via &
communications network 316 such as a LAN, WAN, the Internet,
etc. and which may be wired or wireless.

[0034] Each computer device may 1include, for example,

user 1inputs such as a keyboard 318 and mouse 320 and/or
various other types o©f 1nput devices such as pen-—-ingcuts,
joysticks, buttons, touch screens, etc., as well as a dilsplay

322, which could 1include, fcr instance, & CRT, LCD, plasma

screen monitor, TV, pro-ector, etc. Each computer 302, 394,
306 and 308 may be a versonal computer, server, etc. By way
of example only, computer 306 may e a personal computer while
computers 302 and 3C4 may be servers. Databases such as image
database 324 and map database 3226 may e accesslble tc one or
more of the servers or other devices.

(0035] As shown 1n diagram 400 of FIG. 7, the devices
contain a processor 402, memory/storage 404 and otnaer
components tygically present in a computer. Memory 404 stores
information accessible by Processor 402, including
instructions 406 that may be executed by the processor 43J2.
It also includes data 40& that may e retrileved, manipulated
or stored by the processor. The memory may be of any type
capable of storing information accessible by the processor,
such as a hard-drive, memory card, ROM, RAM, DVD, CD-ROM, Blu-

ray™ Disc, write—-capable, and read-only memories. The
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processor 402 may be any well-known processor, such as
processors from Intel Corporation or Advanced Micro Devices.
Alternatively, the processor may be a dedicated controller
such as an ASIC.

[0036] The instructions 406 nav  be any set of

instructions to be executed directly (such as machine code) or

indirectly (such as scripts)y by the processor. In taat
regard, the tsrms "instructions,"” "steps”" and "programs" may
be used 1ntercnangeably herein. The 1nstructions may be

stored 1in object code format for direct processing by the
processor, or 1n any other computer language including scripts
or collections of 1nczcependent souarce code modules that are
interpreted on demand oxr compilled iIn advance. For example,
instructions 406 may 1include 1image processing programs for
analyzing received inagsry. Functions, methods and routines
of the 1nstructions are explalned 1n more detall below.

{0037] Data 108 may Dbe retrieved, stored or modifiled by
processor 402 1n accordance with the 1instructions 40606. RNela
instance, although systems and metaods according to aspects of
the 1nvention are not limited by any particular data
structure, the data may be stored 1in computer registers, 1n a
relational datakase as a table having a plurality of different
fields and records, XML documents, or flat files. The data
may also be formatted -—n any computer-readable format. By
further way of example only, 1mage data may be stored as

bitmaps comprised of pixels that are stored in comoressed or

uncompressed, or lossless or lossy formats (e.g., JPEG),
vector—-based formats (e.g., SVG) or computer instructions for
drawing graphics. The data may comprise any 1information
sufficient to 1identify the relevant information, such as
nunmbers, descriptive  text, proprietary codes, colnters,
references to data stored 1in oZher memories (1ncluding otner
network locations) or 1information that is used bv a function

to calculate the relevant data.
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[0038] Althoug FIG. 7 functicnally illustrates the
processor and memory as reing witnaln the same block, it will
be understood by those of ordilinary skill 1n the art that the
processor and memory may actually comprise multiple processors
and memories that may or may not be stored within the same
physical housing. For example, some o©of the instructions and
data may ke stored on a rewovable CD-ROM or DVD-ROM and others
within a zead-only computer chip. Some or all o¢cf the
instructions and data mey be stored in a location paysically
remote from, yet sti1ll accessible by, the processor.
Similarly, the processor may actually comprise a collection of
processors which may or may not operate in parallel,

[0039] In one  aspect, computer 302 is a  server
communicating with one or more mobile user devices 308, 310 or
312 and a database such as 1mage database 324 or map database
326. For example, computer 302 meay be a web server or

application server. Each mobile user device may be configured

similarly to the sexver 30z, with 2a prccessor, memory and

instructions. Fach mobile user device may also 1include a
wireless transceiver (e.g., cellular telephone traasceiver,
Bluetooth, 8J2.11l-tyre modem oOr WiF1i). As shown 1in FIG. 7,
the catabase(s) desiraprly stores 1images 416, 1including, for
example, the 1location and orientation (1L known) of each
image, and/or maps or cells 418. The maps/cells may each have
an 1ndex and a unique 1ID.

[0040] In addition to having a processor, Remory, a
display and the like, the mobile user cevices 308, 310 and 312
desirably also 1nclude the camera 200, GPS receiver 214, an
accelerometer 410 and, a transcelver 412 for commuanication
wlith a network or individual remote devices. A browser 414 or
other user interface platform may work in conjunction with the
display and user inpuzi(s).

[0041] In accordarice with one aspect of the i1nvention, 1in
order to determine whether an ob-ect of interest 1s a place

such as a building, the picture 1s matched against a database

__10_
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cf 1mages from the approximate geographic region where the
rlcture was taken. TO keep the matching tractable, any
location information (e.g., GPS coordinates) received from the
moblle user device that 1s associated with the 1image may be
used. Thus, the device's GPS coordinates may be used as a
rough gulide to pick an appropriate set of 1imagery from the
database. Then, thet imagery can ke matched against the 1mage
from the user's device,

[0042] Once the recelived 1image is mnatched toc 2 known
1mage, a more refined 1location can be associated with the
recelived image. Or, alternatively, the location and
orientation of the mobile user device can be corrected. Tals
may be done by solving for the relatlive pose or relative
location and orientation of the received 1mage based on
correspondences with 1mage information from the datakase.
Alternatively, the known position and orientation of the
reference 1image(s) may be used directly. This information way
be updated at the device 1tself, may be maintalned 1in the
network (e.g., by server 302), or both. Additionally, 1t
there 1s a strong mazZch against a pbuil_cing or othexr point of
interest, then 1t ws 1likely that the user 1s 1nterested 1in
that point of interesct.

[0043] The 1image processing may be split intc two parts.
One 1s index 2uilding. The other 1s matcaing against a pre-

build index. FIGS. B8A-C 1llustrate one way to perform index

building. “irst, as shcwn 1n FIG. 8A, a region 450 may
include a geographic cell 452, One or mcre images 1S
assoclated with the cell 45Z2. As used herein, a "cell"™

1ncludes a delimited geographic area at some point on the

FEarth. Cells may be of varving sizes. for 1nstance, cells
may be on the order of 10s to 100s of mecers on each side.
Depending upon the amount of informaticn avallable, the region
450 may ke split into smaller cells. Thus, as shown 1n FIG.

8B, 1t mav have four cells 454. Or as shown in FIG. 8C, 1t
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may have sixteen cells 45o0. In one example, ©there may be
dozens or hundreds of images associated witnh a given cell.

[0044] The imagery of each cell has certain features.
For 1rstance, each 1image may be associated with location
information such as latitude/longitude, orientation and
height. The image also 1ncludes 1mage details. The 1mages
details may 1include corners, edges or lines, Dbrightness
changes, histograms or othar 1mage f-ltering outputs from
known 1mage processing techniques. Some or all of these
features nay be extracted from tnae 1mages and stcrsd 1in an
index for the gilven cell. The dazZabase(s) may store the
imagery 1itself 1in a known image format suchh as JPEG. The
index and cell information may be stored in any convenient
format. A.thoug the 1i1nvention 1s not limited by any
particular data structure, the data may be stored 1n computer
registers, 1n a relational database as a table having a
plurality of different filelds and records, XML documents oOr
flat files such as kevhole flat files. The 1ncexed features
are cesilrably stored 1in a form that allows fast comparison

with query features, such as a k-dimensional tree (kd-Lree).

[0045] Fach c¢ell ygpreferably also has a unigue ID
associated with 1t. Fcr 1nstance, the unigue 1D may be
derived from the coordinates c¢cf the cell (e.g., the center
latitude/longitude of the cell). A recelved 1image may be
guickly matched agalnst a gilven index. By way of example

only, the indices may be written to a KkKey-value store
database, where the key 1s the cell's unique ID. Here, the
value 1is the created index for the given cell.

[0046] The datzbase may also take 1into account the
directed <-hat the reference image(s) 1s facing. Discrete
conmpass directions may be used. Here, a separate index may be
created for each direction.

[0047] FIG. 9 1lluszZrates a system 500 for performing
image matching once 1rndices have been built., The system 500

comprises modules for handling diftfterent aspsects ot the 1mage

_12_
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matching. The system 500 preferably includes a first module,
shown as comprising a front end server 502. A cell match
module may comprise one or more cell match servers 504. And

an indexed module comprises an 1ndex storage server, 5706.

Fach of these servers mnav be configured as described above
with the server 302 shown in FIGS. 6 and 7. While not snown,
the 1ndex storage server 5060 may be coupled to 1mage database
3242 and nmap/cell database 326. While the servers are snhown as
discrete devices, 1t 1s possible to employ a single machine
having nult_ple subprocessors operating as the different
servers.

[0048] The front end server 502 receives an image/match
request, for instance from an application or 1interface on the
mobile user device. The reguest 1ncludes an 1nage and
corresponding metadata about the 1mage's geographlcal location
and orientation (1f avallable). The front end sexver 502 uses
the image's received location informaticn, plus an estimate of
any possikle error in Zhe locaticn i1nformation, to determine a
small subset of cells to mazZch the image agailnst.

[0049] The 1mage matchling 1s conducted by one o0r moxre

cell match servers 504. Matcning agains- cells can occur 1n

parallel using many cell match servers 504. FEach c¢ell match
server 504 1s provided tane received 1mage and the key of a
cell —hat it should match tfhe received imace against. A given
cell match server 504 wil_ ther JgQuery one or more 1index
storage servers 5H06 to access *The 1index data for the given
cell.

[0050] Fach c¢ell match server 504 matches fthe received

image against its respective index data. One or more matching
references (1f any) are returned to the front end server 502.
These results preferably include a match confidence indicator.
In addition, the c¢ell mazch server 504 may determine and

return an improved/corrected pos_ticn and orientation for the

recelved 1mage.

_13_.
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[0051]1 The cell match server 504 may use the mobille user
device's location and/ocr orientation sensors to perform
geolocatlon verification on any matches. If a match result
indicates a location and orientation that 1s very different
than that reported by the device's sensor(s), then the match
confidence assigned to that result may be lowered accordingly.

[0052] The 1ndex storage server(s) 506 receive the
key/unique ID and return any associated data. As the 1ndex

may be very large (e.g., hundreds or thousands of glgabytes of

data), different subsets of data may be stored on different
computers or 1n dilfferent datacenters. The correct data
subset or partition (a shard) for a given 1ndex key may be

determined using a hashing scheme.

[0053] The front end server 50Z 1s configured to collate

results returned by the cell match servers 504. The front end
server may threshold the match scores provided by the cell
match servers. The result(s) with the highest correlation

and/or confidence 1s (are) identified as a (possible) match.

[0054] As discussed above, the results may be used to

provide corrected location 1nformatlion to the mobile user

device. They may also be used to provide enhanced content to
the device. For 1nstance, 1nformation may be provided about
the point of 1nteresting 1n the 1image. Or supplemental
content regarding nearby buildings and attractions may be
given, such as wvia a local listing or Yellow Pages
application. The results may also be used 1n an augmented
reality application.

[0055] Although aspects of the 1nvention herein have been
described with reference to particular embodiments, 1t i1is to

be understood that these embodiments are merely 1llustrative

of the principles and applications of the present invention.
The scope of the claims should not be limited by the preferred
embodiments set forth in the examples, but should be given the

broadest 1nterpretation consistent with the description as a

whole.
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INDUSTRIAL APPLICABILITY

[0056] The rpresent invention enjoys wide 1ndustrial
applicability including, but not limited to, comnputer data

processing systems.
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CLAIMS

1. An 1mage processing method, comprising:

recelving an 1mage request from a user device, the

image request 1ncluding an 1mage of 1interest and location

F-

metadata for the 1mage of 1nterest;

h—

analyzing the location metadata to select one or more

gr—

cells to evaluate against the image of 1nterest, each cell

having one or more geolocated 1mages and 1ndex data associated

therewith;

for each selected cell, comparing the 1mage of

interest agalnst the index data of that cell;

ldentifying any matches from the geolocated images o:

1)

the selected cells based on the compared index data; and

providing the matches along wlth a match confidence

indicator that 1dentifies a 1likelihood or accuracy of each

——

match;

wherein a vwvalue of the match confidence 1ndicator

depends on geolocation verification Dbetween the location

metadata and location 1nformation for the geolocated 1images of

the selected cells.

H

2. The 1mage processing method of claim 1, wherein updated

f-'

location metadata for the 1mage of interest is provided to the

user device along with the matches.

3. The 1mage processing method of claim 1 or 2, wherein the

index data 1s stored 1in an index storage server, and the index

data for each selected cell i1s accessed with a key representing

that cell's unique 1ID.

-1 6-—
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4. The image processing method of claim 1, 2 or 3, wherein

—

the index data corresponds to features of the geolocated 1mages.

p—

5. The 1mage processing method of c¢laim 4, wherein the

ﬁ

features are selected from the set consisting of corners, edges

e
b

or lines, brightness information and histogram i1nformation.

6. The 1image processing method of claim 4, whereln the
geolocated images are stored 1n an 1mage database and the 1ndex

data 1s stored 1n a cell database.

7. The 1mage processing method of c¢laim 4, wherein the

i1ndex data 1s stored i1n a k-dimenslonal tree format.

gr— F

8. The 1image processing method of any one of claims 1 to 7/,

wherein each <c¢ell has a unique 1D derived from geolocation

coordinates of that cell.

9. An 1lmage processing apparatus, comprising:

a front end module configured to recelve an 1mage

request from a user device, the image request 1including an 1mage

P

of 1nterest and location metadata

#

for the image of interest, the

—

front end module being further configured to analyze the

location metadata to select one or more cells to evaluate

f—-

against the 1mage o0of interest, each c¢ell having one or more

geolocated 1mages and 1ndex data assoclated therewith; and

a cell match module configured to compare the i1mage ot

interest against the 1index data of the selected cells and to

1dentlfy any matches from the geolocated images of the selected

cells based on the compared 1ndex data;

wherein the cell match module comprises a plurality of

p——

cell match servers, and given ones of the cell match servers are
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assigned to perform the comparison for a correspondling one oO:

the selected cells.

10. The 1mage processing apparatus of claim 9, wherein the

matches are provided along with a match confidence 1ndicator

that i1dentifies a likelihood or accuracy of each match.

1)

11. The 1mage processing apparatus of claim 9 or 10,

further comprising an 1ndexed module configured to store the

1ndex data of each cell.

r——

12. The 1mage processing apparatus of claim 11, whereln

ecach cell has a unique ID associated therewith, and each giliven

cell match server accesses the 1ndex data of the corresponding

—

cell from the 1indexed module using a key representing the unique

ID of that cell.

13. The 1mage processing apparatus of c¢laim 12, wherein the

unigque ID for each cell 1s derived from geolocation coordinates

of that cell.

F ﬁ

14. The 1mage processing apparatus of any one of claims 9

to 13, wherein the 1ndex data corresponds to features of the

geolocated 1mages.

r—

15. The image processing apparatus of claim 14, wherein the

1

features are selected from the set consisting of corners, edges

or lines, brightness i1nformation and histogram information.

lo. A non-transitory memory on which computer-readable

A~

1nstructions of a computer program are stored, the instructions,
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when executed by a processor, cause the processor to perform a

method, the method comprising:

receliving an 1mage reguest from a user device, the

1mage request 1ncluding an 1mage of 1i1nterest and location

metadata for the image of 1nterest;

analyzing the location metadata to select one or more

ﬁ

cells to evaluate against the 1mage of 1i1nterest, each cell

having one or more dJgeolocated 1mages and 1ndex data assoclated

Lherewith;

pr—

for each selected <cell, comparing the 1mage of

&

P‘

interest against the 1ndex data of that cell;

1dentifying any matches from the geolocated 1images of

the selected cells based on the compared i1ndex data; and

providing the matches along with a match confidence

F‘

indicator that identifies a 1likelihood or accuracy of each

match;

r-

wherelin a value of the match confidence 1ndicator

depends on geolocation verification Dbetween the location

pr=—
—

metadata and location 1nformation for the geolocated 1mages of

the selected cells.

J—
p—

17. The tangible memory of c¢laim 16, wherein updated

location metadata for the 1image of 1nterest 1s provided to the

user device along with the matches.

P‘

18, The tangible memory of claim 16 or 17, wherein the

lndex data i1s stored 1n an index storage server, and the index

data for each selected cell 1s accessed with a key representing

that cell's unigque ID.

pre=—

19. The tangible memory of claim 16, 17 or 18, wherein the

index data corresponds to features of the geolocated images.

- 19—



20. The tanglble memory of claim 19,

are selected
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pbrightness in:

gr—

from the set consisting of

corners,

“ormation.

"ormation and histogram ind

-20 -
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