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요약

    
본 발명은 용이하게 미등록어를 등록할 수 있도록 한 음성 처리 장치에 관한 것이다. 사전의 대규모화를 피하고, 사전에 
등록되어 있지 않은 미등록어 사전에의 등록을 용이하게 행한다. 클러스터링부(29)에 있어서, 이미 구해져 있는, 미등
록어를 클러스터링한 클러스터 중에서, 신미등록어를 새로운 멤버로서 부가하는 클러스터(검출 클러스터)를 검출하고, 
신미등록어를 그 검출 클러스터의 새로운 멤버로 하고, 검출 클러스터를, 그 검출 클러스터의 멤버에 기초하여 분할한
다. 이에 따라, 미등록어가 그 음향적 특징이 근사하고 있는 것끼리 클러스터링된다. 또한, 메인터넌스부(31)에 있어서, 
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그와 같은 클러스터링 결과에 기초하여 단어 사전이 갱신된다. 본 발명은 음성 인식 장치를 탑재한 로봇에 적용할 수 있
다.
    

대표도
도 1

색인어
클러스터, 미등록어, 신미등록어, 사전, 로봇, 음성 인식

명세서

    기술분야

본 발명은 음성 처리 장치에 관한 것으로, 특히, 예를 들면, 음성 인식의 대상으로 하는 단어 등의 어구를 등록하는 사전
을 용이하게 갱신할 수 있도록 하는 음성 처리 장치에 관한 것이다.

    배경기술

종래의 음성 인식 장치에서는, 음성 인식의 대상으로 하는 단어가 등록된 사전을 참조함으로써 사용자의 발화(發話)가 
음성 인식된다.

    
따라서, 음성 인식 장치에서 음성 인식의 대상이 되는 것은, 사전에 등록된 단어(이하, 적절히 등록어라고 함)뿐이고, 
사전에 등록되어 있지 않은 단어는 인식할 수 없다. 지금, 사전에 등록되어 있지 않은 어휘를 미등록어라는 것으로 하면, 
종래의 음성 인식 장치에서는, 사용자의 발화에 미등록어가 포함되는 경우에는, 그 미등록어가 사전에 등록되어 있는 
어느 하나의 단어(등록어)로 인식되고, 그 결과 미등록어는 잘못 인식된다. 또한, 미등록어가 잘못 인식되면, 그 잘못된 
인식이 미등록어 전후의 단어 등의 인식에도 영향을 주는 경우가 있으며, 이 경우, 미등록어의 전후 단어 등도 잘못 인
식되게 된다.
    

따라서, 미등록어에 대해서는 어떠한 대처를 실시할 필요가 있어, 종래부터 여러 가지 방법이 제안되고 있다.

예를 들면, 일본 특허 공개 평성9-81181호 공보에는, 미등록어를 검출하기 위한 가비지(garbage) 모델과, 모음 등의 
몇 개의 음소마다 클러스터링된 HMM(Hidden Markov Model)을 동시에 이용하여 미등록어에 허가하는 음운 계열을 
제한함으로써, 미등록어의 검출을, 이를 위한 계산량을 저감하여 행하는 음성 인식 장치가 개시되어 있다.

또한, 예를 들면, 일본 특허 출원 평성11-245461호에는, 데이터베이스에 없는 미등록어에 대하여, 단어의 개념에 기
초하여 데이터베이스에 있는 단어 사이의 유사도를 계산하고, 미등록어를 포함하는 단어의 집합에 대하여 적절한 배열
의 단어 열을 구성하여 출력하는 정보 처리 장치가 개시되어 있다.

또한, 예를 들면, " Dictionary Learning: Performance Through Consistency" , Tilo Sloboda, Proceedings of I
CASSP 95, vol.1, pp.453-456,1995에는, 단어의 음성 구간에 대응하는 음운 계열을 검출하고, 컨퓨젼 매트릭스(c
onfusion matrix)에 의해서 음성적으로 가까운 음운 계열을 삭제함으로써, 효과적으로 이음(variants)을 포함하는 사
전을 구성하는 방법이 개시되어 있다.

또한, 예를 들면, 「단어 발성의 복수 샘플을 이용한 미지어의 음운 계열의 추정」, 이토 가츠(伊藤克亘) 외에, 전자 정
보 통신 학회 논문지, Vo1.J83-D-H No.11 pp.2152-2159, 2000년 11월에는, 복수의 음성 샘플로부터 음운 계열
을 추정하여, 미지어(미등록어)를 사전에 등록할 때의 음운 계열의 추정 정밀도를 향상시키는 방법이 개시되어 있다.
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그런데, 미등록어에 대한 대처법 중의 대표적인 것의 하나로서는, 입력 음성에 미등록어가 포함되는 경우에, 그 미등록
어를 사전에 등록하고, 이후에는 등록어로 하여 버리는 방법이 있다.

미등록어를 사전에 등록하기 위해서는, 우선, 그 미등록어의 음성 구간을 검출하고, 그 음성 구간에서의 음성의 음운 계
열을 인식할 필요가 있다. 어떤 음성의 음운 계열을 인식하는 방법으로서는, 예를 들면 음운 타이프라이터라고 불리는 
방법이 있는데, 음운 타입 라이터에서는 기본적으로 모든 음운에 대한 자유로운 천이를 허가하는 가비지 모델을 이용하
여 입력 음성에 대한 음운 계열이 출력된다.

또한, 미등록어를 사전에 등록하기 위해서는 미등록어의 음운 계열을 클러스터링할 필요가 있다. 즉, 사전에서는 각 단
어의 음운 계열이 그 단어의 클러스터로 클러스터링되어 등록되어 있고, 미등록어를 사전에 등록하기 위해서는, 그 미
등록어의 음운 계열을 클러스터링할 필요가 있다.

미등록어의 음운 계열을 클러스터링하는 방법으로서는, 그 미등록어를 나타내는 표제(예를 들면, 미등록어의 판독)를 
사용자에게 입력하게 하여, 그 표제로 표시되는 클러스터에 미등록어의 음운 계열을 클러스터링하는 방법이 있지만, 이 
방법에서는 사용자가 표제 입력을 필요로 한다는 점에서 번거롭다.

또한, 미등록어가 검출될 때마다 새로운 클러스터를 생성하고, 미등록어의 음운 계열을 그 새로운 클러스터로 클러스터
링하는 방법이 있다. 그러나, 이 방법에서는 미등록어가 검출될 때마다 사전에 새로운 클러스터에 대응하는 엔트리가 
등록되게 되기 때문에, 사전이 대규모로 되어, 그 후의 음성 인식에 요하는 처리량이나 시간이 증대되게 된다.

    발명의 상세한 설명

본 발명은 이러한 상황을 감안하여 이루어진 것으로, 사전의 대규모화를 피하고, 미등록어 사전에의 등록 등을 용이하
게 행할 수 있도록 하는 것이다.

본 발명의 음성 처리 장치는, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 
부가하는 클러스터를 검출하는 클러스터 검출 수단과, 입력 음성을, 클러스터 검출 수단에서 검출된 클러스터의 새로운 
멤버로 하고, 그 클러스터를, 그 클러스터의 멤버에 기초하여 분할하는 클러스터 분할 수단과, 클러스터 분할 수단에 의
한 클러스터의 분할 결과에 기초하여, 사전을 갱신하는 갱신 수단을 포함하는 것을 특징으로 한다.

본 발명의 음성 처리 방법은, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 
부가하는 클러스터를 검출하는 클러스터 검출 단계와, 입력 음성을 클러스터 검출 단계에서 검출된 클러스터의 새로운 
멤버로 하고, 그 클러스터를, 그 클러스터의 멤버에 기초하여 분할하는 클러스터 분할 단계와, 클러스터 분할 단계에 의
한 클러스터의 분할 결과에 기초하여, 사전을 갱신하는 갱신 단계를 구비하는 것을 특징으로 한다.

본 발명의 프로그램은, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 부가하
는 클러스터를 검출하는 클러스터 검출 단계와, 입력 음성을 클러스터 검출 단계에서 검출된 클러스터의 새로운 멤버로 
하고, 그 클러스터를, 그 클러스터의 멤버에 기초하여 분할하는 클러스터 분할 단계와, 클러스터 분할 단계에 의한 클러
스터의 분할 결과에 기초하여, 사전을 갱신하는 갱신 단계를 구비하는 것을 특징으로 한다.

본 발명의 기록 매체는, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 부가하
는 클러스터를 검출하는 클러스터 검출 단계와, 입력 음성을 클러스터 검출 단계에서 검출된 클러스터의 새로운 멤버로 
하고, 그 클러스터를, 그 클러스터의 멤버에 기초하여 분할하는 클러스터 분할 단계와, 클러스터 분할 단계에 의한 클러
스터의 분할 결과에 기초하여, 사전을 갱신하는 갱신 단계를 구비하는 프로그램이 기록되어 있는 것을 특징으로 한다.

본 발명에서는, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 부가하는 클러
스터가 검출된다. 또한, 입력 음성이, 검출된 클러스터의 새로운 멤버가 되고, 그 클러스터가, 그 클러스터의 멤버에 기
초하여 분할된다. 그리고, 그 분할 결과에 기초하여 사전이 갱신된다.

    도면의 간단한 설명
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도 1은 본 발명을 적용한 로봇의 일 실시예의 외관 구성예를 나타내는 사시도.

도 2는 로봇의 내부 구성예를 나타내는 블록도.

도 3은 도 1의 로봇의 컨트롤러의 기능적 구성예를 나타내는 블록도.

도 4는 본 발명의 제1 실시예가 적용되는 음성 인식 장치로서의 도 1의 로봇의 음성 인식부의 구성예를 나타내는 블록
도.

도 5는 단어 사전을 나타내는 도면.

도 6은 문법 규칙을 나타내는 도면.

도 7은 도 4의 음성 인식부의 특징 벡터 버퍼의 기억 내용을 나타내는 도면.

도 8은 스코어 시트를 나타내는 도면.

도 9는 도 4의 음성 인식부의 음성 인식 처리를 설명하는 순서도.

도 10은 도 9의 미등록어 처리의 상세를 설명하는 순서도.

도 11는 도 9의 클러스터 분할 처리의 상세를 설명하는 순서도.

도 12는 시뮬레이션 결과를 나타내는 도면.

도 13은 본 발명의 제2 실시예가 적용된 음성 인식 장치의 하드웨어의 구성예를 나타내는 도면.

도 14는 도 13의 음성 인식 장치의 소프트웨어의 구성예를 나타내는 블록도.

도 15는 도 14의 음성 인식 장치의 특징 벡터 버퍼의 기억 내용을 나타내는 도면.

도 16은 도 14의 음성 인식 장치의 음성 인식 처리를 설명하는 순서도.

도 17은 도 16의 미등록어 소거 처리의 상세를 설명하는 순서도.

    실시예

도 1은 본 발명을 적용한 로봇의 일 실시예의 외관 구성예를 나타내고 있고, 도 2는 그 전기적 구성예를 나타내고 있다.

본 실시예에서는, 로봇은 예를 들면, 개 등의 네발 동물 형상의 것으로 되어 있고, 동체부 유닛(2)의 전후 좌우에 각각 
다리부 유닛(3A, 3B, 3C, 3D)이 연결됨과 함께, 동체부 유닛(2)의 전단부와 후단부에 각각 머리부 유닛(4)과 꼬리부 
유닛(5)이 연결됨으로써 구성되어 있다.

꼬리부 유닛(5)은 동체부 유닛(2)의 상면에 마련된 베이스부(5B)로부터 2 자유도를 갖고 만곡 또는 요동 가능하게 인
출되어 있다.

동체부 유닛(2)에는 로봇 전체의 제어를 행하는 컨트롤러(10), 로봇의 동력원이 되는 배터리(11), 및 배터리 센서(1
2) 및 열 센서(13)로 이루어지는 내부 센서부(14) 등이 수납되어 있다.
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머리부 유닛(4)에는 「귀」에 상당하는 마이크(마이크로폰)(15), 「눈」에 상당하는 CCD(Charge Coupled Device) 
카메라(16), 촉각에 상당하는 터치 센서(17), 「입」에 상당하는 스피커(18) 등이 각각 소정 위치에 배치되어 있다. 
또한, 머리부 유닛(4)에는 입의 아랫턱에 상당하는 아랫턱부(4A)가 1 자유도를 갖고 움직일 수 있게 부착되어 있고, 
이 아랫턱부(4A)가 움직임으로써 로봇의 입의 개폐 동작이 실현되도록 되어 있다.

다리부 유닛(3A 내지 3D) 각각의 관절 부분이나, 다리부 유닛(3A 내지 3D) 각각과 동체부 유닛(2)의 연결 부분, 머
리부 유닛(4)과 동체부 유닛(2)의 연결 부분, 머리부 유닛(4)과 아랫턱부(4A)의 연결 부분, 및 꼬리부 유닛(5)과 동
체부 유닛(2)의 연결 부분 등에는, 도 2에 도시한 바와 같이, 각각 액튜에이터(3AA 1내지 3AAK , 3BA1내지 3BAK , 
3CA1내지 3CAK , 3DA 1내지 3DAK , 4A1내지 4AL , 5A1 , 5A2 )가 배치되어 있다.

머리부 유닛(4)에서의 마이크(15)는, 사용자로부터의 발화를 포함하는 주위의 음성(소리)을 집음하고, 얻어진 음성 
신호를 컨트롤러(10)에 송출한다. CCD 카메라(16)는 주위의 상황을 촬상하고, 얻어진 화상 신호를 컨트롤러(10)에 
송출한다.

터치 센서(17)는 예를 들면 머리부 유닛(4)의 상부에 마련되어 있고, 사용자로부터의 「어루만진다」나 「두드린다」
고 하는 물리적인 활동 작용에 의해 받은 압력을 검출하여, 그 검출 결과를 압력 검출 신호로서 컨트롤러(10)에 송출한
다.

동체부 유닛(2)에서의 배터리 센서(12)는 배터리(11)의 잔량을 검출하여, 그 검출 결과를 배터리 잔량 검출 신호로서 
컨트롤러(10)에 송출한다. 열 센서(13)는 로봇 내부의 열을 검출하여, 그 검출 결과를 열 검출 신호로서 컨트롤러(10)
에 송출한다.

컨트롤러(10)는 CPU(Central Processing Unit)(10A)나 메모리(10B) 등을 내장하고 있고, CPU(10A)에 있어서, 
메모리(10B)에 기억된 제어 프로그램이 실행됨으로써, 각종 처리를 행한다.

즉, 컨트롤러(10)는 마이크(15)나 CCD 카메라(16), 터치 센서(17), 배터리 센서(12), 열 센서(13)로부터 주어지는 
음성 신호, 화상 신호, 압력 검출 신호, 배터리 잔량 검출 신호, 열 검출 신호에 기초하여, 주위의 상황이나 사용자로부
터의 지령, 사용자로부터의 작용 등의 유무를 판단한다.

또한, 컨트롤러(10)는 이 판단 결과 등에 기초하여 계속될 행동을 결정하고, 그 결정 결과에 기초하여 액튜에이터(3A
A1내지 3AAK , 3BA1내지 3BAK , 3CA1내지 3CAK , 3DA 1내지 3DAK , 4A1내지 4AL , 5A1 , 5A2 ) 중 필요한 것을 
구동시킨다. 이에 의해, 머리부 유닛(4)을 상하 좌우로 흔들거나 아랫턱부(4A)를 개폐시킨다. 나아가서는, 꼬리부 유
닛(5)을 움직이게 하거나 각 다리부 유닛(3A 내지 3D)을 구동하여, 로봇을 보행시키는 등의 행동을 행하게 한다.

또한, 컨트롤러(10)는 필요에 따라서 합성음을 생성하고, 스피커(18)에 공급하여 출력시키거나, 로봇의 「눈」의 위치
에 마련된 도시하지 않은 LED(Light Emitting Diode)를 점등, 소등 또는 점멸시킨다.

이상과 같이 하여, 로봇은 주위의 상황 등에 기초하여 자율적으로 행동을 취하게 되어 있다.

다음에, 도 3은 도 2의 컨트롤러(10)의 기능적 구성예를 나타내고 있다. 또, 도 3에 도시하는 기능적 구성은 CPU(10
A)가, 메모리(10B)에 기억된 제어 프로그램을 실행함으로써 실현되도록 되어 있다.

컨트롤러(10)는 특정한 외부 상태를 인식하는 센서 입력 처리부(50), 센서 입력 처리부(50)의 인식 결과를 누적하여 
감정이나 본능, 성장 상태를 표현하는 모델 기억부(51), 센서 입력 처리부(50)의 인식 결과 등에 기초하여 계속될 행
동을 결정하는 행동 결정 기구부(52), 행동 결정 기구부(52)의 결정 결과에 기초하여 실제로 로봇에 행동을 일으키게 
하는 자세 천이 기구부(53), 각 액튜에이터(3AA 1내지 5A1및 5A2 )를 구동 제어하는 제어 기구부(54), 및 합성음을 
생성하는 음성 합성부(55)로 구성되어 있다.

센서 입력 처리부(50)는 마이크(15)나, CCD 카메라(16), 터치 센서(17) 등으로부터 주어지는 음성 신호, 화상 신호, 
압력 검출 신호 등에 기초하여, 특정한 외부 상태나, 사용자로부터의 특정한 작용, 사용자로부터의 지시 등을 인식하고, 
그 인식 결과를 나타내는 상태 인식 정보를 모델 기억부(51) 및 행동 결정 기구부(52)에 통지한다.
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즉, 센서 입력 처리부(50)는 음성 인식부(50A)를 갖고 있고, 음성 인식부(50A)는 마이크(15)로부터 주어지는 음성 
신호에 대하여 음성 인식을 행한다. 그리고, 음성 인식부(50A)는 그 음성 인식 결과로서의, 예를 들면, 「걸어라」, 「
엎드려라」, 「볼을 쫓아라」 등의 지령 이외를, 상태 인식 정보로서 모델 기억부(51) 및 행동 결정 기구부(52)에 통
지한다.

또한, 센서 입력 처리부(50)는 화상 인식부(50B)를 갖고 있고, 화상 인식부(50B)는 CCD 카메라(16)로부터 주어지
는 화상 신호를 이용하여 화상 인식 처리를 행한다. 그리고, 화상 인식부(50B)는 그 처리의 결과, 예를 들면, 「빨갛고 
둥근 것」이나, 「지면에 대하여 수직이면서 소정 높이 이상의 평면」 등을 검출했을 때에는, 「볼이 있다」나 「벽이 
있다」 등의 화상 인식 결과를, 상태 인식 정보로서 모델 기억부(51) 및 행동 결정 기구부(52)에 통지한다.

    
또한, 센서 입력 처리부(50)는 압력 처리부(50C)를 갖고 있고, 압력 처리부(50C)는 터치 센서(17)로부터 주어지는 
압력 검출 신호를 처리한다. 그리고, 압력 처리부(50C)는 그 처리의 결과, 소정의 임계값 이상이고 또한 단시간의 압력
을 검출했을 때에는, 「맞았다(꾸중들었다)」고 인식하고, 소정의 임계값 미만이고 또한 장시간의 압력을 검출했을 때
에는, 「어루만져 주었다(칭찬 받았다)」고 인식하여, 그 인식 결과를 상태 인식 정보로서 모델 기억부(51) 및 행동 결
정 기구부(52)에 통지한다.
    

모델 기억부(51)는 로봇의 감정, 본능, 성장의 상태를 표현하는 감정 모델, 본능 모델, 성장 모델을 각각 기억하여 관리
하고 있다.

    
여기서, 감정 모델은 예를 들면, 「기쁨」, 「슬픔」, 「분노」, 「즐거움」 등의 감정 상태(정도)를, 소정의 범위(예를 
들면, -1.0 내지 1.0 등)의 값에 의해서 각각 나타내고, 센서 입력 처리부(50)로부터의 상태 인식 정보나 시간 경과 
등에 기초하여 그 값을 변화시킨다. 본능 모델은 예를 들면, 「식욕」, 「수면욕」, 「운동욕」 등의 본능에 의한 욕구
의 상태(정도)를 소정 범위의 값에 의해서 각각 나타내고, 센서 입력 처리부(50)로부터의 상태 인식 정보나 시간 경과 
등에 기초하여 그 값을 변화시킨다. 성장 모델은 예를 들면, 「유년기」, 「청년기」, 「숙년기」, 「노년기」 등의 성
장 상태(정도)를 소정 범위의 값에 의해서 각각 나타내고, 센서 입력 처리부(50)로부터의 상태 인식 정보나 시간 경과 
등에 기초하여 그 값을 변화시킨다.
    

모델 기억부(51)는 상술한 바와 같이 하여 감정 모델, 본능 모델, 성장 모델의 값으로 표시되는 감정, 본능, 성장의 상
태를, 상태 정보로서 행동 결정 기구부(52)에 송출한다.

또, 모델 기억부(51)에는 센서 입력 처리부(50)로부터 상태 인식 정보가 공급되는 외에, 행동 결정 기구부(52)로부터 
로봇의 현재 또는 과거의 행동, 구체적으로는, 예를 들면, 「장시간 걸었다」 등의 행동 내용을 나타내는 행동 정보가 
공급되도록 되어 있으며, 모델 기억부(51)는 동일한 상태 인식 정보가 주어지더라도, 행동 정보가 나타내는 로봇의 행
동에 따라서 서로 다른 상태 정보를 생성하도록 되어 있다.

즉, 예를 들면, 로봇이 사용자에게 인사를 하고, 사용자가 머리를 어루만져준 경우에는, 사용자에게 인사를 하였다고 하
는 행동 정보와, 머리를 어루만져 주었다고 하는 상태 인식 정보가, 모델 기억부(51)에 주어지고, 이 경우, 모델 기억부
(51)에서는 「기쁨」을 나타내는 감정 모델의 값이 증가된다.

한편, 로봇이 어떠한 일을 실행 중에 머리를 어루만져진 경우에는, 일을 실행 중이다고 하는 행동 정보와, 머리를 어루
만져 주었다고 하는 상태 인식 정보가, 모델 기억부(51)에 주어지는데, 이 경우, 모델 기억부(51)에서는 「기쁨」을 
나타내는 감정 모델의 값은 변화되지 않는다.

이와 같이, 모델 기억부(51)는 상태 인식 정보뿐만 아니라, 현재 또는 과거의 로봇의 행동을 나타내는 행동 정보도 참
조하면서 감정 모델의 값을 설정한다. 이에 따라, 예를 들면, 어떠한 태스크를 실행 중에, 사용자가 장난할 마음으로 머
리를 어루만졌을 때에, 「기쁨」을 나타내는 감정 모델의 값을 증가시키는, 부자연스러운 감정 변화가 생기는 것을 회
피할 수 있다.

 - 6 -



공개특허 특2003-0007793

 
또, 모델 기억부(51)는 본능 모델 및 성장 모델에 대해서도, 감정 모델에서의 경우와 마찬가지로, 상태 인식 정보 및 행
동 정보의 양방에 기초하여 그 값을 증감시키도록 되어 있다. 또한, 모델 기억부(51)는 감정 모델, 본능 모델, 성장 모
델 각각의 값을 다른 모델 값에도 기초하여 증감시키도록 되어 있다.

행동 결정 기구부(52)는 센서 입력 처리부(50)로부터의 상태 인식 정보나, 모델 기억부(51)로부터의 상태 정보, 시간 
경과 등에 기초하여, 다음 행동을 결정하고, 결정된 행동의 내용을 행동 지령 정보로서 자세 천이 기구부(53)에 송출한
다.

    
즉, 행동 결정 기구부(52)는 로봇이 취할 수 있는 행동을 스테이트(상태)(state)에 대응시킨 유한 오토마톤(automa
ton)을, 로봇의 행동을 규정하는 행동 모델로서 관리하고 있으며, 이 행동 모델로서의 유한 오토마톤에 있어서의 스테
이트를, 센서 입력 처리부(50)로부터의 상태 인식 정보나, 모델 기억부(51)에서의 감정 모델, 본능 모델, 또는 성장 모
델의 값, 시간 경과 등에 기초하여 천이시키고, 천이 후의 스테이트에 대응하는 행동을 다음에 취해야 되는 행동으로서 
결정한다.
    

여기서, 행동 결정 기구부(52)는 소정의 트리거(trigger)가 있었음을 검출하면, 스테이트를 천이시킨다. 즉, 행동 결정 
기구부(52)는 예를 들면, 현재의 스테이트에 대응하는 행동을 실행하고 있는 시간이 소정 시간에 달하였을 때나, 특정
한 상태 인식 정보를 수신했을 때, 모델 기억부(51)로부터 공급되는 상태 정보가 나타내는 감정이나, 본능, 성장의 상
태 값이 소정의 임계값 이하 또는 이상으로 되었을 때 등에, 스테이트를 천이시킨다.

또, 행동 결정 기구부(52)는 상술한 바와 같이, 센서 입력 처리부(50)로부터의 상태 인식 정보뿐만 아니라, 모델 기억
부(51)에서의 감정 모델이나, 본능 모델, 성장 모델의 값 등에도 기초하여, 행동 모델에서의 스테이트를 천이시키기 때
문에, 동일한 상태 인식 정보가 입력되더라도, 감정 모델이나, 본능 모델, 성장 모델의 값(상태 정보)에 따라서는 스테
이트의 천이처가 서로 다른 것으로 된다.

그 결과, 행동 결정 기구부(52)는 예를 들면, 상태 정보가 「화내고 있지 않다」는 것, 및 「배가 고프지 않다」는 것을 
나타내고 있는 경우에 있어서, 상태 인식 정보가 「눈 앞에 손을 내밀었다」는 것을 나타내고 있을 때에는, 눈 앞에 손
이 내밀어진 것에 따라서, 「손」 이라는 행동을 취하게 하는 행동 지령 정보를 생성하고, 이것을 자세 천이 기구부(5
3)에 송출한다.

또한, 행동 결정 기구부(52)는 예를 들면, 상태 정보가 「화내고 있지 않다」는 것 및 「배가 고프다」는 것을 나타내
고 있는 경우에 있어서, 상태 인식 정보가 「눈 앞에 손을 내밀었다」는 것을 나타내고 있을 때에는, 눈 앞에 손이 내밀
어진 것에 따라서, 「손을 할짝할짝 핥는다」와 같은 행동을 행하게 하기 위한 행동 지령 정보를 생성하고, 이것을 자세 
천이 기구부(53)에 송출한다.

또한, 행동 결정 기구부(52)는 예를 들면, 상태 정보가 「화내고 있다」는 것을 나타내고 있는 경우에 있어서, 상태 인
식 정보가 「눈 앞에 손을 내밀었다」는 것을 나타내고 있을 때에는, 상태 정보가 「배가 고프다」는 것을 나타내고 있
더라도, 또한, 「배가 고프지 않다」는 것을 나타내고 있더라도, 「홱 고개를 돌리는」 행동을 행하게 하기 위한 행동 
지령 정보를 생성하고, 이것을 자세 천이 기구부(53)에 송출한다.

    
또, 행동 결정 기구부(52)에서는 상술한 바와 같이, 로봇의 머리부나 손발 등을 동작시키는 행동 지령 정보 외에, 로봇
에 발화를 행하게 하는 행동 지령 정보도 생성된다. 로봇에 발화를 행하게 하는 행동 지령 정보는 음성 합성부(55)에 
공급되도록 되어 있고, 음성 합성부(55)에 공급되는 행동 지령 정보에는, 음성 합성부(55)에 생성시키는 합성음에 대
응하는 텍스트 등이 포함된다. 그리고, 음성 합성부(55)는 행동 결정부(52)로부터 행동 지령 정보를 수신하면, 그 행
동 지령 정보에 포함되는 텍스트에 기초하여 합성음을 생성하고, 스피커(18)에 공급하여 출력시킨다. 이에 따라, 스피
커(18)로부터는 예를 들면, 로봇의 울음 소리, 게다가, 「배가 고프다」 등의 사용자에의 각종 요구, 「무엇?」 등의 
사용자의 호소에 대한 응답 그 밖의 음성 출력이 행하여진다. 또한, 행동 결정 기구부(52)는 합성음을 출력하는 경우에
는, 아랫턱부(4A)를 개폐시키는 행동 지령 정보를 필요에 따라서 생성하여, 자세 천이 기구부(53)에 출력한다. 이 경
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우, 합성음의 출력에 동기하여 아랫턱부(4A)가 개폐되고, 사용자에게 로봇이 재잘거리고 있는 것과 같은 인상을 제공
할 수 있다.
    

자세 천이 기구부(53)는 행동 결정 기구부(52)로부터 공급되는 행동 지령 정보에 기초하여, 로봇의 자세를 현재의 자
세로부터 다음 자세로 천이시키기 위한 자세 천이 정보를 생성하고, 이것을 제어 기구부(54)에 송출한다.

제어 기구부(54)는 자세 천이 기구부(53)로부터의 자세 천이 정보에 따라서, 액튜에이터(3AA 1내지 5A1및 5A2 )를 
구동하기 위한 제어 신호를 생성하고, 이것을 액튜에이터(3AA1내지 5A1및 5A2 )에 송출한다. 이에 따라, 액튜에이터
(3AA1내지 5A1및 5A2 )는 제어 신호에 따라서 구동하고, 로봇은 자율적으로 행동을 일으킨다.

다음에, 도 4는 도 3의 음성 인식부(50A)의 구성예를 나타내고 있다.

마이크(15)로부터의 음성 신호는 AD(Analog-Digital) 변환부(21)에 공급된다. AD 변환부(21)는 마이크(15)로부
터의 아날로그 신호인 음성 신호를 샘플링, 양자화하여, 디지털 신호인 음성 데이터로 A/D 변환한다. 이 음성 데이터는 
특징 추출부(22)에 공급된다.

특징 추출부(22)는 거기에 입력되는 음성 데이터에 대하여, 적당한 프레임마다 예를 들면 MFCC(Mel Frequency Ce
pstrum Coefficient) 분석을 하고, 그 분석 결과 얻어지는 MFCC를 특징 벡터(특징 파라미터)로서, 매칭부(23)와 미
등록어 구간 처리부(27)에 출력한다. 또, 특징 추출부(22)에서는 그 밖에, 예를 들면, 선형 예측 계수, 케프스트롬 계
수, 선 스펙트럼 쌍, 소정의 주파수 대역마다의 파워(필터 뱅크의 출력) 등을 특징 벡터로서 추출하는 것이 가능하다.

매칭부(23)는 특징 추출부(22)로부터의 특징 벡터를 이용하여, 음향 모델 기억부(24), 사전 기억부(25), 및 문법 기
억부(26)를 필요에 따라서 참조하면서, 마이크(15)에 입력된 음성(입력 음성)을, 예를 들면 연속 분포 HMM(Hidde
n Markov Model)법에 기초하여 음성 인식한다.

즉, 음향 모델 기억부(24)는 음성 인식하는 음성 언어에 있어서의 개개의 음소나, 음절, 음운 등의 서브 워드에 대하여 
음향적인 특징을 나타내는 음향 모델(예를 들면 HMM 외에, DP(Dynamic Programing) 매칭에 이용되는 표준 패턴 
등을 포함함)을 기억하고 있다. 또, 여기서는 연속 분포 HMM법에 기초하여 음성 인식을 행하는 것으로 하고 있기 때
문에, 음향 모델로서는 HMM(Hidden Markov Model)이 이용된다.

사전 기억부(25)는 인식 대상의 각 단어마다 클러스터링된, 그 단어의 발음에 관한 정보(음운 정보)와, 그 단어의 표제
가 대응된 단어 사전을 기억하고 있다.

여기서, 도 5는 사전 기억부(25)에 기억된 단어 사전을 나타내고 있다.

도 5에 도시한 바와 같이, 단어 사전에서는 단어의 표제와 그 음운 계열이 대응되어 있고, 음운 계열은 대응하는 단어마
다 클러스터링되어 있다. 도 5의 단어 사전에서는 하나의 엔트리(도 3의 1행)가 하나의 클러스터에 상당한다.

또 도 5에서는 표제는 로마자와 일본어(가나 한자)로 나타내고 있으며, 음운 계열은 로마자로 나타내고 있다. 단지, 음
운 계열에서의 「N」은 발음(揆音) 「ん」을 나타낸다. 또한, 도 5에서는 하나의 엔트리에 하나의 음운 계열을 기술하
고 있지만, 하나의 엔트리에는 복수의 음운 계열을 기술하는 것도 가능하다.

도 4로 되돌아가, 문법 기억부(26)는 사전 기억부(25)의 단어 사전에 등록되어 있는 각 단어가 어떻게 연쇄(연결)되
는지를 기술한 문법 규칙을 기억하고 있다.

여기서, 도 6은 문법 기억부(26)에 기억된 문법 규칙을 나타내고 있다. 또, 도 6의 문법 규칙은 EBNF(Extended Bac
kus Naur Form)로 기술되어 있다.
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도 6에서는 행두로부터 최초로 나타나는 「;」까지가 하나의 문법 규칙을 나타내고 있다. 또, 선두에 「$」가 첨부된 
알파벳(열)은 변수를 나타내고, 「$」가 첨부되어 있지 않은 알파벳(열)은, 단어의 표제(도 5에 도시한 로마자에 의한 
표제)를 나타낸다. 또한, []으로 둘러싸인 부분은 생략 가능함을 나타내고, 「│」은 그 전후로 배치된 표제의 단어(혹
은 변수) 중 어느 한쪽을 선택하는 것을 나타낸다.

따라서, 도 6에 있어서, 예를 들면, 제1 행(위에서 1행째)의 문법 규칙 「$col=[kono│sono]iro wa;」는, 변수 $co
l이 「이 색깔(색)은」 또는 「그 색깔(색)은」 이라는 단어 열인 것을 나타낸다.

또, 도 6에 나타낸 문법 규칙에서는 변수 $sil과 $ garbage가 정의되어 있지 않지만, 변수 $sil은 무음의 음향 모델(무
음 모델)을 나타내고, 변수 $garbage는 기본적으로는 음운끼리 사이에서의 자유로운 천이를 허가한 가비지 모델을 나
타낸다.

다시 도 4로 되돌아가, 매칭부(23)는 사전 기억부(25)의 단어 사전을 참조하여, 음향 모델 기억부(24)에 기억되어 있
는 음향 모델을 접속함으로써 단어의 음향 모델(단어 모델)을 구성한다. 또한, 매칭부(23)는 몇 개인가의 단어 모델을, 
문법 기억부(26)에 기억된 문법 규칙을 참조함으로써 접속하고, 그와 같이 해서 접속된 단어 모델을 이용하여, 특징 벡
터에 기초하여 연속 분포 HMM법에 의해서 마이크(15)에 입력된 음성을 인식한다.

즉, 매칭부(23)는 특징 추출부(22)가 출력하는 시계열의 특징 벡터가 관측되는 스코어(우도(likelihood))가 가장 높
은 단어 모델의 계열을 검출하고, 그 단어 모델의 계열에 대응하는 단어 열의 표제를 음성의 인식 결과로서 출력한다.

보다 구체적으로는, 매칭부(23)는 접속된 단어 모델에 대응하는 단어 열에 대하여 각 특징 벡터의 출현 확률(출력 확
률)을 누적하고, 그 누적치를 스코어로서, 그 스코어를 가장 높게 하는 단어 열의 표제를 음성 인식 결과로서 출력한다.

이상과 같이 하여 출력되는, 마이크(15)에 입력된 음성의 인식 결과는 상태 인식 정보로서 모델 기억부(51) 및 행동 
결정 기구부(52)에 출력된다.

    
여기서, 도 6의 실시예에서는, 제9 행(위에서 9행째)에 가비지 모델을 나타내는 변수 $garbage를 이용한 문법 규칙(
이하, 적절히 미등록어용 규칙이라고 함) 「$pat1=$ color1 $garbage $color2;」가 있지만, 매칭부(23)는 이 미등
록어용 규칙이 적용된 경우에는 변수 $garbage에 대응하는 음성 구간을 미등록어의 음성 구간으로서 검출한다. 또한, 
매칭부(23)는 미등록어용 규칙이 적용된 경우에서의 변수 $garbage가 나타내는 가비지 모델에 있어서의 음운 천이로
서의 음운 계열을 미등록어의 음운 계열로서 검출한다. 그리고, 매칭부(23)는 미등록어용 규칙이 적용된 음성 인식 결
과가 얻어진 경우에 검출되는 미등록어의 음성 구간과 음운 계열을 미등록어 구간 처리부(27)에 공급한다.
    

또, 상술한 미등록어용 규칙 「$pat1=$color1 $garbage $color2;」에 따르면, 변수 $color1로 표시되는, 단어 사전
에 등록되어 있는 단어(열)의 음운 계열과, 변수 $color2로 표시되는, 단어 사전에 등록되어 있는 단어(열)의 음운 계
열 사이에 있는 하나의 미등록어가 검출되지만, 본 발명은 발화에 복수의 미등록어가 포함되어 있는 경우나, 미등록어
가 단어 사전에 등록되어 있는 단어(열) 사이에 삽입되어 있지 않은 경우에도, 적용 가능하다.

    
미등록어 구간 처리부(27)는 특징 추출부(22)로부터 공급되는 특징 벡터의 계열(특징 벡터 계열)을 일시 기억한다. 
또한, 미등록어 구간 처리부(27)는 매칭부(23)로부터 미등록어의 음성 구간과 음운 계열을 수신하면, 그 음성 구간에
서의 음성의 특징 벡터 계열을 일시 기억하고 있는 특징 벡터 계열로부터 검출한다. 그리고, 미등록어 구간 처리부(27)
는 매칭부(23)로부터의 음운 계열(미등록어)에 고유한 ID(Identification)를 부가하여, 미등록어의 음운 계열과 그 음
성 구간에서의 특징 벡터 계열과 함께, 특징 벡터 버퍼(28)에 공급한다.
    

특징 벡터 버퍼(28)는 예를 들면 도 7에 도시한 바와 같이, 미등록어 구간 처리부(27)로부터 공급되는 미등록어의 ID, 
음운 계열, 및 특징 벡터 계열을 대응하여 일시 기억한다.
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여기서, 도 7에서는 미등록어에 대하여 1부터의 순차적인 숫자가 ID로서 첨부되어 있다. 따라서, 예를 들면 지금, 특징 
벡터 버퍼(28)에 있어서, N개의 미등록어의 ID, 음운 계열, 및 특징 벡터 계열이 기억되어 있는 경우에 있어서, 매칭부
(23)가 미등록어의 음성 구간과 음운 계열을 검출하면, 미등록어 구간 처리부(27)에서는, 그 미등록어에 대하여 N+1
이 ID로서 첨부되고, 특징 벡터 버퍼(28)에서는 도 7에 점선으로 나타낸 바와 같이, 그 미등록어의 ID, 음운 계열, 및 
특징 벡터 계열이 기억된다.
    

다시 도 4로 되돌아가, 클러스터링부(29)는 특징 벡터 버퍼(28)에 새롭게 기억된 미등록어(이하, 적절히 신미등록어
라고 함)에 대하여, 특징 벡터 버퍼(28)에 이미 기억되어 있는 다른 미등록어(이하, 적절히 기기억 미등록어라고 함) 
각각에 대한 스코어를 계산한다.

    
즉, 클러스터링부(29)는 신미등록어를 입력 음성으로 하고, 또한 기기억 미등록어을 단어 사전에 등록되어 있는 단어
로 간주하여, 매칭부(23)에서의 경우와 마찬가지로 해서, 신미등록어에 대하여 각 기기억 미등록어에 대한 스코어를 
계산한다. 구체적으로는, 클러스터링부(29)는 특징 벡터 버퍼(28)를 참조함으로써, 신미등록어의 특징 벡터 계열을 인
식함과 함께, 기기억 미등록어의 음운 계열에 따라서 음향 모델을 접속하고, 그 접속된 음향 모델로부터 신미등록어의 
특징 벡터 계열이 관측되는 우도로서의 스코어를 계산한다.
    

또, 음향 모델은 음향 모델 기억부(24)에 기억되어 있는 것이 이용된다.

클러스터링부(29)는 마찬가지로 하여, 각 기기억 미등록어에 대하여 신미등록어에 대한 스코어도 계산하고, 그 스코어
에 의해서 스코어 시트 기억부(30)에 기억된 스코어 시트를 갱신한다.

또한, 클러스터링부(29)는 갱신한 스코어 시트를 참조함으로써, 이미 구해져 있는, 미등록어(기기억 미등록어)를 클러
스터링한 클러스터 중에서, 신미등록어를 새로운 멤버로서 부가하는 클러스터를 검출한다. 또한, 클러스터링부(29)는 
신미등록어를, 검출한 클러스터의 새로운 멤버로 하고, 그 클러스터를, 그 클러스터의 멤버에 기초하여 분할하고, 그 분
할 결과에 기초하여 스코어 시트 기억부(30)에 기억되어 있는 스코어 시트를 갱신한다.

스코어 시트 기억부(30)는 신미등록어에 대해서의, 기기억 미등록어에 대한 스코어나, 기기억 미등록어에 대해서의, 신
미등록어에 대한 스코어 등이 등록된 스코어 시트를 기억한다.

여기서, 도 8은 스코어 시트를 나타내고 있다.

스코어 시트는 미등록어의 「ID」, 「음운 계열」, 「클러스터 번호」, 「대표 멤버 ID」, 및 「스코어」가 기술된 엔
트리로 구성된다.

    
미등록어의 「ID」와 「음운 계열」로서는, 특징 벡터 버퍼(28)에 기억된 것과 동일한 것이 클러스터링부(29)에 의해
서 등록된다. 「클러스터 번호」는 그 엔트리의 미등록어가 멤버로 되어 있는 클러스터를 특정하기 위한 숫자로, 클러
스터링부(29)에 의해서 첨부되고, 스코어 시트에 등록된다. 「대표 멤버 ID」는 그 엔트리의 미등록어가 멤버로 되어 
있는 클러스터를 대표하는 대표 멤버로서의 미등록어의 ID이고, 이 대표 멤버 ID에 의해서 미등록어가 멤버로 되어 있
는 클러스터의 대표 멤버를 인식할 수 있다. 또, 클러스터의 대표 멤버는 클러스터링부(29)에 의해서 구해지고, 그 대
표 멤버의 ID가 스코어 시트의 대표 멤버 ID에 등록된다.
    

「스코어」는 그 엔트리의 미등록어에 대해서의, 다른 미등록어 각각에 대한 스코어이고, 상술한 바와 같이 클러스터링
부(29)에 의해서 계산된다.
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예를 들면 지금, 특징 벡터 버퍼(28)에 있어서, N개의 미등록어의 ID, 음운 계열, 및 특징 벡터 계열이 기억되어 있다
고 하면, 스코어 시트에는 그 N개의 미등록어의 ID, 음운 계열, 클러스터 번호, 대표 멤버 ID, 및 스코어가 등록되어 있
다.

그리고, 특징 벡터 버퍼(28)에, 신미등록어의 ID, 음운 계열, 및 특징 벡터 계열이 새롭게 기억되면, 클러스터링부(29)
에서는 스코어 시트가 도 8에서 점선으로 나타낸 바와 같이 갱신된다.

    
즉, 스코어 시트에는 신미등록어의 ID, 음운 계열, 클러스터 번호, 대표 멤버 ID, 신미등록어에 대해서의, 기기억 미등
록어 각각에 대한 스코어(도 8에 있어서의 스코어 s(N+1, 1), s(N+1, 2), …, s(N+1, N))가 추가된다. 또한, 스코
어 시트에는 기기억 미등록어 각각에 대해서의, 신미등록어에 대한 스코어(도 8에 있어서의 s(1, N+1), s(2, N+1), 
…, s(N, N+1))가 추가된다. 또한, 후술하는 바와 같이, 스코어 시트에 있어서의 미등록어의 클러스터 번호와 대표 멤
버 ID가 필요에 따라서 변경된다.
    

또, 도 8의 실시예에서는, ID가 i인 미등록어(의 발화)에 대해서의, ID가 j인 미등록어(의 음운 계열)에 대한 스코어를 
s(i, j)로서 나타내고 있다.

또한, 스코어 시트(도 8)에는 ID가 i인 미등록어(의 발화)에 대해서의, ID가 i인 미등록어(의 음운 계열)에 대한 스코
어 s(i, i)도 등록된다. 단지, 이 스코어 s(i, i)는 매칭부(23)에 있어서, 미등록어의 음운 계열이 검출될 때에 계산되기 
때문에, 클러스터링부(29)에서 계산할 필요는 없다.

다시 도 4로 되돌아가, 메인터넌스부(31)는 스코어 시트 기억부(30)에 있어서의, 갱신 후의 스코어 시트에 기초하여, 
사전 기억부(25)에 기억된 단어 사전을 갱신한다.

여기서, 클러스터의 대표 멤버는 다음과 같이 결정된다. 즉, 예를 들면, 클러스터의 멤버로 되어 있는 미등록어 중, 다른 
미등록어 각각에 대한 스코어의 총합(기타, 예를 들면, 총합을 다른 미등록어의 수로 제산한 평균값이라도 좋음)을 최
대로 하는 것이, 그 클러스터의 대표 멤버가 된다. 따라서, 이 경우, 클러스터에 속하는 멤버의 멤버 ID를 k로 나타내는 
것으로 하면, 다음 식으로 나타내는 값 K(∈k)를 ID로 하는 멤버가 대표 멤버로 되게 된다.

수학식 1

단지, 식(1)에 있어서, max k{}는 {} 내의 값을 최대로 하는 k를 의미한다. 또한, k'는 k와 마찬가지로 클러스터에 속
하는 멤버의 ID를 의미한다. 또한, Σ는 k'를 클러스터에 속하는 멤버 전체의 ID에 걸쳐 변화시킨 총합을 의미한다.

또, 상술한 바와 같이 대표 멤버를 결정하는 경우, 클러스터의 멤버가 하나 또는 두 개의 미등록어일 때에는, 대표 멤버
를 정함에 있어서 스코어를 계산할 필요가 없다. 즉, 클러스터의 멤버가 하나의 미등록어인 경우에는, 그 하나의 미등록
어가 대표 멤버가 되고, 클러스터의 멤버가 2개의 미등록어인 경우에는, 그 2개의 미등록어 중 어느 하나를 대표 멤버
로 하여도 좋다.

또한, 대표 멤버의 결정 방법은 상술한 것에 한정되는 것이 아니라, 그 밖에, 예를 들면 클러스터의 멤버로 되어 있는 미
등록어 중, 다른 미등록어 각각과의 특징 벡터 공간에서의 거리의 총합을 최소로 하는 것 등을, 그 클러스터의 대표 멤
버로 하는 것도 가능하다.

이상과 같이 구성되는 음성 인식부(50A)에서는, 마이크(15)에 입력된 음성을 인식하는 음성 인식 처리와 미등록어에 
관한 미등록어 처리가 행하여지게 되어 있다.
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그래서, 우선 최초로 도 9의 순서도를 참조하여 음성 인식 처리에 대하여 설명한다.

사용자가 발화를 행하면, 그 발화된 음성은 마이크(15) 및 AD 변환부(21)를 거침으로써, 디지털 음성 데이터로 되어, 
특징 추출부(22)에 공급된다. 특징 추출부(22)는 단계 S1에 있어서, 음성 데이터를 소정의 프레임 단위로 음향 분석
함으로써 특징 벡터를 추출하고, 그 특징 벡터의 계열을 매칭부(23) 및 미등록어 구간 처리부(27)에 공급한다.

매칭부(23)는 단계 S2에 있어서, 특징 추출부(23)로부터의 특징 벡터 계열에 대하여 상술한 바와 같이 스코어 계산을 
행하고, 단계 S3으로 진행한다. 단계 S3에서는, 매칭부(23)는 스코어 계산의 결과 얻어지는 스코어에 기초하여, 음성 
인식 결과로 되는 단어 열의 표제를 구하여 출력한다.

또한, 매칭부(23)는 단계 S4로 진행하고, 사용자의 음성에 미등록어가 포함되어 있는지 여부를 판정한다.

단계 S4에 있어서, 사용자의 음성에 미등록어가 포함되어 있지 않다고 판정된 경우, 즉, 상술한 미등록어용 규칙 「$p
at1=$color1 $garbage $color2;」가 적용되지 않고서, 음성 인식 결과가 얻어진 경우, 단계 S5를 스킵하여 처리를 
종료한다.

    
또한, 단계 S4에 있어서, 사용자의 음성에 미등록어가 포함되어 있다고 판정된 경우, 즉, 미등록어용 규칙 「$pat1=$
color1 $garbage $ color2;」가 적용되고, 음성 인식 결과가 얻어진 경우, 단계 S5로 진행하여, 매칭부(23)는 미등록
어용 규칙의 변수 $garbage에 대응하는 음성 구간을 미등록어의 음성 구간으로서 검출함과 함께, 그 변수 $garbage가 
나타내는 가비지 모델에 있어서의 음운 천이로서의 음운 계열을 미등록어의 음운 계열로서 검출하고, 그 미등록어의 음
성 구간과 음운 계열을 미등록어 구간 처리부(27)에 공급하여, 처리를 종료한다. 한편, 미등록어 구간 처리부(27)는, 
특징 추출부(22)로부터 공급되는 특징 벡터 계열을 일시 기억하고 있다가, 매칭부(23)로부터 미등록어의 음성 구간과 
음운 계열이 공급되면, 그 음성 구간에서의 음성의 특징 벡터 계열을 검출한다. 또한, 미등록어 구간 처리부(27)는 매
칭부(23)로부터의 미등록어(의 음운 계열)에 ID를 부가하고, 미등록어의 음운 계열과 그 음성 구간에서의 특징 벡터 
계열과 함께 특징 벡터 버퍼(28)에 공급한다.
    

이상과 같이 하여, 특징 벡터 버퍼(28)에 새로운 미등록어(신미등록어)의 ID, 음운 계열, 및 특징 벡터 계열이 기억되
면, 미등록어 처리가 행하여진다.

즉, 도 10은 미등록어 처리를 설명하는 순서도를 나타내고 있다.

미등록어 처리에서는 우선 최초로, 단계 S11에 있어서, 클러스터링부(29)가 특징 벡터 버퍼(28)로부터 신미등록어의 
ID와 음운 계열을 판독하고, 단계 S12로 진행한다.

단계 S12에서는, 클러스터링부(29)가 스코어 시트 기억부(30)의 스코어 시트를 참조함으로써, 이미 구해져 있는(생
성되어 있는) 클러스터가 존재하는지 여부를 판정한다.

단계 S12에 있어서, 이미 구해져 있는 클러스터가 존재하지 않는다고 판정된 경우, 즉 신미등록어가 처음 미등록어이고, 
스코어 시트에 기기억 미등록어의 엔트리가 존재하지 않는 경우, 단계 S13으로 진행하여, 클러스터링부(29)는, 그 신
미등록어를 대표 멤버로 하는 클러스터를 새롭게 생성하고, 그 새로운 클러스터에 관한 정보와 신미등록어에 관한 정보
를 스코어 시트 기억부(30)의 스코어 시트에 등록함으로써, 스코어 시트를 갱신한다.

즉, 클러스터링부(29)는 특징 벡터 버퍼(28)로부터 판독한 신미등록어의 ID 및 음운 계열을 스코어 시트(도 8)에 등
록한다. 또한, 클러스터링부(29)는 고유한 클러스터 번호를 생성하여, 신미등록어의 클러스터 번호로서 스코어 시트에 
등록한다. 또한, 클러스터링부(29)는 신미등록어의 ID를 그 신미등록어의 대표 멤버 ID로서 스코어 시트에 등록한다. 
따라서, 이 경우에는 신미등록어는 새로운 클러스터의 대표 멤버가 된다.

또, 지금의 경우, 신미등록어와의 스코어를 계산하는 기기억 미등록어가 존재하지 않기 때문에, 스코어의 계산은 행해
지지 않는다.
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단계 S13의 처리 후에는, 단계 S22로 진행하고, 메인터넌스부(31)는 단계 S13에서 갱신된 스코어 시트에 기초하여 
사전 기억부(25)의 단어 사전을 갱신하고, 처리를 종료한다.

즉, 지금의 경우, 새로운 클러스터가 생성되어 있으므로, 메인터넌스부(31)는 스코어 시트에서의 클러스터 번호를 참조
하여, 그 새롭게 생성된 클러스터를 인식한다. 그리고, 메인터넌스부(31)는 그 클러스터에 대응하는 엔트리를 사전 기
억부(25)의 단어 사전에 추가하고, 그 엔트리의 음운 계열로서, 새로운 클러스터의 대표 멤버의 음운 계열, 즉 지금의 
경우에는 신미등록어의 음운 계열을 등록한다.

한편, 단계 S12에 있어서, 이미 구해져 있는 클러스터가 존재한다고 판정된 경우, 즉 신미등록어가 처음의 미등록어가 
아니고, 따라서, 스코어 시트(도 8)에 기기억 미등록어의 엔트리(행)가 존재하는 경우, 단계 S14로 진행하여, 클러스
터링부(29)는, 신미등록어에 대하여 각 기기억 미등록어 각각에 대한 스코어를 계산함과 함께, 각 기기억 미등록어 각
각에 대하여 신미등록어에 대한 스코어를 계산한다.

    
즉, 예를 들면, 지금 ID가 1 내지 N의 N개의 기기억 미등록어가 존재하고, 신미등록어의 ID를 N+1로 하면, 클러스터
링부(29)에서는 도 8에서 점선으로 나타낸 부분의 신미등록어에 대해서의 N개의 기기억 미등록어 각각에 대한 스코어 
s(N+1, 1), s(N+1, 2), …, s(N+1, N)와, N개의 기기억 미등록어 각각에 대해서의 신미등록어에 대한 스코어 s(1, 
N+1), s(2, N+1), …, s(N, N+1)가 계산된다. 또, 클러스터링부(29)에 있어서, 이들 스코어를 계산함에 있어서는, 
신미등록어와 N개의 기기억 미등록어 각각의 특징 벡터 계열이 필요하게 되지만, 이들 특징 벡터 계열은 특징 벡터 버
퍼(28)를 참조함으로써 인식된다.
    

그리고, 클러스터링부(29)는 계산한 스코어를 신미등록어의 ID 및 음운 계열과 함께, 스코어 시트(도 8)에 추가하여, 
단계 S15로 진행한다.

    
단계 S15에서는, 클러스터링부(29)는 스코어 시트(도 8)를 참조함으로써, 신미등록어에 대한 스코어 s(N+1, i)(i=
1, 2, …, N)를 가장 높게 하는 대표 멤버를 갖는 클러스터를 검출한다. 즉, 클러스터링부(29)는 스코어 시트의 대표 
멤버 ID를 참조함으로써, 대표 멤버로 되어 있는 기기억 미등록어를 인식하고, 또한 스코어 시트의 스코어를 참조함으
로써, 신미등록어에 대한 스코어를 가장 높게 하는 대표 멤버로서의 기기억 미등록어를 검출한다. 그리고, 클러스터링
부(29)는 그 검출한 대표 멤버로서의 기기억 미등록어의 클러스터 번호의 클러스터를 검출한다.
    

그 후, 단계 S16으로 진행하여, 클러스터링부(29)는 신미등록어를 단계 S15에서 검출한 클러스터(이하, 적절히 검출 
클러스터라고 함)의 멤버에 부가한다. 즉, 클러스터링부(29)는 스코어 시트에 있어서의 신미등록어의 클러스터 번호로
서, 검출 클러스터의 대표 멤버의 클러스터 번호를 기입한다.

    
그리고, 클러스터링부(29)는 단계 S17에서 검출 클러스터를, 예를 들면 2개의 클러스터로 분할하는 클러스터 분할 처
리를 행하고, 단계 S18로 진행한다. 단계 S18에서는, 클러스터링부(29)는 단계 S17의 클러스터 분할 처리에 의해서, 
검출 클러스터를 2개의 클러스터로 분할 가능한지 여부를 판정하여, 분할 가능하였다고 판정한 경우, 단계 S19로 진행
한다. 단계 S19에서는, 클러스터링부(29)는 검출 클러스터의 분할에 의해 얻어지는 2개의 클러스터(이 2개의 클러스
터를, 이하 적절히 제1 자 클러스터와 제2 자 클러스터라고 함)끼리 사이의 클러스터간 클러스터 거리를 구한다.
    

여기서, 제1과 제2 자 클러스터끼리 사이의 클러스터간 거리란, 예를 들면 다음과 같이 정의된다.

즉, 제1 자 클러스터와 제2 자 클러스터의 양방의 임의의 멤버(미등록어)의 ID를 k로 나타냄과 함께, 제1과 제2 자 클
러스터의 대표 멤버(미등록어)의 ID를 각각 k1 또는 k2로 나타내는 것으로 하면, 다음 식으로 표시되는 값 D(k1, k2)
를, 제1과 제2 자 클러스터끼리 사이의 클러스터간 거리로 한다.
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수학식 2

단지, 식(2)에 있어서, abs()는 () 내의 값의 절대값을 나타낸다. 또한, maxval k{}는 k를 변경하여 구해지는 {} 내의 
값의 최대치를 나타낸다. 또한, log는 자연 대수 또는 상용 대수를 나타낸다.

지금, ID가 i인 멤버를 멤버 #i로 나타내는 것으로 하면, 식(2)에서의 스코어의 역수 1/s(k, k1)은 멤버 #k와 대표 멤
버 k1의 거리에 상당하고, 스코어의 역수 1/s(k, k2)은 멤버 #k와 대표 멤버 k2의 거리에 상당한다. 따라서, 식(2)에 
따르면, 제1과 제2 자 클러스터의 멤버 중, 제1 자 클러스터의 대표 멤버 #k1과의 거리와, 제2 자 클러스터의 대표 멤
버 #k2의 거리와의 차의 최대치가, 제1과 제2 자 클러스터끼리 사이의 자 클러스터간 거리로 되게 된다.

또, 클러스터간 거리는 상술한 것에 한정되는 것이 아니고, 그 밖에, 예를 들면 제1 자 클러스터의 대표 멤버와 제2 자 
클러스터의 대표 멤버의 DP 매칭을 행함으로써, 특징 벡터 공간에서의 거리의 적산치를 구하고, 그 거리의 적산치를 클
러스터간 거리로 하는 것도 가능하다.

단계 S19의 처리 후에는 단계 S20으로 진행하여, 클러스터링부(29)는 제1과 제2 자 클러스터끼리의 클러스터간 거리
가, 소정의 임계값 ε보다 큰지(혹은 임계값 ε 이상인지) 여부를 판정한다.

단계 S20에 있어서, 클러스터간 거리가 소정의 임계값 ε보다 크다고 판정된 경우, 즉 검출 클러스터의 멤버로서의 복
수의 미등록어가, 그 음향적 특징으로 보아, 2개의 클러스터로 클러스터링하여야 할 것이라고 생각되는 경우, 단계 S2
1로 진행하고, 클러스터링부(29)는 제1과 제2 자 클러스터를 스코어 시트 기억부(30)의 스코어 시트에 등록한다.

즉, 클러스터링부(29)는 제1과 제2 자 클러스터에 고유한 클러스터 번호를 할당하고, 검출 클러스터의 멤버 중, 제1 
자 클러스터로 클러스터링된 것의 클러스터 번호를, 제1 자 클러스터의 클러스터 번호로 함과 함께, 제2 자 클러스터로 
클러스터링된 것의 클러스터 번호를, 제2 자 클러스터의 클러스터 번호로 하도록 스코어 시트를 갱신한다.

또한, 클러스터링부(29)는 제1 자 클러스터로 클러스터링된 멤버의 대표 멤버 ID를, 제1 자 클러스터의 대표 멤버의 
ID로 함과 함께, 제2 자 클러스터로 클러스터링된 멤버의 대표 멤버 ID를, 제2 자 클러스터의 대표 멤버의 ID로 하도록 
스코어 시트를 갱신한다.

또, 제1과 제2 자 클러스터 중 어느 한쪽에는 검출 클러스터의 클러스터 번호를 할당하도록 하는 것이 가능하다.

클러스터링부(29)가, 이상과 같이 하여, 제1과 제2 자 클러스터를 스코어 시트에 등록하면, 단계 S21 내지 S22로 진
행하고, 메인터넌스부(31)가, 스코어 시트에 기초하여 사전 기억부(25)의 단어 사전을 갱신하고, 처리를 종료한다.

    
즉, 지금의 경우, 검출 클러스터가 제1과 제2 자 클러스터로 분할되었기 때문에, 메인터넌스부(31)는 우선, 단어 사전
에서의, 검출 클러스터에 대응하는 엔트리를 삭제한다. 또한, 메인터넌스부(31)는 제1과 제2 자 클러스터 각각에 대응
하는 2개의 엔트리를 단어 사전에 추가하고, 제1 자 클러스터에 대응하는 엔트리의 음운 계열로서, 그 제1 자 클러스터
의 대표 멤버의 음운 계열을 등록함과 함께, 제2 자 클러스터에 대응하는 엔트리의 음운 계열로서 그 제2 자 클러스터
의 대표 멤버의 음운 계열을 등록한다.
    

    
한편, 단계 S18에 있어서, 단계 S17의 클러스터 분할 처리에 의해서 검출 클러스터를 2개의 클러스터로 분할할 수 없
었다고 판정된 경우, 혹은, 단계 S20에 있어서, 제1과 제2 자 클러스터의 클러스터간 거리가 소정의 임계값 ε보다 크
지 않다고 판정된 경우(따라서, 검출 클러스터의 멤버로서의 복수의 미등록어의 음향적 특징이, 제1과 제2의 2개의 자 
클러스터로 클러스터링할 정도로 닮지 않은 것이 아닌 경우), 단계 S23으로 진행하여, 클러스터링부(29)는 검출 클러
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스터가 새로운 대표 멤버를 구하고, 스코어 시트를 갱신한다.
    

    
즉, 클러스터링부(29)는 신미등록어를 멤버로서 부가한 검출 클러스터의 각 멤버에 대하여 스코어 시트 기억부(30)의 
스코어 시트를 참조함으로써, 식 (1)의 계산에 필요한 스코어 s(k', k)를 인식한다. 또한, 클러스터링부(29)는 그 인식
한 스코어 s(k', k)를 이용하여, 식 (1)에 기초하여 검출 클러스터의 새로운 대표 멤버로 되는 멤버의 ID를 구한다. 그
리고, 클러스터링부(29)는 스코어 시트(도 8)에 있어서의, 검출 클러스터의 각 멤버의 대표 멤버 ID를 검출 클러스터
의 새로운 대표 멤버의 ID에 재기입한다.
    

그 후, 단계 S22로 진행하여, 메인터넌스부(31)가 스코어 시트에 기초하여 사전 기억부(25)의 단어 사전을 갱신하고, 
처리를 종료한다.

즉, 지금의 경우, 메인터넌스부(31)는 스코어 시트를 참조함으로써, 검출 클러스터의 새로운 대표 멤버를 인식하고, 또
한 그 대표 멤버의 음운 계열을 인식한다. 그리고, 메인터넌스부(31)는 단어 사전에서의, 검출 클러스터에 대응하는 엔
트리의 음운 계열을 검출 클러스터의 새로운 대표 멤버의 음운 계열로 변경한다.

다음에, 도 11의 순서도를 참조하여, 도 10의 단계 S17의 클러스터 분할 처리의 상세에 대하여 설명한다.

클러스터 분할 처리에서는 우선 최초로, 단계 S31에서, 클러스터링부(29)가 신미등록어의 멤버로서 부가된 검출 클러
스터로부터, 아직 선택하지 않은 임의의 2개의 멤버의 조합을 선택하고, 각각을 임시 대표 멤버로 한다. 여기서, 이 2개
의 임시 대표 멤버를, 이하 적절히 제1 가대표 멤버와 제2 가대표 멤버라고 한다.

그리고, 단계 S32로 진행하여, 클러스터링부(29)는 제1 가대표 멤버와 제2 가대표 멤버를 각각 대표 멤버로 할 수 있
도록, 검출 클러스터의 멤버를 2개의 클러스터로 분할할 수 있는지 여부를 판정한다.

여기서, 제1 또는 제2 가대표 멤버를 대표 멤버로 할 수 있는지 여부는, 식(1)의 계산을 행할 필요가 있지만, 이 계산에 
이용되는 스코어 s(k', k)는 스코어 시트를 참조함으로써 인식된다.

단계 S32에 있어서, 제1 가대표 멤버와 제2 가대표 멤버를 각각 대표 멤버로 할 수 있도록, 검출 클러스터의 멤버를 2
개의 클러스터로 분할할 수 없다고 판정된 경우, 단계 S33을 스킵하여 단계 S34로 진행한다.

    
또한, 단계 S32에 있어서, 제1 가대표 멤버와 제2 가대표 멤버를 각각 대표 멤버로 할 수 있도록, 검출 클러스터의 멤
버를 2개의 클러스터로 분할할 수 있다고 판정된 경우, 단계 S33으로 진행하고, 클러스터링부(29)는 제1 가대표 멤버
와 제2 가대표 멤버가 각각 대표 멤버로 되도록, 검출 클러스터의 멤버를 2개의 클러스터로 분할하고, 그 분할 후의 2
개의 클러스터의 조를 검출 클러스터의 분할 결과가 되는 제1 및 제2 자 클러스터의 후보(이하, 적절히 후보 클러스터
의 조라고 함)로 하고, 단계 S34로 진행한다.
    

단계 S34에서는, 클러스터링부(29)는 검출 클러스터의 멤버 중에서 아직 제1과 제2 가대표 멤버의 조로서 선택하지 
않은 2개의 멤버의 조(조합)가 있는지 여부를 판정하고, 있다고 판정한 경우, 단계 S31로 되돌아가, 아직 제1과 제2 
가대표 멤버의 조로서 선택하지 않은, 검출 클러스터의 2개의 멤버의 조가 선택되고, 이하 마찬가지의 처리가 반복된다.

또한, 단계 S34에 있어서, 제1과 제2 가대표 멤버의 조로서 선택하지 않은, 검출 클러스터의 2개의 멤버의 조가 없다고 
판정된 경우, 단계 S35로 진행하여, 클러스터링부(29)는 후보 클러스터의 조가 존재하는지 여부를 판정한다.

단계 S35에 있어서, 후보 클러스터의 조가 존재하지 않는다고 판정된 경우, 단계 S36을 스킵하여 리턴한다. 이 경우에
는 도 10의 단계 S18에 있어서, 검출 클러스터를 분할할 수 없었다고 판정된다.
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한편, 단계 S35에 있어서, 후보 클러스터의 조가 존재한다고 판정된 경우, 단계 S36으로 진행하여, 클러스터링부(29)
는 후보 클러스터의 조가 복수 존재할 때에는, 각 후보 클러스터의 조의 2개의 클러스터끼리 사이의 클러스터간 거리를 
구한다. 그리고, 클러스터링부(29)는 클러스터간 거리가 최소인 후보 클러스터의 조를 구하고, 그 후보 클러스터의 조
를 검출 클러스터의 분할 결과로서, 즉 제1과 제2 자 클러스터로서 리턴한다. 또, 후보 클러스터의 조가 하나뿐인 경우
에는, 그 후보 클러스터의 조가 그대로 제1과 제2 자 클러스터가 된다.
    

이 경우에는, 도 10의 단계 S18에서 검출 클러스터를 분할할 수 있었다고 판정된다.

이상과 같이, 클러스터링부(29)에 있어서, 이미 구해져 있는, 미등록어를 클러스터링한 클러스터 중에서 신미등록어를 
새로운 멤버로서 부가하는 클러스터(검출 클러스터)를 검출하고, 신미등록어를 그 검출 클러스터의 새로운 멤버로 하
여, 검출 클러스터를 그 검출 클러스터의 멤버에 기초하여 분할하도록 하였기 때문에, 미등록어를 그 음향적 특징이 근
사하고 있는 것끼리 용이하게 클러스터링할 수 있다.

또한, 메인터넌스부(31)에 있어서, 그와 같은 클러스터링 결과에 기초하여 단어 사전을 갱신하도록 하였기 때문에, 단
어 사전의 대규모화를 피하면서, 미등록어의 단어 사전에의 등록을 용이하게 행할 수 있다.

    
또한, 예를 들면, 가령 매칭부(23)에 있어서, 미등록어의 음성 구간의 검출을 잘못하였다고 해도, 그와 같은 미등록어
는 검출 클러스터의 분할에 의해서 음성 구간이 정확하게 검출된 미등록어와는 다른 클러스터로 클러스터링된다. 그리
고, 이러한 클러스터에 대응하는 엔트리가 단어 사전에 등록되게 되지만, 이 엔트리의 음운 계열은 정확하게 검출되지 
않은 음성 구간에 대응하는 것으로 되기 때문에, 그 후의 음성 인식에서 큰 스코어를 제공하는 일은 없다. 따라서, 가령 
미등록어 음성 구간의 검출을 잘못하였다고 해도, 그 오류는 그 후의 음성 인식에는 거의 영향을 미치지 않는다.
    

여기서, 도 12는 미등록어의 발화를 행하여 얻어진 클러스터링의 시뮬레이션 결과를 나타내고 있다. 또, 도 12에서는 
각 엔트리(각 행)가 하나의 클러스터를 나타내고 있다. 또, 도 12의 좌측란은 각 클러스터의 대표 멤버(미등록어)의 음
운 계열을 나타내고 있고, 도 12의 우측란은 각 클러스터의 멤버로 되어 있는 미등록어의 발화 내용과 수를 나타내고 
있다.

즉, 도 12에 있어서, 예를 들면, 제1 행의 엔트리는 미등록어 「목욕」의 하나의 발화만이 멤버로 되어 있는 클러스터
를 나타내고 있고, 그 대표 멤버의 음운 계열은 「doroa:」(도로아)로 되어 있다. 또한, 예를 들면, 제2 행의 엔트리는 
미등록어 「목욕」의 3개의 발화가 멤버로 되어 있는 클러스터를 나타내고 있고, 그 대표 멤버의 음운 계열은 「kuro
」(쿠로)로 되어 있다.

또한, 예를 들면, 제7 행의 엔트리는 미등록어 「책」의 4개의 발화가 멤버로 되어 있는 클러스터를 나타내고 있고, 그 
대표 멤버의 음운 계열은 「NhoNde:su」(혼데스)로 되어 있다. 또한, 예를 들면, 제8 행의 엔트리는 미등록어 「오렌
지」의 하나의 발화와, 미등록어 「책」의 19의 발화가 멤버로 되어 있는 클러스터를 나타내고 있으며, 그 대표 멤버의 
음운 계열은 「ohoN」(오홍)으로 되어 있다. 다른 엔트리도 마찬가지의 것을 나타내고 있다.

도 12에 따르면, 동일한 미등록어의 발화에 대하여 양호하게 클러스터링되어 있음을 알 수 있다.

    
또, 도 12의 제8 행의 엔트리에서는, 미등록어 「오렌지」의 하나의 발화와, 미등록어 「책」의 19의 발화가 동일한 클
러스터로 클러스터링되어 있다. 이 클러스터는 그 멤버로 되어 있는 발화로부터, 미등록어 「책」의 클러스터가 되야 
된다고 생각되지만, 미등록어 「오렌지」의 발화도 그 클러스터의 멤버로 되어 있다. 그러나, 이 클러스터도, 그 후에 
미등록어 「책」의 발화가 더 입력되어 가면, 클러스터 분할되어, 미등록어 「책」의 발화만을 멤버로 하는 클러스터와, 
미등록어 「오렌지」의 발화만을 멤버로 하는 클러스터로 클러스터링된다고 생각된다.
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이상, 본 발명을 오락용의 로봇(의사 애완용으로서의 로봇)에 적용한 경우에 대해 설명하였지만, 본 발명은 이것에 한
하지 않고, 예를 들면, 음성 인식 장치를 탑재한 음성 대화 시스템 외에 널리 적용하는 것이 가능하다. 또한, 본 발명은 
현실 세계의 로봇뿐만 아니라, 예를 들면 액정 디스플레이 등의 표시 장치에 표시되는 가상적인 로봇에도 적용 가능하
다.

또, 제1 실시예에서는 상술한 일련의 처리를 CPU(10A)에 프로그램을 실행시킴으로써 행하도록 하였지만, 일련의 처
리는 그 전용의 하드웨어에 의해서 행하는 것도 가능하다.

여기서, 프로그램은 미리 메모리(10B)(도 2)에 기억시켜 두는 외에, 플렉시블 디스크, CD-ROM(Compact Disc Re
ad Only Memory), MO(Magneto optical) 디스크, DVD(Digital Versatile Disc), 자기 디스크, 반도체 메모리 등의 
리무버블 기록 매체에, 일시적 혹은 영속적으로 저장(기록)해 둘 수 있다. 그리고, 이러한 리무버블 기록 매체를 소위 
패키지 소프트웨어로서 제공하여, 로봇(메모리(10B))에 인스톨하도록 할 수 있다.

또한, 프로그램은 다운로드 사이트로부터 디지털 위성 방송용의 인공위성을 통해 무선으로 전송하거나, LAN(Local A
rea Network), 인터넷이라고 하는 네트워크를 통해 유선으로 전송하여, 메모리(10B)에 인스톨할 수 있다.

이 경우, 프로그램이 버전업되었을 때 등에, 그 버전업된 프로그램을 메모리(10B)에 용이하게 인스톨할 수 있다.

또, 상술한 예에 있어서, CPU(10A)에 각종 처리를 행하게 하기 위한 프로그램을 기술하는 처리 단계는, 반드시 순서
도로서 기재된 순서에 따라서 시계열로 처리할 필요는 없으며, 병렬적 혹은 개별로 실행되는 처리(예를 들면, 병렬 처
리 혹은 오브젝트에 의한 처리)도 포함하는 것이다.

또한, 프로그램은 하나의 CPU에 의해 처리되는 것이더라도 좋고, 복수의 CPU에 의해서 분산 처리되는 것이더라도 좋
다.

또한, 도 4의 음성 인식부(50A)도 전용 하드웨어에 의해 실현할 수도 있고, 소프트웨어에 의해 실현할 수도 있다. 음성 
인식부(50A)를 소프트웨어에 의해서 실현하는 경우에는, 그 소프트웨어를 구성하는 프로그램이 범용의 컴퓨터 등에 
인스톨된다.

그래서, 도 13은 음성 인식부(50A)를 실현하기 위한 프로그램이 인스톨되는 컴퓨터의 일 실시예의 구성예를 나타내고 
있다.

즉, 도 13에는 본 발명이 적용되는 다른 예의 음성 인식 장치(91)가 도시되어 있다.

도 13에 도시된 바와 같이, 프로그램은 컴퓨터에 내장되어 있는 기록 매체로서의 하드디스크(105)나 ROM(103)에 미
리 기록해 둘 수 있다.

혹은 또한, 프로그램은 플렉시블 디스크, CD-ROM, MO 디스크, DVD, 자기 디스크, 반도체 메모리 등의 리무버블 기
록 매체(111)에 일시적 혹은 영속적으로 저장(기록)해 둘 수 있다. 이러한 리무버블 기록 매체(111)는 소위 패키지 
소프트웨어로서 제공할 수 있다.

또, 프로그램은 상술한 바와 같은 리무버블 기록 매체(111)로부터 컴퓨터에 인스톨하는 것 외에, 다운로드 사이트로부
터, 디지털 위성 방송용의 인공위성을 통해 컴퓨터에 무선으로 전송하거나, LAN, 인터넷이라고 하는 네트워크를 통해 
컴퓨터에 유선으로 전송하고, 컴퓨터에서는, 그와 같이 하여 전송되어 오는 프로그램을 통신부(108)에서 수신하여, 내
장하는 하드디스크(105)에 인스톨할 수 있다.

    
음성 인식 장치(91)는 CPU(Central Processing Unit)(102)를 내장하고 있다. CPU(102)에는 버스(101)를 통해 
입출력 인터페이스(110)가 접속되어 있고, CPU(102)는 입출력 인터페이스(110)를 통해 사용자에 의해서, 키보드나, 
마우스, 마이크, AD 변환기 등으로 구성되는 입력부(107)가 조작 등 됨으로써 지령이 입력되면, 그것에 따라서, ROM
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(Read Only Memory)(103)에 저장되어 있는 프로그램을 실행한다. 혹은 또한, CPU(102)는 하드디스크(105)에 저
장되어 있는 프로그램, 위성 혹은 네트워크로부터 전송되고, 통신부(108)에서 수신되어 하드디스크(105)에 인스톨된 
프로그램, 또는 드라이브(109)에 장착된 리무버블 기록 매체(111)로부터 판독되어 하드 디스크(105)에 인스톨된 프
로그램을 RAM(Random Access Memory)(104)에 로드하여 실행한다. 이에 의해, CPU(102)는 상술한 순서도에 따
른 처리, 혹은 상술한 블록도의 구성에 의해 행해지는 처리를 행한다. 그리고, CPU(102)는 그 처리 결과를 필요에 따
라서, 예를 들면, 입출력 인터페이스(110)를 통해, LCD(Liquid Crystal Display) 등의 디스플레이나, 스피커, DA(D
igital Analog) 변환기 등으로 구성되는 출력부(106)로부터 출력, 혹은 통신부(108)로부터 송신, 나아가서는 하드디
스크(105)에 기록 등을 시킨다.
    

도 14는 음성 인식 장치(91)의 소프트웨어 프로그램의 구성예를 나타내고 있다. 이 소프트웨어 프로그램은 복수의 모
듈에 의해 구성된다. 각 모듈은 하나의 독립한 알고리즘을 갖고, 또한 그 알고리즘에 따라서 고유의 동작을 실행한다. 
즉, 각 모듈은 RAM(13)에 기억되고, CPU(11)에 의해 적절하게 판독되어 실행된다.

    
도 14에 도시되는 각 모듈은 도 4에 도시되는 각 블록에 대응한다. 즉, 음향 모델 버퍼(133)는 음향 모델 기억부(24)
에, 사전 버퍼(134)는 사전 기억부(25)에, 문법 버퍼(135)는 문법 기억부(26)에, 특징 추출 모듈(131)은 특징 추출
부(22)에, 매칭 모듈(132)은 매칭부(23)에, 미등록어 구간 처리 모듈(136)은 미등록 구간 처리부(27)에, 특징 벡터 
버퍼(137)는 특징 벡터 버퍼(28)에, 클러스터링 모듈(138)은 클러스터링부(29)에, 스코어 시트 버퍼(139)는 스코
어 시트 기억부(30)에, 메인터넌스 모듈(140)은 메인터넌스부(31)에, 각각 대응한다.
    

단, 이 예에서는 도 13의 입력부(107)에 있어서, 마이크로폰에 의해 입력되는 아날로그의 음성 신호가 AD 변환부에 
의해 샘플링되어 양자화되고, 디지털의 음성 데이터로 A/D 변환(Analog/Digital 변환)되어, 특징 추출 모듈(131)에 
공급되는 것으로 한다.

또한, 이 예에서는, 특징 벡터 버퍼(137)에는 예를 들면 도 15에 도시된 바와 같이, 미등록어 구간 처리 모듈(136)로
부터 공급되는 미등록어의 ID, 음운 계열, 특징 벡터 계열, 및 기록 시각이 대응되어 기억된다. 환언하면, 특징 벡터 버
퍼(137)에는 복수의 미등록어의 엔트리(행)에 의해 구성되는 데이터군이 기억되어 있다.

    
도 15의 예에서는 미등록어에 대하여 1부터의 순차적인 숫자가 ID로서 첨부되어 있다. 따라서, 예를 들면, 지금 특징 
벡터 버퍼(137)에 있어서, N개의 미등록어의 ID, 음운 계열, 특징 벡터 계열, 및 기록 시각이 기억되어 있는 것으로 하
면, 매칭 모듈(132)이 미등록어의 음성 구간과 음운 계열을 새롭게 검출하면, 미등록어 구간 처리 모듈(136)에서는 그 
미등록어에 대하여 +1이 ID로서 첨부되고, 특징 벡터 버퍼(137)에서는 도 15에 점선으로 나타낸 바와 같이, 그 미등
록어의 ID (N+1), 음운 계열, 특징 벡터 계열, 및 기록 시각이 기억된다.
    

여기서, 도 15의 각 엔트리는 도 7에 도시한 엔트리에 기록 시각을 추가한 것으로 되어 있다. 이 기록 시각은 엔트리가 
특징 벡터 버퍼(137)에 기억(기록)된 시각을 나타내는데, 그 사용 방법에 대해서는 후술한다.

또, 후술하는 바와 같이, 클러스터링 모듈(138)은 새로운 미등록어를 클러스터링하는 경우, 특징 벡터 버퍼(137)에 기
억되어 있는 「특징 벡터」를 참조하는데, 미등록어가 클러스터링되는 경우에 참조되는 이러한 「음성 정보」를, 이하 
「발화 정보」라고 칭한다.

즉, 「발화 정보」는 「특징 벡터」에만 한정되는 것이 아니라, 예를 들면, 특징 추출 모듈(131)에 공급되는 음성 데이
터 등의 「PCM(Pulse Code Modulation) 신호」라도 좋다. 이 경우, 특징 벡터 버퍼(137)에는 「특징 벡터 계열」 
대신에, 이 「PCM 신호」가 기억된다.
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이와 같이, 음성 인식 장치(91)에는 상술한 각 모듈이 마련되어 있기 때문에, 음성 인식 장치(91)는 도 4의 음성 인식
부(50A)와 마찬가지의 동작을 실행할 수 있다. 또, 이들 각 모듈의 설명, 및 음성 인식부(50A)에 대응하는 동작의 설
명은 생략한다.

그런데, 음성 인식부(50A)는 지금 클러스터링한 미등록어의 음성 파형(예를 들면, 디지털의 음성 데이터 등) 또는 특
징 벡터(예를 들면, 디지털의 음성 데이터에 대하여 MFCC(Mel Frequency Cepstrum Coefficient) 분석이 실시된 
경우에 얻어지는 MFCC 등)를, 금후 새롭게 입력되는 미등록어를 클러스터링하기 위한 발화 정보로서, 소정의 기억 영
역 또는 메모리로서의 특징 벡터 버퍼(28)에 기억할 필요가 있다.

즉, 음성 인식부(50A)는 상술한 처리 중, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 미등록어를 새로운 
멤버로서 부가하는 클러스터를 검출하는 처리를 실행하는 경우, 특징 벡터 버퍼(28)로서 기능하는 기억 영역 또는 메
모리에 기억되어 있는 과거의 발화 정보를 참조한다.

이와 같이, 음성 인식부(50A)는 미등록어에 대응하는 발화 정보를 전부 기억해 가기 위해서, 미등록어의 입력량 또는 
입력 횟수가 증가하면(많은 미등록어를 획득하면), 기억 영역 또는 메모리를 크게 소비하게 된다.

그래서, 도 14의 실시예에서는, 소정의 조건이 충족되는 경우, 특징 벡터 버퍼(137)에 기억되어 있는 발화 정보 중 소
정의 것과, 그것에 관련된 각종 데이터를 소거하는 특징 벡터 소거 모듈(141)이 더 마련되어 있다.

    
구체적으로는, 예를 들면, 특징 벡터 소거 모듈(141)은 스코어 시트 버퍼(139)에 도 8과 마찬가지의 스코어 시트가 기
억되어 있는 경우, 그 스코어 시트를 참조하여, 소정의 클러스터에 속하는 멤버의 수가 소정의 제1 수를 넘었다고 판정
한 경우, 특징 벡터 버퍼(137)에 기억되어 있는 데이터 중에서, 그 소정의 클러스터에 속하는 멤버 중의 제2 수의 멤버
의 발화 정보와, 그것에 관련된 각종 데이터를 소거한다. 여기서, 멤버에 관련한 각종 데이터에는 그 멤버의 ID나 음운 
계열 등 외에, 그 멤버에 관한 스코어 시트 상의 데이터 등도 포함된다.
    

이에 의해, 특징 벡터 소거 모듈(141)은, 클러스터의 크기가 어떤 일정 이상의 크기로 되는 것을 방지할 수 있기 때문
에, 메모리(RAM(103) 등)의 소비를 억제시킬 수 있을 뿐만 아니라, 음성 인식 장치(91)의 동작 속도의 지연을 방지
하는 것, 즉 그 퍼포먼스가 나빠지는 것을 방 할 수 있다.

또, 상술의 제1과 제2 수에 대해서는, 예를 들면 제1 수가 제2 수 이상인 관계가 있는 것으로 한다. 또한, 소거하는 제
2 수의 멤버는, 예를 들면 도 15에 도시한 기록 시각이 오래된 순으로 선택하는 것이 가능하다.

또한, 특징 벡터 소거 모듈(141)은, 예를 들면 미참조 시간 연산 모듈(142)로부터 공급되어 오는 소정의 클러스터의 
미참조 시간이, 소정 시간을 넘었다고 판정한 경우, 특징 벡터 버퍼(137)에 기억되어 있는 데이터 중에서, 그 소정의 
클러스터에 속하는 멤버의 발화 정보와, 그것에 관련된 각종 데이터를 소거한다.

즉, 미참조 시간 연산 모듈(142)은 예를 들면, 소정의 클러스터에 속하는 각 멤버의 발화 정보가 특징 벡터 버퍼(137)
에 기억된 각 시각(도 15에서의 기록 시각) 중 최신의 시각(소정의 클러스터에 마지막으로 클러스터링된 미등록어에 
대한 엔트리가 특징 벡터 버퍼(137)에 기억된 시각)을, 그 소정의 클러스터의 최종 참조 시각으로 하여, 특징 벡터 버
퍼(137)로부터 취득한다.

또한, 미참조 시간 연산 모듈(142)은 현재의 시각으로부터, 취득한 최종 참조 시각을 감산하고, 소정의 클러스터가 참
조되어 있지 않은 미참조 시간을 연산하여, 특징 벡터 소거 모듈(141)에 공급한다.

또 여기서는, 미참조 시간 연산 모듈(142)은 모든 클러스터에 대하여 소정의 시간 간격으로, 이들 클러스터의 미참조 
시간을 연산하는 것으로 하지만, 미참조 시간을 연산하는 클러스터의 수는 특별히 한정되지 않는다. 즉, 미참조 시간 연
산 모듈(142)은 사용자 등에 의해 지정된 클러스터의 미참조 시간만을 연산해도 좋다.
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또한, 미참조 시간 연산 모듈(142)의 연산 방법도 한정되지 않는다. 예를 들면, 이 예에서는 특징 벡터 버퍼(137)에 
기억된 각 기록 시각에 기초하여 미참조 시간이 연산되었지만, 이들 기록 시각은 특징 벡터 버퍼(137)에 기억되는 것
은 필수로 되지 않고, 이 경우, 미참조 시간 연산 모듈(142)은 소정의 클러스터의 최종 참조 시각을 직접 감시하고 또
한 기억함으로써, 미참조 시간을 연산하도록 하여도 좋다.

여기서, 상술의 경우에는, 특징 벡터 소거 모듈(141)에 있어서, 미참조 시간 연산 모듈(142)로부터 공급되는 미참조 
시간을 참조하여, 특징 벡터 버퍼(137)에 기억되어 있는 데이터 중에서, 멤버의 신규 등록이 긴 시간 행해지고 있지 않
은 클러스터에 속하는 멤버 전체의 발화 정보와, 그것에 관련된 각종 데이터를 소거하도록 하였지만, 클러스터의 멤버 
전부가 아니라, 그 일부 멤버만의 발화 정보와 그것에 관련된 데이터를 소거하도록 하여도 좋다.

또한, 상술한 경우에는, 클러스터에 최후로 등록된 멤버(미등록어)의 기록 시각을 그 클러스터의 최종 참조 시각으로 
하도록 하였지만, 클러스터의 최종 참조 시각으로서는, 그 밖에 예를 들면, 도 10의 단계 S15에서 검출 클러스터로서 
검출된 시각이나, 단계 S21에서 자 클러스터로서 등록된 시각 등의, 어떠한 처리에서 클러스터가 참조된 시각을 채용하
는 것이 가능하다.

또한, 특징 벡터 소거 모듈(141)에는, 예를 들면 소정의 클러스터에 대한 소거 지시(트리거 신호)가 입력부(107)(예
를 들면, 키보드 등)로부터 공급된 경우에, 특징 벡터 버퍼(137)에 기억되어 있는, 그 소정의 클러스터에 속하는 멤버
의 전부 또는 일부의 발화 정보와, 그것에 관련된 각종 데이터를 소거시킬 수 있다.

이와 같이, 특징 벡터 소거 모듈(141)에, 음성 인식 장치(91)의 내부 상태에 상관없이, 그 외부로부터의 자극에 의해
서 소정의 특징 벡터 계열을 소거시키는 경우에는, 예를 들면, 음성 인식 장치(91)를 상술한 도 1의 애완용 로봇 등에 
탑재함으로써, 강한 자극에 의해서 일어나는 기억 상실을 그 로봇에 실현할 수 있다.

또한, 특징 벡터 소거 모듈(141)에는, 예를 들면, 정동 제어 모듈(143)로부터 공급된 정동의 파라미터의 값(정동량)
이 소정의 값(량)을 초과한 경우, 특징 벡터 버퍼(137)에 기억되어 있는 데이터 중에서, 소정의 클러스터에 속하는 멤
버의 전부 또는 일부의 발화 정보와, 그것에 관련된 각종 데이터를 소거시킬 수 있다.

또, 예를 들면 지금, 음성 인식 장치(91)가 도 1의 로봇에 실장되어 있는 것으로 하면, 정보 제어 모듈(143)은 도 3의 
모델 기억부(51)에 의해 실현할 수 있다. 즉, 이 경우, 모델 기억부(51)는 상술한 바와 같이, 감정 모델, 본능 모델, 및 
성장 모델의 값으로 표시되는 감정, 본능, 및 성장의 상태인 상태 정보를, 정동량으로서 특징 벡터 소거 모듈(141)에 
공급하게 된다.

이와 같이, 특징 벡터 소거 모듈(141)은, 정동 제어 모듈(143)로부터 공급되는 정동량(정동의 파라미터의 값(모델의 
값))을 참조하여, 특징 벡터 버퍼(137)에 기억되어 있는 소정의 발화 정보를 소거할 수 있기 때문에, 예를 들면, 도 1
의 로봇에 강한 분노 등이 발생한 경우(「분노」 파라미터의 값이 소정의 값을 초과한 경우), 소위 「까맣게 잊기」를 
그 로봇에 실현할 수 있다.

또한, 특징 벡터 소거 모듈(141)에는, 예를 들면, 메모리 사용량 연산 모듈(144)에 의해 공급된 메모리(예를 들면, 특
징 벡터 버퍼(137) 및 스코어 시트 버퍼(139) 등을 포함하는 도 1의 RAM(103) 등)의 총 사용량이, 소정의 량을 초
과한 경우에, 특징 벡터 버퍼(137)에 기억되어 있는, 소정 클러스터에 속하는 멤버의 전부 또는 일부의 발화 정보와, 
그것에 관련된 각종 데이터를 소거시킬 수 있다.

즉, 메모리 사용량 연산 모듈(144)은 메모리의 총 사용량(소비량)을 항상 연산하여, 특징 벡터 소거 모듈(141)에 소
정 간격으로 공급한다.

이와 같이, 특징 벡터 소거 모듈(141)은 메모리(RAM(103) 등)의 소비량을 항상 감시하고, 그 소비량이 어떤 일정 이
상의 량으로 되면, 그 소비량을 줄이도록, 특징 벡터 버퍼(137)에 기억되어 있는 클러스터의 멤버(미등록어)의 발화 
정보와, 그것에 관련된 각종 데이터를 소거하기 때문에, 메모리 (RAM(103) 등)의 소비를 억제시킬 수 있을 뿐만 아니
라, 음성 인식 장치(91)의 동작 속도의 지연을 방지하는 것, 즉 그 퍼포먼스가 나빠지는 것을 방지할 수 있다.
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또, 이 예에서는, 특징 벡터 소거 모듈(141)은 상술한 바와 같이, 클러스터 멤버의 수(특징 벡터 버퍼(137)에 기억되
어 있는 동일 클러스터의 멤버에 대한 엔트리의 수), 미참조 시간 연산 모듈(142)로부터 공급되는 미참조 시간, 정동 
제어 모듈(143)로부터 공급되는 정동량, 또는 메모리 사용량 연산 모듈(144)로부터 공급되는 메모리의 소비량이라고 
하는 파라미터의 값이, 미리 설정되어 있는 소정의 임계값을 초과하는지 여부를 판정하고, 소정의 임계값을 초과한다고 
판정한 경우, 소정의 조건을 충족한다고 판정하고, 클러스터의 멤버의 전부 또는 일부를 소거하도록 구성되어 있지만, 
멤버(의 발화 정보 등)의 소거 방법은 이것에 한정되지 않는다.
    

예를 들면, 특징 벡터 소거 모듈(141)은 이러한 판정 처리를 특히 행하지 않고서, 단순히 트리거 신호(상술한 입력부
(107)로부터 공급되어 오는 소거 지시 등)가 입력된 경우에, 소정의 조건을 충족한다고 판정하고, 소정의 발화 정보를 
소거하도록 구성해도 좋다.

이 경우, 정동 제어 모듈(143), 미참조 시간 연산 모듈(142) 및 메모리 사용량 연산 모듈(144)에 있어서, 예를 들면, 
각각 상술한 판정 처리를 행하도록 하고, 이들 판정 처리에 있어서, 이들 모듈에 대응하는 파라미터(정동량, 미참조 시
간, 또는, 메모리총 사용량 등)의 값이 소정의 임계값을 넘는다고 판정한 경우, 소정의 트리거 신호를 특징 벡터 소거 
모듈(141)에 공급하도록 할 수 있다.

또, 특징 벡터 소거 모듈(141)에 공급되는 트리거 신호는, 상술한 것에 한정되는 일없이, 상술한 이외의 조건, 예를 들
면 사용자 등에 의해 후에 설정되는 임의의 조건에 의해 발생되는 트리거 신호 등이라도 좋다.

또한, 특징 벡터 소거 모듈(141)은 상술한 바와 같이, 소정의 조건이 충족된다고 판정되면, 특징 벡터 버퍼(137)에 기
억되어 있는 멤버의 발화 정보 등 중의 소정의 것을 소거하는데, 이 소거되는 발화 정보 등은 임의로 선택(설정)하는 것
이 가능하고, 또한 소거되는 발화 정보 등의 개수도 임의로 선택(설정)하는 것이 가능하다. 예를 들면, 사용자 또는 제
조자 등은 상술한 각각의 조건에 의해서 소거하는 발화 정보를 개별로 설정하는 것도 가능하다.

또, 음성 인식 장치(91)의 음성 인식 정밀도를 유지하면서 그 퍼포먼스의 저하를 방지하는 관점에서는, 예를 들면 다음
과 같은 멤버를 우선적으로 소거하도록 하는 것이 바람직하다.

즉, 클러스터의 멤버의 일부를 소거하는 경우에는, 클러스터의 대표 멤버, 및 그 대표 멤버와의 거리가 너무 크지 않은 
멤버(대표 멤버에 대한 스코어가 큰 멤버) 등이 소거되면, 클러스터의 구성 그 자체가 크게 변화될 우려가 있기 때문에, 
이러한 멤버 이외의 멤버를 우선적으로 소거하는 것이 바람직하다.

또한, 멤버의 수가 적은 클러스터의 멤버, 대표 멤버와의 거리가 크게 떨어져 있는 멤버, 및 멤버의 신규 등록이 오랜 시
간 행해져 있지 않은 클러스터의 멤버 등은, 음성 인식 정밀도에 크게 영향을 미칠만한 것이 아니라고 생각되기 때문에, 
우선적으로 소거하는 것이 바람직하다.

또한, 특징 벡터 소거 모듈(141)은, 특징 벡터 버퍼(137)에 기억되어 있는 멤버의 발화 정보와 그것에 관련된 각종 데
이터를 소거하지만, 이 각종 데이터에는 상술한 바와 같이, 스코어 시트 버퍼(139)에 기억되어 있는 스코어 시트도 포
함된다.

즉, 특징 벡터 소거 모듈(141)은 특징 벡터 버퍼(137)에 기억되어 있는 멤버의 발화 정보 등을 소거한 경우, 정합, 스
코어 시트 중의 그 소거된 멤버에 관한 각종 데이터도 소거한다.

예를 들면, 지금, 도 15의 ID가 3인 엔트리(행)의 데이터(ID, 음운 계열, 특징 벡터 계열(발화 정보), 및 기록 시각)가 
특징 벡터 소거 모듈(141)에 의해서 소거된 것으로 하면, 특징 벡터 소거 모듈(141)은 또한, 도 8의 스코어 시트 중에
서, ID가 3인 엔트리(행)의 데이터(ID, 음운 계열, 클러스터 번호, 대표 멤버 ID, 및 스코어 s(3, i)(i는 1 내지 N+1
의 값))를 소거함과 함께, 다른 ID의 멤버와 ID 가 3인 멤버와의 스코어 s(j, 3)(j는 1 내지 N+1의 값)를 소거한다.
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또한, 이 경우, 클러스터링 모듈(138)은 그 소거된 멤버가 속해 있는 클러스터, 즉 상술한 예에서는 도 8의 ID가 3인 
멤버가 속해 있는 클러스터(클러스터 번호가 1인 클러스터)에 대하여 대표 멤버를 재선발하여(다시 구하여), 대표 멤
버가 변경된 경우(대표 멤버로서 ID가 1인 멤버 이외의 멤버가 선택된 경우)에는, 모든 클러스터의 구성이 변경될 가
능성이 있기 때문에, 모든 ID의 미등록어를 대상으로 재클러스터링을 행한다.

또, 재클러스터링의 방법은 특별히 한정되지 않지만, 예를 들면, k-means법을 채용할 수 있다.

이 경우, 클러스터링 모듈(138)은 다음에 나타내는 (1) 내지 (3)의 처리를 실행한다. 단, 지금 스코어 시트 버퍼(139)
의 스코어 시트에는 N개의 미등록어가 등록되어 있고, 이들 미등록어가 k개의 클러스터로 각각 분할되어 있는 것으로 
한다.

(1) N개의 미등록어 중 k개의 임의의 것을 초기 클러스터 중심으로 하고, 이들 초기 클러스터 중심이 각각 임시 대표 
멤버가 되는 k개의 클러스터를 생성한다.

(2) 모든 데이터(N개의 미등록어)에 대하여, k개의 대표 멤버와의 스코어를 재연산하고, N개의 미등록어 각각을 그 
재연산한 스코어를 가장 높게 하는 대표 멤버가 속하는 클러스터의 멤버로서 등록한다.

(3) 새롭게 멤버가 등록된 k개의 클러스터의 대표 멤버를 각각 선발한다.

또, 상술한 (2)의 처리에 있어서, 스코어는 스코어 시트를 참조함으로써, 실제의 연산을 행하지 않더라도 구할 수 있다. 
단지, 클러스터링 모듈(138)에서는 상술한(2)의 처리에서 스코어를 실제로 연산해도 좋으며, 이 경우, N개의 미등록
어의 발화 정보를 필요로 하지만, 이들 발화 정보는 특징 벡터 버퍼(137)를 참조함으로써 인식된다.

또한, 클러스터링 모듈(138)에 있어서, 실제로 스코어를 연산하는 경우에, 발화 정보로서, 특징 벡터 계열 대신에 PC
M 신호(음성 데이터)가 특징 벡터 버퍼(137)에 기억되어 있을 때에는, 클러스터링 모듈(138)은 이 PCM 신호에 기초
하여 스코어를 연산한다.

    
또한, k-means법에 의한 재클러스터링에 의해, 소거된 미등록어가 속해 있는 클러스터 이외의 클러스터의 구성이 변
경된 경우에는, 클러스터링 모듈(138) 및 특징 벡터 소거 모듈(141)에서는, 이 미등록어의 소거 처리에 대한 다른 것
에의 영향이 큰 것으로 간주하고, 그 미등록어의 소거 자체를 취소하며, 그 소거에 따라서 발생하는 모든 처리(스코어 
시트의 갱신 처리, 재클러스터링 처리 등)를 캔슬하여, 소거 전의 상태로 복귀(미등록어의 소거 직전의 상태까지 거슬
러 올라가는 undo 처리를 실행)하도록 할 수 있다.
    

다음에, 도 16의 순서도를 참조하여 도 14의 음성 인식 장치(91)의 음성 인식 처리에 대하여 설명한다.

또, 이 예에서는, 특징 벡터 버퍼(137)에는 도 15에 도시되는 데이터가 기억되고, 스코어 시트 버퍼(139)에는 도 8에 
도시되는 스코어 시트가 기억되는 것으로 한다. 또한, 발화 정보로서는 특징 벡터 계열을 채용하는 것으로 한다.

단계 S101에 있어서, 특징 벡터 소거 모듈(141)은 미등록어의 소거가 지시되었는지 여부를 판정한다.

이 예에서는 특징 벡터 소거 모듈(141)은, 예를 들면 다음에 나타내는 (1) 내지 (5) 중 어느 하나의 조건이 충족된 경
우, 미등록어의 소거가 지시되었다고 판정한다.

(1) 스코어 시트 버퍼(139)의 스코어 시트에 등록되어 있는 클러스터 중 소정의 것에 속하는 멤버의 수가, 소정의 수
를 초과한 경우

(2) 미참조 시간 연산 모듈(142)로부터 공급된 소정의 클러스터의 미참조 시간이, 소정의 시간을 초과한 경우
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(3) 소거 지시(트리거 신호)가 입력부(107)로부터 공급된 경우

(4) 정동 제어 모듈(143)로부터 공급된 정동의 파라미터의 값(정동량)이 소정의 값(량)을 초과한 경우

(5) 메모리 사용량 연산 모듈(144)로부터 공급된 메모리(RAM(103) 등)의 총 사용량이 소정의 량을 초과한 경우

특징 벡터 소거 모듈(141)은 단계 S101에 있어서, 미등록어의 소거가 지시되었다고 판정한 경우, 단계 102에서 그 지
시된 미등록어(이하, 소거 대상의 미등록어라고 칭함)에 대한 「미등록어 소거 처리」를 실행하고, 단계 S101로 되돌
아가, 미등록어의 소거가 지시되었는지 여부를 재차 판정한다.

이 예의 「미등록어 소거 처리」의 상세는 도 17에 도시되어 있다. 그래서, 이 예의 「미등록어 소거 처리」를 도 17을 
참조하여 설명한다.

처음에, 단계 S121에 있어서, 특징 벡터 소거 모듈(141)은 특징 벡터 버퍼(137)에 기억되어 있는 데이터 중에서 소거 
대상의 미등록어에 대응하는 데이터를 소거한다.

예를 들면, 도 15에 있어서, 소거 대상의 미등록어가, ID가 3인 미등록어인 것으로 하면, 도 15에 도시되는 데이터 중
의 ID가 3인 엔트리(행)의 데이터(ID, 음운 계열, 특징 벡터(발화 정보), 및 기록 시각)가 소거된다.

단계 S122에 있어서, 특징 벡터 소거 모듈(141)은 스코어 시트 버퍼(139)의 스코어 시트를 정정한다.

예를 들면, 지금, 단계 S121의 처리에서, 상술한 바와 같이 ID가 3인 엔트리의 데이터가 소거되었다고 하면, 단계 S1
22에서는 도 8의 스코어 시트의 데이터 중의 ID가 3인 엔트리(행)의 데이터(ID, 음운 계열, 클러스터 번호, 대표 멤버 
ID, 및, 스코어 s(3, i)(i는 1 내지 N+1의 값))가 소거됨과 함께, 그 소거된 ID가 3인 미등록어와, 다른 ID의 미등록
어의 스코어 s(j, 3)(j는 1 내지 N+1의 값)가 소거된다.

단계 S123에 있어서, 클러스터링 모듈(138)은 소거 대상의 미등록어가 속해 있는 클러스터의 대표 멤버를 재선한다(
구한다).

이 예에서는, 소거 대상의 미등록어는 ID가 3인 미등록어로 되어 있기 때문에, 도 8의 스코어 시트에 도시되는 클러스
터 번호가 1인 클러스터(ID가 3인 미등록어가 속해 있는 클러스터)의 대표 멤버가 상술한 방법에 의해 재선된다.

단계 S124에 있어서, 클러스터링 모듈(138)은 대표 멤버가 변경되었는지 여부를 판정(단계 S123의 처리에서 재선된 
대표 멤버가, 그 처리의 직전 대표 멤버와 다른지 여부를 판정)하여, 대표 멤버가 변경되어 있지 않다고 판정한 경우 리
턴한다. 즉, 도 16의 단계 S102의 처리가 종료되고, 단계 S101으로 되돌아가, 그 이후의 처리가 반복된다.

예를 들면, 지금 단계 S123의 처리에서 ID가 1인 멤버가 대표 멤버로서 재선된 경우, 대표 멤버가 변경되어 있지 않다
고 판정되고, 한편, 재선된 대표 멤버가 그 이외의 ID의 멤버인 경우, 대표 멤버가 변경되었다고 판정된다.

단계 S124에 있어서, 클러스터링 모듈(138)은 대표 멤버가 변경되었다고 판정한 경우, 단계 S125에 있어서, 모든 미
등록어(이 예에서는 도 8의 스코어 시트에 등록되어 있는 미등록어 중 ID가 3인 것을 제외한 모든 미등록어)를 대상으
로 재클러스터링이 행해진다. 즉, 클러스터링 모듈(138)은 예를 들면, 모든 미등록어를 상술한 k-means법에 의해 재
클러스터링한다.

    
단계 S126에 있어서, 클러스터링 모듈(138)은 소거 대상의 미등록어가 속해 있는 클러스터 이외의 클러스터의 구성이 
변경되었는지 여부를 판정(예를 들면, 클러스터에 속하는 멤버가 변경되었는지의 여부나, 클러스터의 대표 멤버가 다른 
멤버로 변경되었는지의 여부 등을 판정)하여, 클러스터의 구성이 변경되어 있지 않다고 판정한 경우, 단계 S128로 진
행하고, 메인터넌스 모듈(140)은, 단계 S122에서 갱신(정정)된 스코어 시트에 기초하여 사전 버퍼(134)의 단어 사전
을 갱신하고, 리턴한다.
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즉, 지금의 경우, 소거 대상의 미등록어가 속해 있는 클러스터의 새로운 대표 멤버가 재선되고(단계 S123), 그 새로운 
대표 멤버가, 원래의 대표 멤버로부터 변경되어 있기 때문에(단계 S124), 메인터넌스 모듈(140)은, 스코어 시트를 참
조하여, 새로운 대표 멤버가 구해진 클러스터를 인식한다. 그리고, 메인터넌스 모듈(140)은 사전 버퍼(134)의 단어 사
전에 있어서의, 새로운 대표 멤버가 구해진 클러스터에 대응하는 엔트리의 음운 계열로서 그 새로운 대표 멤버의 음운 
계열을 등록한다.
    

    
한편, 단계 S126에 있어서, 클러스터링 모듈(138)이, 클러스터의 구성이 변경되었다고 판정한 경우, 단계 S127에 있
어서, 클러스터링 모듈(138) 및 특징 벡터 소거 모듈(141)은, 특징 벡터 버퍼(137)와 스코어 시트 버퍼(139)의 기억 
내용을 소거 전의 원래 상태로 복귀한다(단계 S121의 처리가 실행되기 전의 상태로 복귀한다). 즉, 클러스터링 모듈(
138) 및 특징 벡터 소거 모듈(141)은, 소거 대상의 미등록어를 소거하기 직전 상태까지 거슬러 올라가는 undo 처리를 
실행하고 리턴한다.
    

또, 단계 S126 및 S127의 처리(Undo 처리)는 생략되어도 좋다. 즉, 음성 인식 장치(91)는 클러스터의 변경을 허가하
고, Undo 처리를 실행하지 않도록 해도 좋다.

또한, 단계 S126 및 S127의 처리를 실행시킬지 여부를, 음성 인식 장치(91)의 외부로부터 (사용자 등에 의해) 선택할 
수 있도록 음성 인식 장치(91)를 구성해도 좋다.

    
여기서, 도 17의 미등록어 소거 처리에 있어서, 하나의 클러스터의 멤버 전체가 소거 대상의 미등록어로 되어, 그 멤버
가 소거된 경우에는, 그 멤버가 속해 있는 클러스터 자체가 소거되는 것과 등가이다. 이 경우, 그 클러스터에 대하여, 새
로운 대표 멤버를 구할 필요는 없기 때문에(구할 수는 없기 때문에), 단계 S122의 처리 후, 단계 S123 및 S124의 처
리는 스킵되고, 단계 S125, S126의 처리가 순차 행해진다. 그리고, 단계 S126에 있어서, 클러스터의 구성이 변경되어 
있지 않다고 판정된 경우, 단계 S128로 진행하고, 메인터넌스 모듈(140)은 단계 S122에서 갱신(정정)된 스코어 시트
에 기초하여 사전 버퍼(134)의 단어 사전을 갱신하고, 리턴한다.
    

즉, 지금의 경우, 어떤 클러스터의 멤버 전체가 소거됨으로써, 그 클러스터 자체가 소거되어 있고, 메인터넌스 모듈(14
0)은 스코어 시트를 참조함으로써, 그 소거된 클러스터를 인식한다. 그리고, 메인터넌스 모듈(140)은 사전 버퍼(134)
의 단어 사전에서의, 소거된 클러스터에 대응하는 엔트리를 소거한다.

이와 같이, 사전 버퍼(134)의 단어 사전에서의, 어떤 클러스터에 대응하는 엔트리가 소거됨으로써, 상술한 「기억 상
실」이나 「까맣게 잊음」이 실현되게 된다.

도 16으로 되돌아가, 단계 S101에 있어서, 미등록어의 소거가 지시되어 있지 않다고 판정된 경우, 단계 S102에 있어
서, 특징 추출 모듈(131)은 음성이 입력되었는지 여부를 판정한다.

단계 S102에 있어서, 음성이 입력되어 있지 않다고 판정된 경우, 단계 S101로 되돌아가, 그 이후의 처리가 반복된다.

즉, 특징 벡터 소거 모듈(141)은 미등록어의 소거(특징 벡터 버퍼(137)에 기억되어 있는 그 미등록어에 대응하는 발
화 정보의 소거)가 지시되었는지 여부를 항상 판정함과 함께, 특징 추출 모듈(131)은 특징 벡터 소거 모듈(141)과는 
독립하여, 음성이 입력되었는지 여부를 항상 판정한다.

지금, 사용자가 발화를 행한 것으로 하면, 그 발화된 음성은 입력부(107)의 마이크로폰 및 AD 변환부를 지나하는 것에 
의해, 디지털의 음성 데이터로 되어, 특징 추출 모듈(131)에 공급된다.
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이 때, 특징 추출부 모듈(131)은, 단계 S103에서 음성이 입력되었는지 여부를 판정하고, 음성이 입력된 경우(음성이 
입력되었다고 판정한 경우), 단계 S104에 있어서, 그 음성 데이터를 소정의 프레임 단위로 음향 분석함으로써, 특징 벡
터를 추출하고, 그 특징 벡터의 계열을 매칭 모듈(132) 및 미등록어 구간 처리 모듈(136)에 공급한다.

즉, 단계 S104 내지 S108의 처리는, 상술한 도 9의 단계 S1 내지 S5와 마찬가지의 처리이다. 따라서, 단계 S104 내
지 S108의 처리의 설명은 생략한다.

상술한 바와 같이, 특징 벡터 소거 모듈(141)은 소정의 조건이 충족된다고 판정한 경우, 특징 벡터 버퍼(137)에 기억
되어 있는 데이터 중에서 클러스터링에의 영향이 적다고 판단되는 멤버의 발화 정보(도 15의 예에서는 특징 벡터 계열)
와, 그것에 관련된 데이터(도 15의 예에서는 ID, 음운 계열, 및 기록 시각)를 소거하기 때문에, 미등록어를 자동 획득
하는 기능을 손상시키지 않고, 기억 영역의 소비를 억제할 수 있다.

그리고 또한, 이 특징 벡터 소거 모듈(141)은 멤버에 관련한 데이터로서, 스코어 시트 버퍼(139)에 기억되어 있는 스
코어 시트도 정정(불필요한 데이터를 소거)하므로, 기억 영역의 소비를 보다 억제할 수 있다.

또한, 메인터넌스 모듈(140)은 정정 후의 스코어 시트에 기초하여 단어 사전을 갱신하기 때문에, 예를 들면, 로봇에 있
어서 「기억 상실」이나 「까맣게 잊기」를 실현할 수가 있고, 그 엔터테이먼트성을 향상시킬 수 있다.

또, 상술한 예에서도, 기록 매체에 기록되는 프로그램을 기술하는 단계는, 기재된 순서에 따라서 시계열적으로 행해지
는 처리는 물론, 반드시 시계열적으로 처리되지 않더라도, 병렬적 혹은 개별로 실행되는 처리도 포함하는 것이다.

또한, 도 14의 각 모듈은 그 기능을 완수하는 것이면 그 형태는 한정되지 않는다. 즉, 하드웨어 등으로 모듈이 구성되어
도 좋다. 그 경우, 제조자 등은 이들 각 모듈을 도 14에 도시한 바와 같이 각각 접속하면 된다. 환언하면, 상술한 도 3의 
음성 인식부(50A) 대신에, 도 14에 대응하는 하드웨어를 음성 인식부로서 이용해도 좋다.

또, 상술한 실시예에서는 HMM법에 의해 음성 인식을 행하도록 하였지만, 본 발명은 그 밖에, 예를 들면, DP 매칭법 등
에 의해 음성 인식을 행하는 경우에도 적용 가능하다. 여기서, 예를 들면 DP 매칭법에 의한 음성 인식을 행하는 경우에
는, 상술한 스코어는 입력 음성과 표준 패턴 사이의 거리의 역수에 상당한다.

또한, 상술한 실시예에서는 미등록어를 클러스터링하고, 그 클러스터링 결과에 기초하여 단어 사전에 미등록어를 등록
하도록 하였지만, 본 발명은 단어 사전에 등록되어 있는 등록어에 대해서도 적용 가능하다.

    
즉, 동일 단어의 발화에 대해서이더라도 다른 음운 계열이 얻어지는 경우가 있기 때문에, 단어 사전에 하나의 단어에 대
하여 하나의 음운 계열만을 등록해 두는 경우에는, 그 단어의 발화로서, 단어 사전에 등록된 등록어의 음운 계열과 다른 
음운 계열이 얻어질 때에는, 발화가 그 등록어로 인식되지 않지 않는 경우가 있다. 이에 대하여, 본 발명에 따르면, 동일
한 단어에 대한 다른 발화가 음향적으로 유사한 것끼리 클러스터링되게 되기 때문에, 그 클러스터링 결과에 기초하여 
단어 사전을 갱신함으로써, 동일한 단어에 대하여, 다종의 음운 계열이 단어 사전에 등록되게 되고, 그 결과, 동일 단어
에 관하여 여러 가지의 음운에 대처한 음성 인식을 행하는 것이 가능해진다.
    

또, 단어 사전에 등록하는, 미등록어의 클러스터에 대응하는 엔트리에는, 음운 계열 외에, 예를 들면 다음과 같이 하여 
표제를 기술할 수 있다.

즉, 예를 들면, 행동 결정 기구부(52)에 있어서, 화상 인식부(50B)나 압력 처리부(50C)가 출력하는 상태 인식 정보를, 
도 3에서 점선으로 나타낸 바와 같이 음성 인식부(50A)에 공급하도록 하고, 음성 인식부(50A)의 메인터넌스부(31)
(도 4)에서 그 상태 인식 정보를 수신하도록 한다.
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한편, 특징 벡터 버퍼(28), 나아가서는 스코어 시트 기억부(30)에서는, 미등록어가 입력된 절대 시각(시간)도 기억해 
두도록 하고, 메인터넌스부(31)에 있어서, 스코어 시트 기억부(30)에서의 스코어 시트의 절대 시각을 참조함으로써, 
미등록어가 입력되었을 때의, 행동 결정 기구부(52)로부터 공급되는 상태 인식 정보를, 그 미등록어의 표제로서 인식
한다.

그리고, 메인터넌스부(31)에 있어서, 단어 사전의, 미등록어의 클러스터에 대응하는 엔트리에는, 그 클러스터의 대표 
멤버의 음운 계열과 함께, 그 표제로서의 상태 인식 정보를 등록하도록 한다.

이 경우, 매칭부(23)에는 단어 사전에 등록된 미등록어의 음성 인식 결과로서, 그 미등록어의 표제로서의 상태 인식 정
보를 출력시키는 것이 가능해지고, 또한, 그 표제로서의 상태 인식 정보에 기초하여 로봇에 소정의 행동을 취하게 하는 
것이 가능하게 된다.

구체적으로는, 예를 들면, 단어 「빨강」이 미등록어라고 하고, CCD(16)에 있어서, 빨간 물체가 촬상되었을 때에는, 
예를 들면 「빨갛다」고 하는 상태 인식 정보가, 화상 인식부(50B)에서 행동 결정 기구부(52)를 통해 음성 인식부(5
0A)에 공급되는데, 그 때에 사용자가 미등록어로서의 「빨강」을 발화하면, 음성 인식부(50A)에서는 그 미등록어 「
빨강」의 음운 계열이 구해진다.

그리고, 이 경우, 음성 인식부(50A)에서는, 미등록어 「빨강」의 음운 계열과, 그 표제로서의 상태 인식 정보 「빨갛다
」가, 미등록어 「빨강」의 엔트리로서 단어 사전에 추가된다.

그 결과, 다음에, 사용자가 「빨강」이라고 발화했을 때에는, 그 발화에 대한 스코어로서는, 단어 사전에 등록되어 있는 
미등록어 「빨강」의 음운 계열에 대한 것이 커지고, 음성 인식부(50A)에서는 그 표제로 되어 있는 상태 인식 정보 「
빨갛다」가 음성 인식 결과로서 출력되게 된다.

이 음성 인식 결과는 음성 인식부(50A)에서 행동 결정 기구부(52)에 공급되지만, 이 경우, 행동 결정 기구부(52)에서
는 화상 인식부(50B)의 출력에 기초하여 주위가 빨간 물체를 찾아 내어, 그 빨간 물체를 향하여 가는 것 같은 행동을 
로봇에게 취하게 하도록 하는 것이 가능해진다.

즉, 이 경우, 로봇은 최초에는 발화 「빨강」을 음성 인식할 수는 없지만, 로봇이, 빨간 물체를 촬상하고 있을 때에, 사
용자가, 「빨강」이라고 발화하면, 로봇에 있어서, 그 발화 「빨강」과, 촬상되어 있는 빨간 물체가 대응되고, 그 후에
는 사용자가 「빨강」이라고 발화하면, 그 발화 「빨강」이 음성 인식되고, 주위에 있는 빨간 물체를 향하여 보행해 가
게 된다. 이 경우, 로봇이, 사용자가 말하고 있는 것을 학습하고 성장해 가는 것과 같은 인상을 사용자에게 제공할 수 있
다.

또, 도 13의 음성 인식 장치(91)에서의 경우도 마찬가지이다.

또한, 상술한 실시예에서는 스코어 시트에 스코어를 기억해 두도록 하였지만, 스코어는 필요에 따라서 재계산하도록 하
는 것도 가능하다.

또한, 상술한 실시예에서는 검출 클러스터를 2개의 클러스터로 분할하도록 하였지만, 검출 클러스터는 3 이상의 클러스
터로 분할하는 것이 가능하다. 또한, 검출 클러스터는 일정 이상의 클러스터간 거리가 되는 임의의 수의 클러스터로 분
할하는 것도 가능하다.

또한, 상술한 실시예에서는, 스코어 시트(도 8)에, 스코어 외에, 미등록어의 음운 계열이나, 클러스터 번호, 대표 멤버 
ID 등을 등록하도록 하였지만, 이들 스코어 이외의 정보는 스코어 시트에 등록하는 것이 아니라, 스코어와는 별도로 관
리하는 것이 가능하다.

    산업상 이용 가능성
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본 발명에 따르면, 이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 입력 음성을 새로운 멤버로서 부가하는 클
러스터가 검출된다. 또한, 입력 음성이, 검출된 클러스터의 새로운 멤버가 되고, 그 클러스터가 그 클러스터의 멤버에 
기초하여 분할된다. 그리고, 그 분할 결과에 기초하여 사전이 갱신된다. 따라서, 예를 들면, 사전의 대규모화를 피하여, 
사전에 등록되어 있지 않은 미등록어 사전에의 등록 등을 용이하게 행하는 것이 가능해진다.

(57) 청구의 범위

청구항 1.

입력 음성을 처리하고, 그 처리 결과에 기초하여, 언어 처리에 이용되는 사전을 갱신하는 음성 처리 장치에 있어서,

이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 상기 입력 음성을 새로운 멤버로서 부가하는 클러스터를 검
출하는 클러스터 검출 수단과,

상기 입력 음성을, 상기 클러스터 검출 수단에서 검출된 클러스터의 새로운 멤버로 하고, 그 클러스터를, 그 클러스터의 
멤버에 기초하여 분할하는 클러스터 분할 수단과,

상기 클러스터 분할 수단에 의한 클러스터의 분할 결과에 기초하여, 상기 사전을 갱신하는 갱신 수단을 포함하는 것을 
특징으로 하는 음성 처리 장치.

청구항 2.

제1항에 있어서,

상기 사전은 음성 인식의 대상으로 하는 어휘의 음운 계열을 기억하고 있고,

상기 갱신 수단은, 분할 후의 클러스터의 멤버를 대표하는 대표 멤버에 대응하는 음성의 음운 계열을, 상기 사전의 새로
운 엔트리로서 부가함으로써, 또는 상기 사전의 엔트리를, 분할 후의 클러스터의 멤버를 대표하는 대표 멤버에 대응하
는 음성의 음운 계열로 변경함으로써, 상기 사전을 갱신하는 것을 특징으로 하는 음성 처리 장치.

청구항 3.

제1항에 있어서,

상기 클러스터 검출 수단은,

상기 클러스터의 멤버로부터 상기 입력 음성이 관측되는 우도를, 상기 클러스터의 멤버에 대한 상기 입력 음성의 스코
어로서 계산하고,

상기 클러스터 중에서, 상기 입력 음성에 대하여 구해지는 상기 스코어를 가장 높게 하는, 상기 클러스터의 멤버를 대표
하는 대표 멤버를 구하고,

그 대표 멤버를 대표로 하는 클러스터를, 상기 입력 음성을 새로운 멤버로서 부가하는 클러스터로서 검출하는 것을 특
징으로 하는 음성 처리 장치.

청구항 4.

제1항에 있어서,

상기 입력 음성은 상기 사전에 미리 등록되어 있지 않은 미등록어인 것을 특징으로 하는 음성 처리 장치.
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청구항 5.

제3항에 있어서,

상기 클러스터의 멤버를 대표하는 대표 멤버를, 그 클러스터의 다른 멤버에 대한 스코어의 총합을 최대로 하는 멤버로 
하는 경우에 있어서,

상기 클러스터 분할 수단은, 상기 입력 음성을 멤버로 한 클러스터를, 그 클러스터의 멤버 중 2개가 상기 대표 멤버가 
되는 제1 및 제2 클러스터의 2개의 클러스터의 조로 분할하는 것을 특징으로 하는 음성 처리 장치.

청구항 6.

제5항에 있어서,

상기 클러스터 분할 수단은, 제1 및 제2 클러스터의 2개의 클러스터의 조가 복수 조 존재하는 경우, 상기 입력 음성을 
멤버로 한 클러스터를, 상기 제1의 클러스터와 제2 클러스터의 클러스터간 거리를 최소로 하는 2개의 클러스터로 분할
하는 것을 특징으로 하는 음성 처리 장치.

청구항 7.

제6항에 있어서,

상기 클러스터 분할 수단은, 상기 제1 클러스터와 제2 클러스터의 클러스터간 거리를 최소로 하는 2개의 클러스터끼리
의 클러스터간 거리가 소정의 임계값보다 큰 경우에, 상기 입력 음성을 멤버로 한 클러스터를 그 2개의 클러스터로 분
할하는 것을 특징으로 하는 음성 처리 장치.

청구항 8.

제5항에 있어서,

상기 클러스터의 멤버에 대하여 각 클러스터의 각 멤버에 대한 스코어를 기억하는 기억 수단을 더 구비하는 것을 특징
으로 하는 음성 처리 장치.

청구항 9.

제1항에 있어서,

상기 사전은 음성 인식의 대상으로 하는 어휘의 음운 계열을 기억하고 있고,

상기 사전의 음운 계열에 따라서 구성되는 음향 모델에 기초하여, 음성을 인식하는 음성 인식 수단을 더 구비하는 것을 
특징으로 하는 음성 처리 장치.

청구항 10.

제9항에 있어서,

상기 음향 모델은 HMM(Hidden Markov model)인 것을 특징으로 하는 음성 처리 장치.

청구항 11.
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제9항에 있어서,

상기 음성 인식 수단은 서브 워드 단위의 상기 HMM을 접속함으로써, 상기 사전의 음운 계열에 대응하는 음향 모델을 
구성하고, 그 음향 모델에 기초하여 음성을 인식하는 것을 특징으로 하는 음성 처리 장치.

청구항 12.

제9항에 있어서,

상기 음성 인식 수단은, 소정의 문법 규칙에도 기초하여 음성을 인식하는 것을 특징으로 하는 음성 처리 장치.

청구항 13.

제12항에 있어서,

상기 음성 인식 수단은, 상기 소정의 문법 규칙에 기초하여 상기 입력 음성의 소정 구간을 추출하고,

상기 클러스터 검출 수단 및 클러스터 분할 수단은, 상기 소정 구간의 상기 입력 음성을 대상으로 하여 처리를 행하는 
것을 특징으로 하는 음성 처리 장치.

청구항 14.

제13항에 있어서,

상기 음성 인식 수단은, 상기 입력 음성으로부터, 상기 사전에 등록되어 있지 않은 미등록어의 구간을 상기 소정의 구간
으로서 추출하는 것을 특징으로 하는 음성 처리 장치.

청구항 15.

제14항에 있어서,

상기 음성 인식 수단은, 가비지 모델을 이용한 상기 소정의 문법 규칙에 기초하여 상기 미등록어의 구간을 추출하는 것
을 특징으로 하는 음성 처리 장치.

청구항 16.

제1항에 있어서,

상기 클러스터 분할 수단은, EM(Expectation Maximum)법에 의해 상기 클러스터를 분할하는 것을 특징으로 하는 음
성 처리 장치.

청구항 17.

제1항에 있어서,

상기 클러스터 검출 수단에서 클러스터를 검출하기 위한, 상기 입력 음성에 관한 음성 정보를 기억하는 기억 수단과,

소정의 조건이 충족된다고 판정한 경우, 상기 기억 수단에 기억된 상기 음성 정보 중 소정의 정보를 소거하는 소거 수단
을 더 구비하는 것을 특징으로 하는 음성 처리 장치.
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청구항 18.

제17항에 있어서,

상기 기억 수단에 기억되는 상기 음성 정보는, 상기 입력 음성의 디지털 데이터인 것을 특징으로 하는 음성 처리 장치.

청구항 19.

제18항에 있어서,

상기 입력 음성의 디지털 데이터로부터, 상기 입력 음성의 소정의 특징을 나타내는 특징 벡터를 추출하는 특징 추출 수
단을 더 구비하고,

상기 기억 수단에 기억되는 상기 음성 정보는, 상기 특징 추출 수단에 의해 추출된 상기 입력 음성의 상기 특징 벡터인 
것을 특징으로 하는 음성 처리 장치.

청구항 20.

제17항에 있어서,

상기 소거 수단은, 소정의 상기 클러스터에 속하는 상기 멤버의 수가 소정의 수를 초과한 경우, 상기 소정의 조건이 충
족된다고 판정하는 것을 특징으로 하는 음성 처리 장치.

청구항 21.

제17항에 있어서,

상기 클러스터가 참조되어 있지 않은 미참조 시간을 연산하는 미참조 시간 연산 수단을 더 구비하고,

상기 소거 수단은, 상기 미참조 시간 연산 수단에 의해 연산된 상기 클러스터의 상기 미참조 시간이 소정의 시간을 초과
한 경우, 상기 소정의 조건이 충족된다고 판정하는 것을 특징으로 하는 음성 처리 장치.

청구항 22.

제17항에 있어서,

트리거 신호를 입력하는 입력 수단을 더 구비하고,

상기 소거 수단은, 상기 입력 수단에 의해 상기 트리거 신호가 입력된 경우, 상기 소정의 조건이 충족된다고 판정하는 
것을 특징으로 하는 음성 처리 장치.

청구항 23.

제17항에 있어서,

정동의 파라미터를 제어하는 정동 제어 수단을 더 구비하고,

상기 소거 수단은, 상기 정동 제어 수단에 의해 제어된 상기 정동의 파라미터의 값이 소정의 값을 초과한 경우, 상기 소
정의 조건이 충족된다고 판정하는 것을 특징으로 하는 음성 처리 장치.
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청구항 24.

제17항에 있어서,

상기 기억 수단의 기억 영역의 사용량을 연산하는 기억 영역 사용량 연산 수단을 더 구비하고,

상기 소거 수단은, 상기 기억 영역 사용량 연산 수단에 의해 연산된 상기 기억 영역의 사용량이 소정의 량을 초과한 경
우, 상기 소정의 조건이 충족된다고 판정하는 것을 특징으로 하는 음성 처리 장치.

청구항 25.

제17항에 있어서,

상기 기억 수단에 기억된 음성 정보에 대응하는 음성을 재클러스터링하는 클러스터링 수단을 더 구비하는 것을 특징으
로 하는 음성 처리 장치.

청구항 26.

제25항에 있어서,

상기 갱신 수단은, 상기 클러스터링 수단에 의한 재클러스터링 결과에도 기초하여, 상기 사전을 갱신하는 것을 특징으
로 하는 음성 처리 장치.

청구항 27.

제25항에 있어서,

상기 소거 수단에 의해 상기 음성 정보가 소거된 경우, 소거된 상기 음성 정보에 대응하는 음성이 속해 있는 상기 클러
스터의 상기 멤버를 대표하는 새로운 대표 멤버를 선발하는 대표 멤버 선발 수단을 더 구비하고,

상기 클러스터링 수단은, 상기 대표 멤버 선발 수단에 의해 선발된 상기 새로운 대표 멤버가 원래의 대표 멤버와는 다른 
경우, 상기 기억 수단에 기억되어 있는 모든 상기 음성 정보를 재클러스터링하는 것을 특징으로 하는 음성 처리 장치.

청구항 28.

제27항에 있어서,

상기 클러스터링 수단에 의해 재클러스터링된 상기 클러스터의 구성이, 상기 클러스터링 수단에 의해 재클러스터링되기 
직전의 상기 클러스터의 구성과 서로 다른 경우, 상기 소거 수단에 의한 상기 음성 정보에 대한 처리가 실행되기 직전의 
상태로 복귀하는 소거 처리 취소 수단을 더 구비하는 것을 특징으로 하는 음성 처리 장치.

청구항 29.

제27항에 있어서,

상기 클러스터링 수단은, k-means법에 의해 재클러스터링을 행하는 것을 특징으로 하는 음성 처리 장치.

청구항 30.

입력 음성을 처리하고, 그 처리 결과에 기초하여, 언어 처리에 이용되는 사전을 갱신하는 음성 처리 방법에 있어서,
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이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 상기 입력 음성을 새로운 멤버로서 부가하는 클러스터를 검
출하는 클러스터 검출 단계와,

상기 입력 음성을, 상기 클러스터 검출 단계에서 검출된 클러스터의 새로운 멤버로 하고, 그 클러스터를, 그 클러스터의 
멤버에 기초하여 분할하는 클러스터 분할 단계와,

상기 클러스터 분할 단계에 의한 클러스터의 분할 결과에 기초하여, 상기 사전을 갱신하는 갱신 단계를 포함하는 것을 
특징으로 하는 음성 처리 방법.

청구항 31.

입력 음성을 처리하고, 그 처리 결과에 기초하여, 언어 처리에 이용되는 사전을 갱신하는 음성 처리를 컴퓨터에 행하게 
하는 프로그램에 있어서,

이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 상기 입력 음성을 새로운 멤버로서 부가하는 클러스터를 검
출하는 클러스터 검출 단계와,

상기 입력 음성을, 상기 클러스터 검출 단계에서 검출된 클러스터의 새로운 멤버로 하고, 그 클러스터를, 그 클러스터의 
멤버에 기초하여 분할하는 클러스터 분할 단계와,

상기 클러스터 분할 단계에 의한 클러스터의 분할 결과에 기초하여, 상기 사전을 갱신하는 갱신 단계를 구비하는 것을 
특징으로 하는 프로그램.

청구항 32.

입력 음성을 처리하고, 그 처리 결과에 기초하여, 언어 처리에 이용되는 사전을 갱신하는 음성 처리를 컴퓨터에 행하게 
하는 프로그램이 기록되어 있는 기록 매체에 있어서,

이미 구해져 있는, 음성을 클러스터링한 클러스터 중에서, 상기 입력 음성을 새로운 멤버로서 부가하는 클러스터를 검
출하는 클러스터 검출 단계와,

상기 입력 음성을, 상기 클러스터 검출 단계에서 검출된 클러스터의 새로운 멤버로 하고, 그 클러스터를, 그 클러스터의 
멤버에 기초하여 분할하는 클러스터 분할 단계와,

상기 클러스터 분할 단계에 의한 클러스터의 분할 결과에 기초하여, 상기 사전을 갱신하는 갱신 단계를 구비하는 프로
그램이 기록되어 있는 것을 특징으로 하는 기록 매체.
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