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REAL-TIMEUITTER CONTROLAND 
PACKET-LOSS CONCEALMENT IN AN 

AUDIO SIGNAL 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a Divisional Application of U.S. 
patent application Ser. No. 10/660,326, filed on Sep. 10, 
2003, by Florencio, et al., and entitled “A SYSTEMAND 
METHOD FOR REAL-TIME JITTER CONTROL AND 
PACKET-LOSS CONCEALMENT IN AN AUDIO SIG 
NAL.” and claims the benefit of that prior application under 
Title 35, U.S. Code, Section 120. 

BACKGROUND 

0002 1. Technical Field 
0003. The invention is related to receipt and playback of 
packet-based audio signals, and in particular, to a system and 
method for providing automatic jitter control and packet loss 
concealment for audio signals broadcast across a packet 
based network or communications channel. 
0004 2. Related Art 
0005 Conventional packet communication systems, such 
as the Internet or other broadcast network, are typically lossy. 
In other words, not every transmitted packet can be guaran 
teed to be delivered either error free, on time, or even in the 
correct sequence. Further, any delay in delivery time is usu 
ally variable. If the receiver can wait for packets to be retrans 
mitted, correctly ordered, or corrected using some type of 
error correction scheme, then the fact that Such networks are 
inherently lossy and delay prone is not an issue. However, for 
near real-time applications, such as, for example, Voice-based 
communications systems across Such packet-based networks, 
the receiver can not wait for packets to be retransmitted, 
correctly ordered, or corrected without causing undue, and 
noticeable, lag or delay in the communication. 
0006. Many conventional schemes address minor delays 
in packet delivery time by simply providing a temporary 
buffer of received packets in combination with a delayed 
playback of the received packets. Such schemes are typically 
referred to as "jitter control' schemes. In general, most Such 
schemes address delay in packet receipt by using a "jitter 
buffer or the like which temporarily stores incoming packets 
or signal frames and provides them to a decoder with Suffi 
cient delay that one or more Subsequent packets should have 
already been received. In other words, the jitter buffer simply 
keeps one or more packets in a buffer for delaying playback of 
the incoming signal for a period long enough to ensure that a 
majority of packets are actually received before they need to 
be played. 
0007. A sufficient increase in the length of the buffer 
allows virtually all packets to be received before they need to 
be played back. In fact, if the size of the jitter buffer is at least 
as long as the difference between the Smallest and largest 
possible packet delays, then all packets could be played with 
out any apparent gap or delay between packets. Unfortu 
nately, as the length of the buffer increases, playback of the 
signal increasingly lags real-time. In a one-way audio signal, 
Such as a music broadcast, for example, this is typically not a 
problem. However, in systems such as real-time or two-way 
conversations, temporal lag resulting from the use of Such 
buffers becomes increasing apparent, and undesirable, as the 
buffer length increases. 
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0008. In addition, the basic idea of using a buffer has been 
improved in many modern communications systems by using 
compression and stretching techniques for providing tempo 
ral adjustment of the playback duration of signal frames. As a 
result, the jitter buffer length can be adapted during speech 
utterances by stretching or compressing the currently playing 
audio signal, as necessary, for reducing the average delay 
without incurring as many late losses. Unfortunately, the use 
of temporal stretching and compression techniques for 
frames in an audio signal often results in audible artifacts 
which may be objectionable to the human listener. 
0009. An additional conventional technique, commonly 
referred to as “packet loss concealment has also been used to 
improve the perceived speech quality. For example, as noted 
above, packet loss may occur when overly delayed packets 
are not received in time for playback. Typically, such overly 
delayed packets are referred to as “late loss’ packets. Simi 
larly, packet loss may also occur simply because the packet 
was never received. Conventional packet loss concealment 
schemes typically address Such overly delayed and lost pack 
ets in the same manner by using some sort of packet loss 
concealment technique. 
0010 Further, many such schemes provide a combination 
of both jitter control and packet loss concealment. With 
respect to jitter control, most schemes determine the size of 
the jitter buffer by determining a minimum buffer size as a 
compromise between late or actual loss and packet delay. 
Further, a number of conventional schemes offer some sort of 
network analysis for further optimizing buffer size for mini 
mizing delay and maximizing timely packet receipt. Packets 
that are determined to be late loss packets are typically 
handled in the same way as if they were actually lost. In fact, 
actually lost packets are typically declared to be a late loss 
anyway, as whatever delay criteria is used for determining a 
late loss will also be met by an actually lost packet. In either 
case, conventional decoders implement some sort of error 
concealment to hide the fact that the packet that should be 
played has not been received. 
0011. One conventional scheme uses both jitter control 
and packet loss concealment. In general, this scheme mini 
mizes the length of the jitter buffer by allowing each packet to 
be stretched and/or compressed, as needed to account for 
delayed packet receipt while still maintaining one or more 
packets in the jitter buffer. In particular, this scheme first 
introduces a one-packet delay, in order to wait for a packet to 
be either received, or declared lost, before deciding on 
whether the packet to be played currently should be stretched 
or compressed. Further, this scheme analyzes network per 
formance on an ongoing basis to determine whether packets 
scheduled to be played in the near future are likely to be 
received on time. Received packets are then stretched or 
compressed, as necessary, to ensure that the buffer is not 
empty before the next scheduled packet arrival time. 
0012 However, when a packet does not arrive by the 
scheduled time, it is declared to be a late loss, and error 
concealment is then used to hide that loss. Most modern 
schemes use some form of stretching and compression in 
combination with a windowing technique formerging bound 
aries of packets bordering missing packets declared to be late 
loss packets. In general, such schemes typically operate by 
decomposing input packets input into overlapping segments 
of equal length. These overlapping segments are then 
realigned and Superimposed via a conventional correlation 
process along with Smoothing of the overlap regions to form 
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an output segment having a degree of overlap which results in 
the desired output length. The result is that the composite 
segment is useful for hiding or concealing perceived packet 
delay or loss. Unfortunately, Such schemes typically make 
packet-based decisions regarding whether a packet is to be 
declared as late loss. Consequently, Such schemes often 
declare packets to be a late loss when they are actually 
received in sufficient time that they could have been played as 
a part of the signal playback. 
0013 Therefore, what is needed is a system and method 
that provides for both jitter control and packet loss conceal 
ment. This scheme should minimize buffer length, and thus 
delay, while also minimizing any artifacts resulting from 
either stretching or compression of audio segments. Further, 
rather than using a simple packet-based determination for 
deciding late loss for particular packets, the decision should 
be made as a function of buffer content for reducing overall 
buffer size and delay. 

SUMMARY 

0014) Jitter control and packet loss concealment are two 
well-known techniques for improving the quality of signals 
transmitted across lossy and delay prone packet-based net 
works such as the Internet and other conventional voice-based 
communications channels. Clearly, signal quality and system 
performance improves as a function of both reduced delay 
and reduced signal artifacts. Thus, to address the need for 
high quality audio jitter control and packet loss concealment, 
an “adaptive audio playback controller is provided for per 
forming automatic buffer-based adaptive jitter control and 
packet loss concealment for audio signals transmitted across 
a packet-based network as a function of buffer content. Fur 
ther, the de-jittering and packet loss concealment processes 
described herein are compatible with most conventional 
codecs for decoding and providing a playback of audio sig 
nals. 
0015. In general, the adaptive audio playback controller 
operates by first using a conventional codec for decoding and 
reading transmitted signal frames into a signal buffer as soon 
as those frames have been received. Samples of the decoded 
audio signal are then played out of the buffer according to the 
needs of the player device. Note that the size of the input 
frame read into the buffer and the size of the output frame (i.e., 
the sample output to the player device) do not need to be the 
same. Input frame size is determined by the codec, and some 
codecs use larger frame sizes to save on bitrate. Output frame 
size is determined by the buffering system on the playout or 
playback device. For example, in a tested embodiment, a 10 
ms output frame was used in combination with a 20 ms input 
frame. However, rather than simply playing back the frames, 
the adaptive audio playback controller stretches or com 
presses the content of the buffer, as necessary, to perform 
real-timejitter control and packet loss concealment as a func 
tion of buffer content rather than a function of expected 
packet receipt time as with conventional Schemes. 
0016 Primary components of the de-jittering processes 
include buffer analysis, adaptive signal stretching processes, 
and adaptive signal compression processes. These processes 
operate based on a maximum and minimum buffer size. In a 
tested embodiment, a 10 ms minimum buffer size was used to 
guarantee enough data is present in the buffer to allow for 
good quality stretching. In contrast, the maximum buffer size 
is designed as a tradeoff between minimizing the probability 
that any given sample will need to be stretched, and the delay 
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resulting from increased buffer size. For example, in one 
embodiment, maximum buffer size was determined by per 
forming a conventional statistical modeling of the broadcast 
channel or network, and setting the maximum buffer size at a 
level that will guarantee receipt of at least a minimum thresh 
old number of data packets, such as, for example, 95% of the 
packets, before those packets are needed for playback. Meth 
ods for performing Such statistical modeling of packet receipt 
across a network channel are well known to those skilled in 
the art, and will not be described in detail herein. 
0017. As noted above, one of the components of the adap 
tive audio playback controller involves a signal stretching 
process. Conventional signal stretching schemes typically 
stretch a received frame of the audio signal until the time 
scheduled for arrival of the next packet. However, these 
schemes will declare a packet as a “late loss” when it is not 
received within a certain predetermined period of time. For 
example, such schemes typically set a time limit for receiving 
a packet in that expires soon after the time a prior packet, i.e., 
packet n-1, was received. If packet n is not received by that 
predetermined time, a late loss is declared, and “loss conceal 
ment” techniques are then used for concealing that loss. Thus, 
Such schemes are packet-based. 
0018. In contrast, the adaptive audio playback controller 
described herein operates as a function of buffer content 
rather than packet receipt time. For example, unlike conven 
tional stretching schemes, the audio playback controller 
begins stretching the contents of the buffer whenever a par 
ticular packet, e.g., packet in, has not arrived by the expected 
or scheduled time. In this case, the signal existing in the buffer 
is stretched until the delayed packet arrives, or until it is 
eventually declared “lost.” This differs from conventional 
stretching processes in that rather than immediately declaring 
a packet as a “late loss” when it is not received within a 
predetermined period of time, the contents of the buffer are 
stretched while simultaneously determining an appropriate 
time limit for declaring that packet to be a late loss as a 
function of the current buffer contents. Furthermore, the 
receipt of a Subsequent packet (e.g., packet n+1, where packet 
in represents the expected packet) will change this time limit. 
Consequently, the adaptive audio playback controller pro 
vides a significantly increased packet receipt time prior to 
declaring a late loss for any given packet. As a result, packet 
“late loss’ is significantly reduced, thereby resulting in a 
significantly reduced use of packet loss concealment pro 
cesses for reducing artifacts in the signal, and a perceptibly 
cleaner signal playback. Further, and more importantly, the 
increased packet receipt time does not come at the cost of 
increased signal delay. 
0019. In particular, rather than setting a time limit for 
declaring packet loss, the adaptive audio playback controller 
simply waits for the next packet to be received, or until one of 
several “loss conditions' are satisfied, as described below. For 
example, one Such loss condition is to set a maximum delay 
time for packet receipt. Given a sufficiently long delay time T. 
late loss will only be declared in relatively extreme delay 
cases, when a signal connection was lost, or when a talk spurt 
has ended in the case where no information is sent about the 
end of the talk spurt. In a tested embodiment, values for the 
delay time Ton the order of about 20 ms to about 1 sec were 
used, with values of T around 100 ms typically providing 
good results. 
0020. A second loss condition relates to receiving a sub 
sequent packet prior to receiving the next expected packet in 
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the transmission. Typically, this results from either packet 
inversion, or actual packet loss. As noted above, conventional 
schemes typically will generally ignore packet arrival order, 
and wait the maximum amount regardless of whether a Sub 
sequent packet has been received or not. In contrast, the 
adaptive audio playback controller reduces the time required 
to declare a late loss whenevera Subsequent packet is received 
prior to receiving the expected packet. However, to minimize 
any declarations of “late loss” due to packet inversion, the 
adaptive audio playback controller still waits for some time 
before declaring a loss, even if a Subsequent packet has 
already been received. On the other hand, since packet inver 
sions are rare, the waiting is kept to a minimum, in order to 
avoid introducing additional artifacts in the signal. More spe 
cifically, the signal in the buffer will not be stretched beyond 
the period that the buffered signal would be stretched in the 
case where a packet loss would be declared, as noted above. 
Once that time has been reached, the packet n is declared as 
lost, and the packet loss concealment processes described 
herein are used to reduce or eliminate artifacts in the signal. 
0021 AS noted above, signal stretching is used to compen 
sate for delayed or lost packets. On the other hand, signal 
compression is used to address the case where the signal 
buffer has become too full, with a resulting increase in signal 
delay. Therefore, by compressing the signal contained in the 
buffer, playback time of the buffered signal is reduced, the 
buffer is at least partially emptied, and the signal playback 
delay is reduced. As described herein, when compressing the 
signal, it is typically a good idea to wait for a segment of 
speech where compression is expected to produce little or no 
artifacts, rather than simply compress the next segment to be 
played out. One simple solution is to compress only in 
between talk spurts. However, a better process considers how 
much compression is desired (i.e., how far behind in time 
signal playbackis), and how easy it is to compress aparticular 
segment while minimizing artifacts. Further, the need to com 
press the buffer implies that a long signal segment is in the 
buffer, and that therefore there is some freedom on where to 
compress the signal. 
0022. The selection of which segments to actually com 
press in any given frame or frames is an important decision, as 
it typically affects the perceived quality of the reconstructed 
signal for a human listener. For example, rather than com 
press all segments of a given frame equally, better results are 
typically achieved by employing a hierarchical or layered 
approach to compression. In particular, in an audio signal 
including speech, each segment of a frame will be either a 
“voiced” segment, which is dominated by quasi-periodic 
speech, an “unvoiced” segment, dominated by aperiodic 
speech or other signals, or a “mixed' segment which includes 
both periodic and aperiodic components. Given the determi 
nation of segment type in the buffer, the desired compression 
is achieved in any given frame or frames by first compressing 
particular segment types in a preferential hierarchical order. 
0023 For example, compressing segments that represent 
speech, silence or simple noise, while avoiding compression 
of unvoiced segments or transients, produces a reconstructed 
signal having less perceivable artifacts. If sufficient compres 
sion cannot be accomplished by compressing segments rep 
resenting speech, silence or simple noise, then non-transi 
tional unvoiced segments are compressed in the manner 
described above. Finally, segments including transitions are 
compressed if Sufficient compression can not be achieved 
through compression of the Voiced segments or non-transi 
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tional unvoiced segments. This hierarchical approach to com 
pression serves to limit perceivable artifacts in the recon 
structed signal. 
0024. In view of the above summary, it is clear that the 
adaptive audio playback controller provides a unique system 
and method for providing buffer-based jitter control and 
packet loss concealment via adaptive stretching and compres 
sion of frames of a received audio signal while minimizing 
perceivable artifacts in a reconstruction of that signal. In 
addition to the just described benefits, other advantages of the 
system and method for providing buffer-based jitter control 
and packet loss concealment for a received audio signal will 
become apparent from the detailed description which follows 
hereinafter when taken in conjunction with the accompany 
ing drawing figures. 

DESCRIPTION OF THE DRAWINGS 

0025. The specific features, aspects, and advantages of the 
present invention will become better understood with regard 
to the following description, appended claims, and accompa 
nying drawings where: 
0026 FIG. 1 is a general system diagram depicting agen 
eral-purpose computing device constituting an exemplary 
system for providing adaptive buffer-based jitter control and 
packet loss concealment for playback of an audio signal. 
0027 FIG. 2 illustrates an exemplary architectural dia 
gram showing exemplary program modules for adaptive 
buffer-based jitter control and packet loss concealment for 
playback of an audio signal. 
0028 FIG.3 illustrates an exemplary system flow diagram 
for adaptive buffer-based jitter control and packet loss con 
cealment for playback of an audio signal. 
0029 FIG. 4 illustrates an exemplary system flow diagram 
for determining when to declare packet late loss and imple 
ment packet loss concealment processes for playback of an 
audio signal. 
0030 FIG. 5 illustrates an exemplary system flow diagram 
for implementing packet loss concealment processes for 
playback of an audio signal following a determination of 
packet late loss. 
0031 FIG. 6 illustrates an exemplary system flow diagram 
for determining how much particular segments of a signal 
buffer should be stretched to compensate for packet delay for 
playback of an audio signal. 
0032 FIG. 7 illustrates an exemplary system flow diagram 
for adaptive buffer-based jitter control and packet loss con 
cealment in a Linear Predictive Coding (LPC) residual 
domain rather than a signal domain for playback of an audio 
signal. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0033. In the following description of the preferred 
embodiments of the present invention, reference is made to 
the accompanying drawings, which form a parthereof, and in 
which is shown by way of illustration specific embodiments 
in which the invention may be practiced. It is understood that 
other embodiments may be utilized and structural changes 
may be made without departing from the scope of the present 
invention. 

1.0 Exemplary Operating Environment: 
0034 FIG. 1 illustrates an example of a suitable comput 
ing system environment 100 on which the invention may be 
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implemented. The computing system environment 100 is 
only one example of a suitable computing environment and is 
not intended to suggest any limitation as to the scope of use or 
functionality of the invention. Neither should the computing 
environment 100 be interpreted as having any dependency or 
requirement relating to any one or combination of compo 
nents illustrated in the exemplary operating environment 100. 
0035. The invention is operational with numerous other 
general purpose or special purpose computing system envi 
ronments or configurations. Examples of well known com 
puting systems, environments, and/or configurations that 
may be suitable for use with the invention include, but are not 
limited to, personal computers, server computers, hand-held, 
laptop or mobile computer or communications devices Such 
as cellphones and PDA's, multiprocessor Systems, micropro 
cessor-based systems, set top boxes, programmable con 
Sumer electronics, network PCs, minicomputers, mainframe 
computers, distributed computing environments that include 
any of the above systems or devices, and the like. 
0036. The invention may be described in the general con 
text of computer-executable instructions, such as program 
modules, being executed by a computer. Generally, program 
modules include routines, programs, objects, components, 
data structures, etc., that perform particular tasks or imple 
ment particular abstract data types. The invention may also be 
practiced in distributed computing environments where tasks 
are performed by remote processing devices that are linked 
through a communications network. In a distributed comput 
ing environment, program modules may be located in both 
local and remote computer storage media including memory 
storage devices. With reference to FIG. 1, an exemplary sys 
tem for implementing the invention includes a general-pur 
pose computing device in the form of a computer 110. 
0037 Components of computer 110 may include, but are 
not limited to, a processing unit 120, a system memory 130, 
and a system bus 121 that couples various system components 
including the system memory to the processing unit 120. The 
system bus 121 may be any of several types of bus structures 
including a memory bus or memory controller, a peripheral 
bus, and a local bus using any of a variety of bus architectures. 
By way of example, and not limitation, Such architectures 
include Industry Standard Architecture (ISA) bus, Micro 
Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus, 
Video Electronics Standards Association (VESA) local bus, 
and Peripheral Component Interconnect (PCI) bus also 
known as Mezzanine bus. 
0038 Computer 110 typically includes a variety of com 
puter readable media. Computer readable media can be any 
available media that can be accessed by computer 110 and 
includes both volatile and nonvolatile media, removable and 
non-removable media. By way of example, and not limita 
tion, computer readable media may comprise computer Stor 
age media and communication media. Computer storage 
media includes Volatile and nonvolatile removable and non 
removable media implemented in any method or technology 
for storage of information Such as computer readable instruc 
tions, data structures, program modules, or other data. 
0039 Computer storage media includes, but is not limited 

to, RAM, ROM, EEPROM, flash memory, or other memory 
technology; CD-ROM, digital versatile disks (DVD), or other 
optical disk storage; magnetic cassettes, magnetic tape, mag 
netic disk storage, or other magnetic storage devices; or any 
other medium which can be used to store the desired infor 
mation and which can be accessed by computer 110. Com 
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munication media typically embodies computer readable 
instructions, data structures, program modules or other data 
in a modulated data signal Such as a carrier wave or other 
transport mechanism and includes any information delivery 
media. The term “modulated data signal” means a signal that 
has one or more of its characteristics set or changed in Such a 
manner as to encode information in the signal. By way of 
example, and not limitation, communication media includes 
wired media such as a wired network or direct-wired connec 
tion, and wireless media Such as acoustic, RF, infrared, and 
other wireless media. Combinations of any of the above 
should also be included within the scope of computer read 
able media. 
0040. The system memory 130 includes computer storage 
media in the form of volatile and/or nonvolatile memory such 
as read only memory (ROM) 131 and random access memory 
(RAM) 132. A basic input/output system 133 (BIOS), con 
taining the basic routines that help to transfer information 
between elements within computer 110, such as during start 
up, is typically stored in ROM 131. RAM 132 typically con 
tains data and/or program modules that are immediately 
accessible to and/or presently being operated on by process 
ing unit 120. By way of example, and not limitation, FIG. 1 
illustrates operating system 134, application programs 135, 
other program modules 136, and program data 137. 
0041. The computer 110 may also include other remov 
able/non-removable, Volatile/nonvolatile computer storage 
media. By way of example only, FIG. 1 illustrates a hard disk 
drive 141 that reads from or Writes to non-removable, non 
Volatile magnetic media, a magnetic disk drive 151 that reads 
from or writes to a removable, nonvolatile magnetic disk 152, 
and an optical disk drive 155 that reads from or writes to a 
removable, nonvolatile optical disk 156 such as a CDROM or 
other optical media. Other removable/non-removable, vola 
tile/nonvolatile computer storage media that can be used in 
the exemplary operating environment include, but are not 
limited to, magnetic tape cassettes, flash memory cards, digi 
tal versatile disks, digital video tape, solid state RAM, solid 
state ROM, and the like. The hard disk drive 141 is typically 
connected to the system bus 121 through a non-removable 
memory interface Such as interface 140, and magnetic disk 
drive 151 and optical disk drive 155 are typically connected to 
the system bus 121 by a removable memory interface, such as 
interface 150. 

0042. The drives and their associated computer storage 
media discussed above and illustrated in FIG. 1, provide 
storage of computer readable instructions, data structures, 
program modules and other data for the computer 110. In 
FIG. 1, for example, hard disk drive 141 is illustrated as 
storing operating system 144, application programs 145. 
other program modules 146, and program data 147. Note that 
these components can either be the same as or different from 
operating system 134, application programs 135, other pro 
gram modules 136, and program data 137. Operating system 
144, application programs 145, other program modules 146. 
and program data 147 are given different numbers here to 
illustrate that, at a minimum, they are different copies. A user 
may enter commands and information into the computer 110 
through input devices such as a keyboard 162 and pointing 
device 161, commonly referred to as a mouse, trackball, or 
touch pad. 
0043. In addition, the computer 110 may also include a 
speech input device. Such as a microphone 198 or a micro 
phone array, as well as a loudspeaker 197 or other sound 
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output device connected via an audio interface 199. Other 
input devices (not shown) may include a joystick, game pad, 
satellite dish, Scanner, radio receiver, and a television or 
broadcast video receiver, or the like. These and other input 
devices are often connected to the processing unit 120 
through a user input interface 160 that is coupled to the 
system bus 121, but may be connected by other interface and 
bus structures, such as, for example, a parallel port, game 
port, or a universal serial bus (USB). A monitor 191 or other 
type of display device is also connected to the system bus 121 
via an interface, such as a video interface 190. In addition to 
the monitor, computers may also include other peripheral 
output devices such as a printer 196, which may be connected 
through an output peripheral interface 195. 
0044) The computer 110 may operate in a networked envi 
ronment using logical connections to one or more remote 
computers, such as a remote computer 180. The remote com 
puter 180 may be a personal computer, a server, a router, a 
network PC, a peer device, or other common network node, 
and typically includes many or all of the elements described 
above relative to the computer 110, although only a memory 
storage device 181 has been illustrated in FIG.1. The logical 
connections depicted in FIG. 1 include a local area network 
(LAN) 171 and a wide area network (WAN) 173, but may also 
include other networks. Such networking environments are 
commonplace in offices, enterprise-wide computer networks, 
intranets, and the Internet. 
0045. When used in a LAN networking environment, the 
computer 110 is connected to the LAN 171 through a network 
interface or adapter 170. When used in a WAN networking 
environment, the computer 110 typically includes a modem 
172 or other means for establishing communications over the 
WAN 173, such as the Internet. The modem 172, which may 
be internal or external, may be connected to the system bus 
121 via the user input interface 160, or other appropriate 
mechanism. In a networked environment, program modules 
depicted relative to the computer 110, or portions thereof, 
may be stored in the remote memory storage device. By way 
of example, and not limitation, FIG. 1 illustrates remote 
application programs 185 as residing on memory device 181. 
It will be appreciated that the network connections shown are 
exemplary and other means of establishing a communications 
link between the computers may be used. 
0046. The exemplary operating environment having now 
been discussed, the remaining part of this description will be 
devoted to a discussion of the program modules and processes 
embodying an “adaptive audio playback controller” for per 
forming automatic buffer-based adaptive jitter control and 
packet loss concealment for audio signals transmitted across 
a packet-based network as a function of buffer content. 

2.0 Introduction: 

0047. Jitter control, or de-jittering, and packet loss con 
cealment has been used for a number of years for improving 
the perceived playback quality of speech-based signals trans 
mitted across lossy and delay prone packet-based networks 
Such as the Internet or other communications network. An 
adaptive audio playback controller, as described herein pro 
vides for reduced signal delay time, improved jitter control, 
and improved packet loss concealment through use of a 
buffer-content based process for determining when and 
where particular frames or audio segments are to be stretched 
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or compressed, and when to apply loss concealment tech 
niques so as to minimize packet loss and artifacts resulting 
from Such packet loss. 
0048. In general, the adaptive audio playback controller 
operates by first using a conventional codec for decoding and 
reading received packets into a signal buffer as soon as those 
packets have been received and decoded into signal frames. 
Samples of the decoded audio signal are then played out of the 
signal buffer according to the needs of the player device. Jitter 
control and packet loss concealment are accomplished by 
continuously analyzing buffer content in real-time, and deter 
mining whether to provide unmodified playback from the 
buffer contents, whether to compress buffer content, stretch 
buffer content, or whether to provide for packet loss conceal 
ment for overly delayed or lost packets. Further, in addition to 
automatically determining whether to provide straight play 
back, or processed playback (compression, stretching, or 
packet loss concealment), the adaptive audio playback con 
troller also determines where to stretch or compress particular 
frames or signal segments in the signal buffer, and how much 
to stretch or compress such segments in order to optimize 
perceived playback quality. The frames, either processed or 
unmodified, are then provided for immediate playback, as 
needed by a playback device. 

2.1 System Overview: 
0049. The adaptive audio playback controller provides for 
automatic buffer-based adaptive jitter control and packet loss 
concealment for audio signals transmitted across a packet 
based network as a function of buffer content. Primary com 
ponents of the de-jittering processes include buffer analysis, 
adaptive signal stretching, and adaptive signal compression. 
These components operate based on a maximum and mini 
mum buffer size. The minimum buffer size is determined by 
choosing a buffer size that will guarantee enough data is 
present in the buffer to allow for good quality stretching. In 
contrast, the maximum buffer size is designed as a tradeoff 
between minimizing the probability that any given sample 
will need to be stretched, and the delay naturally resulting 
from increased buffer size. Typically, this choice is made as a 
function of network performance characteristics such as loss 
rates and packet delay times. 
0050. As noted above, the primary components of the 
adaptive audio playback controller include a buffer analysis 
process. This buffer analysis process examines the content of 
the signal buffer for determining whether to provide unmodi 
fied playback from the buffer contents, whether to compress 
buffer content, stretch buffer content, or whether to provide 
for packet loss concealment for overly delayed or lost pack 
etS. 

0051. The signal stretching processes described herein are 
used to increase the playback time of one or more signal 
segments as a way of providing additional time in which to 
receive delayed signal packets across the network. Unlike 
conventional signal stretching schemes which will declare a 
packet as a “late loss' when it is not received within a certain 
predetermined period of time, the adaptive audio playback 
controller operates as a function of buffer content rather than 
packet receipt time. 
0.052 Therefore, unlike conventional stretching schemes, 
the audio playback controller begins stretching the contents 
of the buffer whenever a particular packet, e.g., packet in, has 
not arrived by the expected or scheduled time. In this case, the 
signal existing in the buffer is stretched until the delayed 
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packet arrives, or until it is eventually declared as “lost based 
on one or more predetermined loss conditions, as described 
below. This differs from conventional stretching processes in 
that rather than immediately declaring a packet as a “late loss' 
when it is not received within a predetermined period of time, 
the contents of the buffer as well as the amount of stretching 
already performed and the possible arrival of subsequent 
packets are all used to determine an appropriate time for 
declaring that packet to be a late loss. 
0053. In general, the stretching process is used to locate, 
create, or estimate samples that are inserted into the existing 
signal. These samples are then blended with the original 
signal content using a windowing process to hide or minimize 
any perceivable artifacts that would otherwise exist at the 
boundary points between the inserted samples and the origi 
nal signal content. However, the type of windowing process 
used, and the methods for locating, creating or estimating 
samples for stretching, is dependent upon the content type of 
the frames in the buffer, i.e., "voiced frames,” “unvoiced 
frames, or “mixed frames.” 
0054 For example, in an audio signal including speech, 
each segment of any particular frame will be either a “voiced” 
segment that includes quasi-periodic speech or some other 
quasi-periodic signal, an “unvoiced” segment which does not 
include any significant periodicity, or a "mixed' segment 
which includes both periodic and aperiodic components. 
Then, in order to achieve optimal results, stretching that is 
specifically targeted to the particular segment type, i.e., voice, 
unvoiced, or mixed, is applied. 
0055. The packet loss concealment processes described 
herein work in cooperation with the signal stretching pro 
cesses to address late loss of packets by attempting to hide 
Such losses when necessary. In particular, once it is deter 
mined that a packet is lost, the system will no longer wait for 
that packet to be received. Loss concealment then takes the 
form of either a "mute mode, or of a “loss concealment 
mode.” In particular, the mute mode is used to hide packet 
losses where a maximum delay time has been exceeded with 
out receiving any packets. In contrast, the loss concealment 
mode is used to hide packet losses where the delay time has 
not been exceeded, but wherein the buffer has already been 
stretched and a Subsequent packet has already been received. 
0056. In one embodiment, muting provided by the mute 
mode is implemented gradually so as to minimize audible 
artifacts in the signal. Further, in another embodiment, the 
signal is not entirely muted, but is instead reduced to a "com 
fort noise' level that is computed for simulating a noise level 
similar to any noise that was present when the connection was 
active, but when there was no speech. Consequently, signal 
loss is not readily apparent to the listener. This is important for 
maintaining apparent signal quality in lossy networks where 
the signal may be lost and reestablished a number of times 
during a typical communication session. 
0057. In general, the packet loss concealment mode oper 
ates by first determining the number of signal samples that 
need to be inserted between current buffer content and future 
buffer content. In other words, this computation determines 
the number of samples that need to be used to fill the hole 
caused by a packet loss existing between a current signal 
frame and a future signal frame that have already been 
received into the signal buffer. In one embodiment, given the 
computed number of samples, stretching is divided between 
the current and future buffer content as a function of the 
average energy of that buffer content, with lower energy 
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signal frames being preferentially stretched over higher 
energy frames so as to minimize signal artifacts. 
0058. The signal compression processes described herein 
are provided to address the case where the signal buffer has 
become too full, with a resulting increase in signal delay. 
Therefore, by compressing the signal contained in the buffer, 
playback time of the buffered signal is reduced, the buffer is 
at least partially emptied, and the signal playback delay is 
reduced. As described herein, when compressing the signal, 
the signal is examined to identify a segment of the signal 
wherein compression is expected to produce little or no arti 
facts, rather than simply compressing the next segment to be 
played out. 
0059. Further, rather than compress all segments of a 
given frame equally, better results are typically achieved by 
employing a hierarchical or layered approach to compression. 
In particular, in an audio signal including speech, each seg 
ment of a frame will be either a “voiced', an “unvoiced', or a 
“mixed' segment, as previously described. Given the deter 
mination of segment type in the buffer, the desired compres 
sion is achieved in any given frame or frames by first com 
pressing particular segment types in a preferential 
hierarchical order. 

2.2 System Architecture: 
0060. The processes summarized above are illustrated by 
the general system diagram of FIG. 2. In particular, the sys 
tem diagram of FIG. 2 illustrates the interrelationships 
between program modules for implementing an adaptive 
audio playback controller for providing adaptive buffer 
dependent jitter control and packet loss concealment for an 
audio signal received across a packet-based network. It 
should be noted that any boxes and interconnections between 
boxes that are represented by broken or dashed lines in FIG. 
2 representalternate embodiments of the temporal audio Sca 
lar described herein, and that any or all of these alternate 
embodiments, as described below, may be used in combina 
tion with other alternate embodiments that are described 
throughout this document. 
0061. As illustrated by FIG. 2, a system and method for 
adaptive buffer dependent jitter control and packet loss con 
cealment begins by receiving a stream of networkpackets 200 
across a packet-based network. These packets 200 are 
received by a signal input module 210. This signal input 
module 210 then provides the received packets to a codec 
module 220 which uses the appropriate conventional decoder 
to decode the received packets 200 into one or more signal 
frames. These decoded signal frames are then stored in a 
signal buffer 230 as soon as they have been decoded. This 
process for receiving network packets 200 via the signal input 
module 210, decoding those packets 220, and storing the 
packets into the signal buffer 230 continues for as long as 
receipt of network packets 200 continues. 
0062 However, the signal buffer 230 does not continue to 

fill up during this time. In fact, frames are read out of the 
buffer, on an as-needed basis, as quickly as possible so as to 
minimize buffer delay. However, rather then simply read the 
frames out of the buffer 230 for playback, a buffer analysis 
module 240 is used to examine the contents of the buffer for 
the purpose of determining whether to provide unmodified 
playback from the buffer contents, whether to compress 
buffer content, stretch buffer content, or whether to provide 
for packet loss concealment for overly delayed or lost pack 
ets. The buffer contents, whether or not modified are then 
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gradually output for playback on a conventional playback 
device. Besides standard computers, such playback devices 
also include wired and wireless telephones, cellular tele 
phones, radio devices, and other packet-based communica 
tions systems or devices operable over a packet-based net 
work. 
0063. In general, the determination of how to process the 
frames in the signal buffer 230 is a function of buffer content. 
For example, where the buffer 230 is full or nearly full, and 
there are no missing frames, each desired output frame is 
simply provided directly from the signal buffer 230 to a frame 
output module 280 for playback on a playback device 290. 
0064. In the case where the size of the signal buffer 230 is 
too small, e.g., because one or more expected packets have 
not yet been received, but have not yet been declared as lost, 
then one or more frames possibly present in the signal buffer 
are stretched via a stretching module 260 using a content-type 
specific stretching process so as to minimize any artifacts that 
might be perceived by a human listener. This stretching pro 
cess is described in further detail below in Section 3.3. The 
stretching then continues for as long as needed until receipt of 
the next frame for playback, or until the delayed packet is 
declared to be lost, i.e., a “late loss’ packet. 
0065. In the case where the signal buffer 230 is too full, 

i.e., the buffer exceeds a predetermined maximum threshold 
length, and then one or more segments of the signal buffer are 
compressed by a compression module 250. This compression 
module 250 uses a novel hierarchical frame compression 
process for temporal compression of one or more signal 
frames. 
0.066. A loss concealment module 270 is used to address 
the case where one or more packets are declared to be a late 
loss. In this case, packet loss concealment is used to hide or 
minimize artifacts that will result from either joining non 
contiguous segments of the audio signal, or from blending 
new samples into the existing content of the signal buffer 230 
for the purpose of filling any “holes' left in the signal as a 
result of packet loss or undue delay. 

3.0 Operation Overview: 
0067. The above-described program modules are 
employed in the adaptive audio playback controller. As Sum 
marized above, this adaptive audio playback controller pro 
vides for automatic buffer-based adaptive jitter control and 
packet loss concealment for audio signals transmitted across 
a packet-based network as a function of buffered signal con 
tent. Further, the de-jittering and packet loss concealment 
processes described herein are compatible with most conven 
tional codecs for decoding and providing a playback of audio 
signals. The following sections provide a detailed operational 
discussion of exemplary methods for implementing the pro 
gram modules described in Section 2. 
0068. In general, the adaptive audio playback controller 
operates by first using a conventional codec for decoding and 
reading transmitted signal frames into a signal buffer as soon 
as all information necessary to decode those frames have been 
received. Note that for some codecs, this “necessary informa 
tion” may include previous packets, as long as they have not 
yet been declared as “losses.’ Samples of the decoded audio 
signal are then played out of the buffer according to the needs 
of the player device. Note that the size of the input frame read 
into the buffer and the size of the output frame (i.e., the sample 
output to the player device) do not need to be the same. Input 
frame size is determined by the codec, and some codecs use 
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larger frame sizes to save on bitrate. Output frame size is 
generally determined by the buffering system on the playout 
or playback device. For example, in a tested embodiment, a 
10 ms output frame was used in combination with a 20 ms 
input frame. However, rather than simply playing back the 
frames, the adaptive audio playback controller stretches or 
compresses the signal, as necessary, to perform real-time 
jitter control and packet loss concealment as a function of 
buffer content. 

0069 Primary components of the de-jittering processes 
include signal stretching processes, and signal compression 
processes. These processes operate based on a maximum and 
minimum buffer size. In a tested embodiment, a 10 ms mini 
mum buffer size was used to guarantee enough data is present 
in the buffer to allow for good quality stretching. In contrast, 
the maximum buffer size is designed as a tradeoff between 
minimizing the probability that any given sample will need to 
be stretched, and the delay resulting from increased buffer 
S17C. 

0070 For example, in one embodiment, maximum buffer 
size was determined by performing a conventional statistical 
modeling of the broadcast channel or network, and setting the 
maximum buffer size at a level that will guarantee receipt of 
at least a minimum threshold number of data packets, such as, 
for example, 95% of the packets, before those packets are 
needed for playback. Methods for performing such statistical 
modeling of packet receipt across a network channel are well 
known to those skilled in the art, and will not be described in 
detail herein. 

0071. As noted above, one of the components of the adap 
tive audio playback controller involves a signal stretching 
process. Conventional signal stretching schemes typically 
stretch a received frame of the audio signal until the schedule 
arrival time for the next packet. However, these schemes will 
declare a packet as a “late loss' when it is not received within 
a certain predetermined period of time. For example, Such 
schemes typically set a time limit for receiving a packet in that 
expires soon after the time a prior packet, i.e., packet n-1, was 
received. If packet n is not received by that predetermined 
time, a late loss is declared, and “loss concealment” tech 
niques are then used for concealing that loss. Thus, such 
schemes are packet-based. 
0072. In contrast, the adaptive audio playback controller 
described herein operates as a function of buffer content 
rather than packet receipt time. For example, unlike conven 
tional stretching schemes, the audio playback controller 
begins stretching the contents of the buffer whenever a par 
ticular packet, e.g., packet n, arrives later than'scheduled. In 
this case, the signal existing in the buffer is stretched until the 
delayed packet arrives, or until it is eventually declared “lost.” 
0073. This process differs from conventional stretching 
schemes in that rather than immediately declaring a packet as 
a “late loss” when it is not received within a predetermined 
period of time, the contents of the buffer, the amount of 
stretching already performed, and the reception of any Sub 
sequent packets are all used to determine an appropriate time 
for declaring that packet to be a late loss. Consequently, the 
adaptive audio playback controller provides a significantly 
increased packet receipt time prior to declaring a late loss for 
any given packet. As a result, packet “late loss’ is signifi 
cantly reduced, thereby resulting in a significantly reduced 
use of packet loss concealment processes for reducing arti 
facts in the signal, and a perceptibly cleaner signal playback. 
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0074. In particular, rather than setting a time limit for 
declaring packet loss, the adaptive audio playback controller 
simply waits for the next packet to be received, or until one of 
several “loss conditions' are satisfied, as described below. For 
example, one Such loss condition is to set a maximum delay 
time for packet receipt. Given a sufficiently long delay time T. 
late loss will only be declared in relatively extreme delay 
cases, when a signal connection was lost, or when a talk spurt 
ended in the case where no information is sent about the end 
of the talk spurt. In a tested embodiment, values for the delay 
time T on the order of about 20 ms to about 1 sec were used, 
with values of T around 100 ms typically providing good 
results. 
0075. A second loss condition relates to receiving a sub 
sequent packet prior to receiving the next expected packet in 
the transmission. Typically, this results from either packet 
inversion, or actual packet loss. As noted above, conventional 
schemes typically will generally ignore packet arrival order, 
and wait the maximum amount of time regardless of whether 
a Subsequent packet has been received or not. Instead, the 
adaptive audio playback controller reduces the time required 
to declare a late loss whenevera Subsequent packet is received 
prior to receiving the expected packet. However, to minimize 
any declarations of “late loss” due to packet inversion, the 
adaptive audio playback controller waits before declaring a 
loss, even if a Subsequent packet has already been received. 
Since packet inversions are rare, the waiting is kept to a 
minimum, in order to avoid introducing additional artifacts in 
the signal. More specifically, the signal in the buffer will not 
be stretched beyond the period that the buffered signal would 
be stretched in the case where a packet loss would be 
declared, as noted above. Once that time has been reached, the 
packet n is declared as lost, and the packet loss concealment 
processes described below are used to reduce or eliminate 
artifacts in the signal. 
0076. The processes described below are generally illus 
trated by FIG. 3. In particular, as illustrated by FIG. 3, when 
new data 300 is available it is read and subsequently written 
310 to the signal buffer 230. Then, an analysis of the buffer 
content is made to determine whether the buffer is too low 
320. If the contents of the signal buffer 230 are determined to 
be too low, then the contents of the buffer are stretched 330 as 
described in detail below. In contrast, if the contents of the 
buffer 230 are determined not to be too low, then a determi 
nation is made as to whether the buffer is too full 340. In the 
case where buffer is too full, then the contents of the buffer are 
compressed 350 as described in detail below. Finally, a seg 
ment of the buffer, unmodified, stretched, or compressed, is 
then played 360, one output frame at a time via a conventional 
playback device. These steps continue to loop, along with the 
ongoing analysis of the signal buffer content for the purpose 
of determining how to best handle incoming packets in a 
conventional lossy and delay prone packet-based network. 
0077. In another related embodiment, the stretching and 
compressing is utilized mostly to compensate for clock drift 
(i.e., Small differences in clock frequency) between encoder 
and decoder clocks. In this embodiment, threshold buffer 
sizes (i.e., the buffer is too low, or the buffer is too full) for 
initiating either stretching or compressing of the buffered 
signal can be relatively small, typically on the order of about 
one or two pitch periods. 
3.2 Packet Loss Concealment: 

0078. As noted above, although late loss of packets is 
reduced by using an increased delay time T, a loss conceal 
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ment mode is still implemented to hide such losses when 
necessary. In particular, once it is determined that a packet is 
lost, the system will no longer wait for that packet to be 
received. Loss concealment then takes the form of either a 
“mute mode, or of a “loss concealment mode.” 
007.9 For example, as illustrated by FIG. 4, a lost packet 
triggers either a “loss concealment mode 460 or a “mute 
mode 430. In particular, if an expected packet, packet in, has 
been received 400, then there is no packet loss. That packet is 
then decoded 410 and provided to the signal buffer. However, 
if the expected current packet, packet in, has not been received 
400, thena determination is made as to whether the delay time 
T has been exceeded 420. If the delay time T has been 
exceeded 420, then a packet loss is declared and the mute 
mode is entered 430. 
0080. Alternately, if the delay time T has not yet been 
exceeded 420, then a determination is made as to whether the 
data in the signal buffer has already been stretched 440. If that 
data has been stretched 440, then a determination as to 
whether any Subsequent packet, e.g., packet n+1 or higher, 
has already been received 450. If a subsequent packet has 
been received 450, then a packet loss is declared and the 
concealment mode is entered 460. However, if either the 
buffer data has not been stretched 440, or a subsequent packet 
has not yet been received 450, then the adaptive audio play 
back controller simply continues waiting for the expected 
packet, i.e., packet in 470 while looping through the above 
steps, 400 through 460. Once the packet is either declared not 
lost 410, or lost (430 or 460), and the appropriate action taken, 
then the next packet, i.e., packet n+1, becomes the current 
packet, and the aforementioned steps (400 through 480) 
repeat. 

3.2.1 Mute Mode and Comfort Noise: 

0081. As noted above, the mute mode 430 is entered when 
no packet is received for a length of time exceeding some 
pre-determined threshold Such as the delay time T. In general, 
when no packet is received within the delay time T, this 
non-receipt is interpreted as either the end of a talk spurt or a 
loss of connection. In either case, the receiver will “mute' the 
current signal. In one embodiment, this muting is imple 
mented gradually so as to minimize audible artifacts in the 
signal. In another embodiment, the signal is not entirely 
muted, but is instead reduced to a "comfort noise' level. 
Comfort noise is frequently used in conventional communi 
cations systems for simulating a noise level similar to any 
noise that was present when the connection was active, but 
when there was no speech. Consequently, signal loss is not 
readily apparent to the listener. This is important for main 
taining apparent signal quality in lossy networks where the 
signal may be lost and reestablished a number of times during 
a typical communication session. 
I0082. With respect to the mute mode 430, the adaptive 
audio playback controller presents a unique process for gen 
erating comfort noise by using a running comfort noise buffer 
containing a number of “silence frames. In a tested embodi 
ment, using a comfort noise buffer of about three or so silence 
frames provided good results. In general, whenever a new 
frame is received, the overall energy E of the frame is com 
puted and compared to the stored energy of the current silence 
frames in the comfort noise buffer. If the current frame has 
lower energy than any of the frames already in the comfort 
noise buffer, then the frame having the highest energy is 
replaced with the current frame. Further, in addition to storing 
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the energy of the frame, the magnitude of the FFT coefficients 
of the frames are also stored for use in synthesizing a "com 
fort noise frame, as described below. 
0083. In a related embodiment, a periodic renewal of the 
silence frames in the buffer is forced through use of a time-out 
mechanism so as to avoid an atypically low energy silence 
frame remaining in the buffer forever. For example, if a par 
ticular frame is in the buffer for over a predetermined time 
limit, such as, for example, 15 seconds, the nominal energy E, 
of the frame is increased (but not the magnitude of the stored 
FFT coefficients). This will increase the likelihood that the 
frame will eventually be replaced with a new frame having 
lower energy. Assuming a 15 second time limit here, the E, is 
doubled every 15 seconds, and a small amount of an arbitrary 
frame. Such as the current frame, for example, is added to 
handle any cases where E=0. 
0084. When a comfort noise frame is needed, the buffered 
silence frames are then used to generate one. In particular, the 
average magnitude of the stored silence frames is computed, 
and a random phase shift is added to the FFT prior to com 
puting the inverse FFT. This signal is then overlapped/added 
to the signal in the buffer using a conventional window. Such 
as, for example, a sine window. In particular, comfort noise is 
created in any desired length by computing the Fourier trans 
form of the average magnitude of the silence frames, intro 
ducing a random rotation of the phase into the FFT coeffi 
cients, and then simply computing the inverse FFT for each 
segment to create the comfort noise frame. This produces a 
signal frame having the same spectrum, but no correlation 
with the original frames, thereby avoiding perceptible arti 
facts in the signal. In addition, longer signals can be obtained 
by Zero-padding the signal before computing the FFT. These 
synthesized comfort noise frames are then inserted into the 
signal playback by using a windowing function to Smooth the 
transition points between the original and Subsequent signal 
frames. 

3.2.2 Loss Concealment Mode: 

0085. As noted above, the loss concealment mode 460 is 
entered whenevera Subsequent frame is received, one or more 
intermediate frames are missing, and the data in the signal 
buffer has already been stretched. Further, loss concealment 
is either “generic' or specific to whatever codec is being used 
to decode the incoming packets. For example, many codecs 
already provide loss concealment algorithms specified as part 
of the codec. In Such a case, the packet loss concealment may 
use the existing processes of the codec. In other cases, the 
prescribed loss concealment for a particular codec may not 
exist or may be sub-optimal. This is often the case, since most 
loss concealment algorithms have been designed for con 
stant-frame size environments, and have the constraint of 
preserving a fixed output frame length. However, when using 
the techniques described herein the output frame size is not 
constrained by the input frame size; therefore, this particular 
constraint is irrelevant with respect to the adaptive audio 
playback controller. Further, in either case, the determination 
of when such loss concealment is to be applied, even with the 
existing codecs, differs from conventional loss concealment 
methods by use of the aforementioned signal buffer analysis 
for deciding whether frames are to be stretched or com 
pressed. 
I0086 For example, a loss concealment mode designed for 
G.711 (PCM) coded speech, but which is also appropriate for 
use with many other conventional codecs, is illustrated by 
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FIG. 5. Note that this loss concealment mode provides an 
improvement over the standard G.711 loss concealment algo 
rithm, published as appendix 1 to the ITU-T recommendation 
G.711. As described above with respect to FIG. 4, the con 
cealment mode 460 will only be entered when at least one 
Subsequent frame has been received. For that reason, in addi 
tion to any signal frames still remaining in the signal buffer, 
i.e., “current buffer content, the frame buffer also contains 
Some non-contiguous future segment of the input signal, i.e., 
“future buffer content.” The lost segment corresponds to any 
missing or non-received samples existing between the current 
buffer content and the future buffer content. 

I0087 As illustrated in FIG. 5, the first step in loss conceal 
ment is to determine the number of signal samples 500 that 
need to be inserted between the current buffer content and the 
future buffer content. In the simplest case, the number of 
samples is simply set equal to the number of samples corre 
sponding to the lost frame or frames represented by the lost 
packet. However, in another embodiment, a slightly more 
elaborate computation is used to determine the number of 
samples needed. In particular, as described above, some 
stretching of the signal buffer content will have already 
occurred prior to packet loss concealment. 
I0088 Consequently, a better estimate of the number of 
samples needed is determined by first subtracting the number 
of samples resulting from that stretching from the number of 
lost samples. Further, to allow enough data for windowing 
(i.e., overlapping/adding) the transition between the inserted 
samples and the current and future buffer content, samples 
representing at least an additional half-window are added to 
the total number of samples to be inserted. Further, in one 
embodiment, additional samples are inserted to allow the 
alignment between the two segments to be done in both 
directions. 

I0089. Note that if too many frames are lost, any transition 
will likely sound unnatural. Consequently, in a related 
embodiment, to address this case, and to further reduce any 
resulting artifacts, the number of frames to be replaced is 
limited to two frames. However, it should be noted that, if 
necessary to keep overall signal length, the signal may later be 
further stretched at some other point in the data existing in the 
signal buffer. 
0090 The next step is to compute a desired or target size 
for the future buffer content 510. The simplest method is to set 
the target size of the future buffer content equal to current size 
of the future buffer content, plus the number of samples to be 
inserted plus the overlap/add window size divided by 2. In 
other words, as illustrated by Equation 1: 

where DF is the target size for the future buffer content, LF is 
the actual current size of the future buffer content, K is the 
number of target samples to insert, and OV is the overlap/add 
window size (i.e., size of the sine window or other window 
used for the overlap/add operation). 
0091 Another method for computing the desired size for 
the future buffer content is described below in Section 3.2.2.1 
with respect to FIG. 6. However, in any case, once the target 
size of the future buffer content is computed, the future buffer 
is stretched from its current size to approximately the target 
size. Any conventional stretching method may be used to 
complete the stretching operation. A novel stretching method 
is described in a copending United States utility patent appli 
cation entitled “A SYSTEMAND METHOD FOR PROVID 
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ING HIGH-QUALITY STRETCHING AND COMPRES 
SION OF ADIGITALAUDIOSIGNAL.” filed Sep. 10, 2003, 
and assigned Ser. No. 10/660,325, the subject matter of which 
is hereby incorporated herein by this reference. 
0092. In general, as described in the aforementioned 
copending patent application entitled “A SYSTEM AND 
METHOD FOR PROVIDING HIGH-QUALITY 
STRETCHING AND COMPRESSION OF A DIGITAL 
AUDIO SIGNAL.” this novel stretching method provides an 
adaptive “temporal audio Scalar” for automatically stretching 
and compressing frames of audio signals received across a 
packet-based network. Prior to stretching or compressing 
segments of a current frame, the temporal audio Scalar first 
computes a pitch period for each frame for sizing signal 
templates used for matching operations in stretching and 
compressing segments. 
0093. Further, the temporal audio scalar also determines 
the type or types of segments comprising each frame. These 
segment types include “voiced” segments, “unvoiced” seg 
ments, and “mixed' segments which include both periodic 
and aperiodic components. The stretching or compression 
methods applied to segments of each frame are then depen 
dent upon the type of segments comprising each frame. Fur 
ther, the amount of stretching and compression applied to 
particular segments is automatically variable for minimizing 
signal artifacts while still ensuring that an overall target 
stretching or compression ratio is maintained for each frame. 
0094 Since the stretching process may produce slightly 
more (or less) than the desired samples, depending upon the 
content of the frame being stretched, the necessary length of 
the current buffer content is estimated as the desired total 
length, plus the required overlap (for the overlap/add pro 
cess), minus the actual size of the future buffer content after 
stretching. In other words, as illustrated by Equation 2: 

DC=TOV-AF Equation 2 

where DC is the desired or target size for current buffer 
content, T is the target total size of the signal buffer after 
concealment, OV is the overlap/add window size, as noted 
above, and AF is actual size of future buffer content after 
stretching. Given the target size of the current buffer content, 
the current buffer is then stretched by the necessary amount to 
achieve that target size. Finally, a variable content-based 
overlap/add windowing process is applied to mix or fade the 
current and future buffer content into a continuous segment of 
the input signal. Note that this overlap/add process is 
described generally below with respect to FIG. 7, and in more 
specific detail in the aforementioned copending United States 
utility patent application entitled “A SYSTEM AND 
METHOD FOR PROVIDING HIGH-QUALITY 
STRETCHING AND COMPRESSION OF A DIGITAL 
AUDIO SIGNAL. 

3.2.2.1 Computing the Target Size for Buffer Content: 
0095. As noted above, a simple solution for determining 
the target size for stretching the future and current buffer 
content is given by Equation 1 and Equation 2, respectively. 
However, an alternate solution is illustrated by FIG. 6. In 
general, as illustrated by FIG. 6, the generic approach of 
Equation 1 and Equation 2 is modified to decide how much to 
stretch the future and current buffer content so as to minimize 
perceivable artifacts in the stretched signal. 
0096. As illustrated by FIG. 6, the first step is to determine 
whether the buffer content is sufficiently long to allow for 
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stretching without noticeable artifacts. In particular, the 
future buffer content is first examined to determine whetherit 
is below a minimum size 600 to allow for high quality stretch 
ing. For example, in one embodiment, a minimum size of 
about two “pitch' periods may be used as an indicator of 
whether the content can be stretched without creating unde 
sirable artifacts. In another tested embodiment, a minimum 
size of 280 samples was used. 
0097. When the future buffer content is below the mini 
mum size 600, then a ratio of the average energy of the future 
buffer content to the average energy of the current buffer 
content is set to Zero 615, thus resulting in stretching of only 
the current buffer content (see discussion of Box 645 below). 
Note that the current buffer does not need to be tested for 
minimum size, first because it is always kept larger then the 
minimum size, and second, because in any case one of the two 
(current or future buffer content) have to be stretched to cover 
for the missing (lost) segment. 
0098. The reason for limiting stretching of signals less 
than two pitch periods is that stretching a voiced segment 
without having at least two pitch periods will generally intro 
duce undesirable artifacts into the signal. As is well known to 
those skilled in the art, Voiced Sounds such as speech are often 
modeled using quasi-periodic pulses that are typically 
referred to as the fundamental frequency or “pitch.” However, 
as the concepts of pitch and pitch period are well known to 
those skilled the art, the determination of pitch and pitch 
period will not be described herein. 
0099. In stretching the content of the signal buffer, stretch 
ing is preferably divided between the current and future 
frames as a function of the energy of each frame so as to 
minimize signal artifacts resulting from the stretching. In 
general, the amount of stretching of the future and current 
buffer content is done in inverse proportion to the energy of 
that content. The reason for this approach is that, in general, 
stretching a low energy signal close to a high energy signal 
tends to mask audible artifacts. Thus, for example, if the 
future buffer content includes 80 percent of the total energy, 
and the current buffer content includes 20 percent of the 
energy, then the future buffer content will be stretched by 20 
percent and the current buffer content will be stretched by 80 
percent of the extra samples needed. 
0100. When the future buffer content is not below the 
minimum size 600, the energy of both the current buffer 
content and the future buffer content is computed 620. These 
average energies are then used to compute a ratio of the 
average energy 625. In one embodiment, these ratios are then 
used to compute the desired size of the future and current 
buffer content 645 as a function of the ratio, existing buffer 
size, number of target samples needed, and the overlap/add 
window size. For example, the target size for the future buffer 
content may be computed as illustrated by Equation 3: 

if RATIO Equation 3 
R = 1 (RATIO 

DF = LF-- (K+ OV). R, 
R = 0 otherwise 

where DF is the desired or target size for future buffer content, 
LF is the existing size of the future buffer content, K is the 
total number of target samples to insert, and OV is the over 
lap/add window size. 
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0101 Similarly, the target size for the current buffer con 
tent could be computed using an equation similar to Equation 
3. Nevertheless, a more appropriate solution is to use equation 
2, which will give the same results if the actual stretching of 
the future plane happens exactly as requested, but will also 
incorporate any Small differences between the target and 
actual size of the future buffer after stretching. 
0102) However, rather than blindly applying Equations 2 
and 3 to determine the target size for the future and current 
buffer content, better results are achieved by first examining 
the computed ratio 625 to determine whether the future or 
current buffer content should actually be stretched. 
0103) In particular, in one embodiment, if the computed 
ratio 625 is less than a predetermined minimum threshold 
630, then the ratio is set to Zero 615 so that the future buffer 
content will not be stretched at all because the relative energy 
of the future buffer content is so large compared to the current 
buffer content that stretching of the future buffer content 
would likely result in noticeable artifacts. Similarly, if the 
computed ratio 625 is greater than the predetermined mini 
mum threshold 630, then a determination is made as to 
whether the computed ratio exceeds a predetermined maxi 
mum threshold 635. 
0104. If the predetermined maximum threshold 635 is 
exceeded, then the ratio is set to one 640 so that the current 
buffer content will not be stretched at all because the relative 
energy of the current buffer content is so large compared to 
the future buffer content that stretching of the current buffer 
content would likely result in noticeable artifacts. In one 
embodiment, stretching is distributed between the current and 
future buffer content before taking into account the stretching 
already performed in the current buffer content (as a result of 
waiting for a particular frame, as described above), at which 
point the minimum and maximum thresholds are applied as 
described above. 
0105. Next, whether the ratio is computed 625, or set to 
Zero 615 or one 640 as a function of the minimum and maxi 
mum ratio thresholds, the desired or target buffer sizes are 
then computed as described above with respect to Equations 
2 and 3. Finally, the future and current buffers contents are 
stretched 650 (or not stretched if appropriate) by inserting the 
appropriate number of samples into each buffer to meet the 
target size. 

3.2.2.2 Overlap/Add of Stretched Buffer Frames: 
0106. As noted above, once samples from one or both 
buffers have been stretched enough to cover the lost segment 
of the signal, it is necessary to window the samples for easing 
the transition points between the original content of the cur 
rent buffer and the contents of the future buffer. The afore 
mentioned overlap/add process is used for this purpose. This 
overlap/add process differs from conventional overlap/add 
procedures in that it is dependent upon the content type of the 
signal in the buffers. 
0107 For example, in an audio signal including speech, 
each segment of any particular frame will be either a 
“voiced, an “unvoiced', or a “mixed' segment, as described 
above. Then, in order to achieve optimal results, an overlap/ 
add process that is specifically targeted to the particular mix 
of segment types is applied. 
0108. In general, in contrast to conventional windowing 
schemes, different windows are used for each frame type mix 
(e.g., voiced/voiced, Voiced/unvoiced, etc). Also, the align 
ment strategy is different for different frame type mixes. For 
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example, only in the case where neither frame type is 
unvoiced, the frames are aligned. This alignment will match 
the pitch period of the current buffer with that of the future 
buffer before the overlap/add is performed. In particular, a 
“template' is first selected from the current buffer content of 
same length as the overlap window. The future buffer content 
is then examined to identify a match in the future buffer 
content. One method for identifying Such matches is to sim 
ply compute the cross correlation of the template with the 
beginning of the future buffer content. The largest peak in the 
cross correlation then represents the best match. The future 
buffer content is then shifted by the offset, discarding any 
samples between the start of the future buffer content and the 
best match. Then, because the two signal segments are cor 
related via the alignment, a Sum-one overlap/add window is 
used to smooth the transitions between the current and future 
buffer content. An example of Such Sum-one window is a 
Hann window. 
0109. In the case where at least one of the frame types is 
unvoiced, there is theoretically no correlation between 
samples. Consequently, there is no need to perform the align 
ment as with the Voiced samples. Therefore, a square-Sum 
one window is used by the overlap/add process for Smoothing 
the transition points. An example of Such a square-Sum-one 
window is a sine window. 
0110. Note that specific details of this frame-type depen 
dent overlap/add process are provided in Section 3.2 of the 
aforementioned copending patent application entitled “A 
SYSTEM AND METHOD FOR PROVIDING HIGH 
QUALITY STRETCHING AND COMPRESSION OF A 
DIGITAL AUDIO SIGNAL 

3.3 Codec-Specific Loss Concealment Modes: 
0111. The loss concealment procedures described above 
ignore any distortions or artifacts produced by interdepen 
dencies between frames. This is not a problem with signals 
which have been coded using codecs such as G.711 (PCM). 
However, when speech has been encoded by some other 
codec, the loss of a frame will typically induce Some mis 
match between the internal state of the decoder when com 
pared to the state assumed by the encoder. Consequently, 
more noticeable artifacts may result from the stretching 
described above, which may stretch and thus reinforce seg 
ments which were not perfectly decoded. The procedures 
described above are still applicable to such cases, but will 
most likely yield Sub-optimum results. 
0112 However, the methods for stretching signals to con 
ceal lost frames described above may be modified to address 
particular codecs to address frame interdependencies result 
ing from the particular codec used to encode the audio signal. 
In particular, one may take note of the expected quality of 
certain segments following a loss, and take that into account 
when deciding whether or not to stretch that particular seg 
ment. For example, the conventional “Siren Codec (ITU-T 
G.722.1 codec), currently used in Windows MessengerTM is 
based on the well known Modulated Lapped Transform 
(MIT). The only state information is 320 partial samples that 
overlap between adjacent frames. In this case, this known 
partial information is used to produce results which are audi 
bly superior to those produced by the standard Siren Codec 
error concealment. 

3.3.1 Basic Modification to the Stretching Process: 
0113. The simplest approach to modify the stretching 
techniques described above in Section 3.2 is to ignore any 
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incomplete segments of a Siren-coded signal. In particular, 
Siren frames are 20 ms (320 samples) each, but each Siren 
frame contains coefficients corresponding to a 640 point 
MLT. Subsequent frames are then overlapped by 320 samples 
and added. Therefore, ifa single frame is missing, a total of 40 
ms of speech will be incomplete. In one embodiment, the 
entire 40 ms is declared as lost, and the concealment pro 
cesses described above are applied to conceal that loss. How 
ever, this basic approach throws away useful information 
contained in the partial segments surrounding the lost frame. 

3.3.2. Using Interdependency Information in the Stretching 
Process: 

0114. In another embodiment, rather than ignoring the 
partial information in the Surrounding frames, that informa 
tion is used to create samples for extending the contents of the 
buffer. In this embodiment, the way the MLT is constructed is 
used advantageously to partially reconstruct as many “lost 
samples as possible. For example, because of the way in 
which the MLT is computed, the leading and trailing half of 
each Surrounding segment is increasingly dominated by the 
signal that is to be estimated for loss concealment, with the 
samples increasing in accuracy towards the ends closest to the 
missing frame. Specifically, as is known to those skilled in the 
art of MIT computations with respect to the G.722.1 codec: 

0115 “The MLT can be decomposed into a window 
overlap and add operation, followed by a type IV Dis 
crete Cosine Transform (DCT). The window, overlap 
and add operation is given by: 

where: 

w(n)=sin((pi/640)(n+0.5)), for Osne320” 

0116 Consequently, if at the decoder side, the inverse 
DCT is performed, but the overlap/add operation is not, the 
signal v0:319 as defined above will be recovered. Further, 
note that v0:159 is increasingly dominated by x 160:319. 
For example, v159=0.0025x0+0.999997x319). Conse 
quently, it should be clear that V159 can be used as an 
approximation for X319. Obviously, the further from the 
center of V, the worse the approximation is. In addition, it 
should also be noted that since time reversing a signal does 
not affect its spectrum, the spectrum of the reversed part of X 
should be similar to that of the original X. 
0117. Further, adding two uncorrelated signals is equiva 
lent to adding their spectrum. But, as the extremities of v are 
approached from either side, the two samples of X are increas 
ingly close to each other, and therefore more correlated. For 
this reason, rather than use all of the samples in V, the last few 
samples are eliminated, and the remaining samples were used 
to estimate at least some of the missing samples before replac 
ing any remaining lost samples using the stretching methods 
described above. The last 5 to 30 samples on each side of V 
may be discarded. 
0118 For example, assuming that the last 20 samples on 
each side of v are discarded, then only the center 280 samples 
are used. Therefore, if a single frame is lost, instead of dis 
carding the whole 640 incomplete samples as described in 
section 3.3.1, the partial information is used as a way of 
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estimating some of these samples. In a tested embodiment, 
280 samples were used to estimate the corresponding 140 
samples closest to each extremity of the missing samples, so 
that only the loss of the center 360 samples actually needs to 
be concealed using the stretching processes described above. 
Further, because the estimated Samples are not as good as true 
samples, in one embodiment, they are not used to stretch the 
signal. Consequently, signal stretching is preferably 
restricted to samples which were completely decoded, rather 
then those samples that were estimated as described above. 

3.4. Selective Signal Compression: 
0119) Due to the need to keep up with the real-time nature 
of the communication, the stretching processes described 
above are done immediately, whenevera frame is not received 
in time. Consequently, there is very little choice in whether a 
particular segment must be stretched (although there is some 
choice as to where a particular segment is to be stretched, as 
described in the aforementioned copending patent applica 
tion entitled A SYSTEMAND METHOD FOR PROVID 
ING HIGH-QUALITY STRETCHING AND COMPRES 
SION OF A DIGITAL AUDIOSIGNAL. However, there is 
significantly greater flexibility in compressing the signal for 
reducing signal delay when the signal buffer becomes too full. 
0120 For example, when compressing the signal, it is 
typically a good idea to wait for a segment of speech where 
compression is expected to produce little or no artifacts, 
rather than simply compress the next segment to be played 
out. One simple solution is to compress only in between talk 
spurts. However, a better process considers how much com 
pression is desired (i.e., how far behind in time signal play 
back is), and how easy it is to compress a particular segment 
while minimizing artifacts. Further, it is noted that the need to 
compress implies that a long segment of the signal is in the 
buffer, and therefore there is some freedom on where to 
compress that signal. 
I0121 The selection of which segments to actually com 
press in any given frame or frames is an important decision, as 
it typically affects the perceived quality of the reconstructed 
signal for a human listener. For example, rather than com 
press all segments of the signal buffer equally, better results 
are typically achieved by employing a hierarchical or layered 
approach to compression. In particular, as noted above, the 
type of each segment is often already known by the time that 
compression is to be applied to a frame. Given this informa 
tion, the desired compression is achieved in any given frame 
or frames by first compressing particular segment types in a 
preferential hierarchical order. 
0122. In particular, segments that represent Voiced seg 
ments or silence segments (i.e., segments that include rela 
tively low energy aperiodic signals) are compressed first. 
Next, unvoiced segments are compressed. Finally, mixed seg 
ments, or segments including transients are compressed. The 
reason for this preferential order is that compression of voiced 
or silence segments is easiest to accomplish without the cre 
ation of noticeable artifacts. Compression of unvoiced seg 
ments is the next easiest type to compress without noticeable 
artifacts. Finally, mixed segments and segments containing 
transients are compressed last, as Such segments are the hard 
est to compress without noticeable artifacts. 
0123 Consequently, rather than compressing all segments 
equally in any particular frame or frames, better results are 
typically achieved by selectively compressing particular seg 
ments in those frames, or particular frames. For example, 
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compressing segments that represent Voiced speech, silence 
or simple noise, while avoiding compression of unvoiced 
segments or transients, produces a reconstructed signal hav 
ing reduced perceivable artifacts. If Sufficient compression 
cannot be accomplished by compressing voiced or silence 
segments, then non-transitional unvoiced segments are com 
pressed in the manner described above. 
0124 Finally, segments including transitions are com 
pressed if sufficient compression cannot beachieved through 
compression of the Voiced segments or non-transitional 
unvoiced segments. This hierarchical approach to compres 
sion serves to limit perceivable artifacts in the reconstructed 
signal. Further, if sufficient unplayed frames are available, 
then the desired compression can be spread out over several 
frames, as necessary, by compressing only those segments 
that will result in the least amount of signal distortion or 
artifacts. 

0125. In general, once the particular segments to be com 
pressed have been selected or identified, compression of seg 
ments is handled in a manner similar to that described above 
for stretching of segments. For example, when compressing a 
Voiced segment, a template is selected from within the seg 
ment, and a search for a match is performed. Once the match 
is identified, the segments are windowed, overlapped and 
added, thus cutting out the signal between the template and 
the match. As a result, the segment is shortened, or com 
pressed. On the other hand, when compressing an unvoiced 
segment, either a random or predetermined shift is used to 
delete a portion of the segment or frame, along with a win 
dowing function Such as a constant square-Sum window to 
compress the segment to the desired amount. Finally, mixed 
segments are compressed using a weighted combination of 
the voiced and unvoiced methods as described in the afore 
mentioned copending patent application entitled “A SYS 
TEMAND METHOD FOR PROVIDING HIGH-QUALITY 
STRETCHING AND COMPRESSION OF A DIGITAL 
AUDIO SIGNAL. 

3.5. Processing in the LPC Residual Domain: 

0126. In the preceding discussion, the adaptive audio play 
back controller accomplished adaptive compression and 
stretching of signal segments for providing jitter control and 
packet loss concealment by acting on the signal in the time 
domain. However, a signal can always be decomposed into a 
spectral envelop, or (Linear Predictive Coding) LPC spec 
trum that represents a frame-level spectrum, and an LPC 
residue that represents short time information Such as Small 
details in the signal spectrum. Consequently, in one embodi 
ment, the processes described above with respect to stretch 
ing, compression, loss concealment and muting, are imple 
mented in the LPC residual domain. 

0127. In general, processing in the LPC residual domain 
has two main advantages over operating in the original signal 
domain. First, operating in the LPC residual domain produces 
fewer artifacts because a match is guaranteed in the spectral 
domain, and the spectrum will evolve much more Smoothly. 
Second, operating in the LPC reduces delay and may reduce 
computational overhead because much shorter windows may 
be used. In fact, because of the close match, the use of the 
overlap window can simply be ignored altogether, thereby 
reducing any algorithmic delay to the time required to process 
a very few number of samples (e.g., 16 samples used in the 
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LPC filter). However, even ifa window is used here, a window 
with just a few samples will provide good results with 
reduced signal artifacts. 
0128. In this embodiment, an LPC filter is estimated from 
the contents of the signal buffer at a regular interval. Such as, 
for example about 5 ms. The received signal is then passed 
through the estimated LPC filter in order to obtain an LPC 
residual. Then, the processes described above are performed 
on the LPC residual signal rather than on the original time 
domain signal. Tags for the location of each original point for 
the LPC filters are kept, then, before playing out, the signal is 
simply inverse filtered through an interpolated LPC filter. 
This LPC filter is obtained by interpolating the original LPC 
filter between corresponding points, as illustrated by FIG. 7. 
I0129. As illustrated by FIG. 7, the first step in using the 
LPC residual rather than the time domain of the signal is to get 
a new frame of data 700 by decoding received network pack 
ets 200 transmitted across a conventional packet-based net 
work Such as the Internet or other packet-based communica 
tions network. Once decoded, the frame is immediately sent 
to the signal buffer 230. At this point, rather than performing 
an analysis of the signal buffer as in the time-domain case, an 
LPC filter is computed or estimated 705 for the received 
frame using conventional LPC computation techniques. In 
another embodiment, a single LPC filter is used for each 
frame. However, in a related embodiment, a new filter is 
estimated and used over relatively short periods, such as, for 
example, about every 5 ms. 
I0130. Next, the LPC residual is computed 710 using the 
estimated LPC filter. However, in another embodiment, better 
results may be achieved by interpolating between the esti 
mated filters and then using a series of estimated and inter 
polated LPC filters for computing the LPC residual from the 
received frame. The computed LPC residual is provided to an 
LPC residual signal buffer 720, which is basically the LPC 
residual version of the signal buffer 230. In fact, the LPC 
residual signal buffer 720 is then treated in the same manner 
as the signal buffer 230 for the purpose of determining 
whether to stretch, compress, conceal losses, or mute the 
signal 725 as described above. In fact, stretching, compress 
ing, and loss concealment 725 are accomplished exactly as 
described above with respect to the time domain signal, 
except that in the LPC residual domain, there is no need for a 
long overlap window. In particular, rather than use a long 
window for overlap/add operations, a sharp transition, or a 
simple 3 point window provides satisfactory results. 
0.131. As with the time domain case, a determination is 
then made as to whether a signal frame is needed for playback 
730 by the output device 290. Then, using pointers to the 
current location of the original LPC filters, interpolated LPC 
filters are generated 735. These interpolated LPC filters are 
then used for performing an inverse LPC filter 740 of the 
potentially modified (stretched, compressed, loss conceal 
ment, mute) LPC residual. Note that the modified (stretched, 
compressed, loss concealment) LPC residual is the inverse 
LPC filtered input frame. Therefore, if no processing (stretch 
ing, compression, or loss concealment) has been done, then 
the original input frame will be produced here. The resulting 
synthesized or original signal frame is then output 745 and 
sent to the playback device 290. 
0.132. The steps described above continue looping, 730 
745, and 730-700 until the end of the input signal has been 
reached and there is no more data to provide to the playback 
device 290. 
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0133. The foregoing description of the adaptive audio 
playback controller for performing automatic buffer-based 
adaptive jitter control and packet loss concealment for audio 
signals transmitted across a packet-based network as a func 
tion of buffer content has been presented for the purposes of 
illustration and description. It is not intended to be exhaustive 
or to limit the invention to the precise form disclosed. Many 
modifications and variations are possible in light of the above 
teaching. Further, it should be noted that any or all of the 
aforementioned alternate embodiments may be used in any 
combination desired to form additional hybrid embodiments 
of the temporal audio scalar described herein. It is intended 
that the scope of the invention be limited not by this detailed 
description, but rather by the claims appended hereto. 

1-21. (canceled) 
22. A method for adaptive playback of received frames of 

an audio signal transmitted across a packet-based network, 
comprising using a computing device to: 

receive a packetized audio signal broadcast across a 
packet-based network; 

decode each received packet and store the resulting 
decoded signal frame in a signal buffer, 

output a current packet in the case where the current packet 
has been received across the packet-based network; 

instantiate a mute mode whereby a playback of the audio 
signal is at least partially muted when a maximum delay 
time for receiving the current packet has been exceeded, 
and the current packet has not been received; 

instantiate a packet loss concealment mode whereby the 
playback of the audio signal is modified for reducing 
audible artifacts resulting from one or more lost packets 
when a current buffer content has been previously tem 
porally stretched, the current packet has not yet been 
received, and a packet Subsequent to the current packet 
has already been received. 

23. The method of claim 22 further comprising analyzing 
the content of the signal buffer for determining a current 
length of the contents of the signal buffer. 

24. The method of claim 23 further comprising stretching 
and outputting one or more decoded frames from the signal 
buffer when the current length of the contents of the signal 
buffer is less than a predetermined minimum buffer size. 

25. The method of claim 24 wherein the predetermined 
minimum buffer size is optimized to compensate for clock 
drift between an encoder and a decoder. 

26. The method of claim 23 further comprising compress 
ing and outputting one or more decoded frames from the 
signal buffer when the current length of the contents of the 
signal buffer is greater than a predetermined maximum buffer 
S17C. 

27. The method of claim 24 wherein the predetermined 
maximum buffer size is optimized to compensate for clock 
drift between an encoder and a decoder. 

28. The method of claim 22 wherein modification of the 
playback of the audio signal is in the packet loss concealment 
mode comprises: 

computing an average energy for a frame in the signal 
buffer immediately preceding the current packet that has 
not yet been received; 

computing an average energy for a frame in the signal 
buffer immediately succeeding the current packet that 
has not yet been received; and 
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determining a target frame size for both the preceding and 
Succeeding frames as a function of the ratio of the of the 
average energy of the Succeeding frame to the preceding 
frame. 

29. The method of claim 28 wherein determining a target 
frame size for both the preceding and Succeeding frames 
further comprises stretching the Succeeding frame and the 
preceding frames by an amount that is inversely proportional 
to the ratio of the average energy. 

30. The method of claim 29 wherein instantiating the mute 
mode comprises generating and providing playback of a com 
fort noise signal to replace lost packets, said comfort noise 
signal being generated from at least one signal frame stored in 
a silence buffer, said signal frame having been determined to 
represent nominal background noise. 

31. The method of claim 30 further comprising periodi 
cally replacing the signal frames in the silence buffer as a 
function of a computed energy of those frames. 

32. The method of claim 30 wherein generating the com 
fort noise signal from the at least one signal frame stored in a 
silence buffer comprises: 

automatically computing the FFT of the at least one signal 
frame stored in the silence buffer; 

introducing a random rotation of the phase into the FFT 
coefficients: 

computing the inverse FFT for each segment, thereby cre 
ating the at least one synthetic silence segment; and 

providing the at least one silence segment for playback as 
the comfort noise signal. 

33-50. (canceled) 
51. A physical computer-readable media having computer 

executable instructions stored thereon for adaptive playback 
of received frames of an audio signal transmitted across a 
packet-based network, said computer-executable instructions 
comprising: 

receiving a packetized audio signal broadcast across a 
packet-based network; 

decoding each received packet and store the resulting 
decoded signal frame in a signal buffer, 

outputting a current packet in the case where the current 
packet has been received across the packet-based net 
work; 

instantiating a mute mode whereby a playback of the audio 
signal is at least partially muted when a maximum delay 
time for receiving the current packet has been exceeded, 
and the current packet has not been received; and 

instantiating a packet loss concealment mode whereby the 
playback of the audio signal is modified for reducing 
audible artifacts resulting from one or more lost packets 
when a current buffer content has been previously tem 
porally stretched, the current packet has not yet been 
received, and a packet Subsequent to the current packet 
has already been received. 

52. The computer-readable media of claim 51 further com 
prising instructions for analyzing the content of the signal 
buffer for determining a current length of the contents of the 
signal buffer. 

53. The computer-readable media of claim 51 further com 
prising instructions for stretching and outputting one or more 
decoded frames from the signal buffer when the current 
length of the contents of the signal buffer is less than a 
predetermined minimum buffer size. 

54. The computer-readable media of claim 51 further com 
prising instructions for compressing and outputting one or 
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more decoded frames from the signal buffer when the current 
length of the contents of the signal buffer is greater than a 
predetermined maximum buffer size. 

55. A system for providing adaptive playback of received 
frames of an audio signal transmitted across a packet-based 
network, comprising using a computing device for: 

receiving a packetized audio signal broadcast across a 
packet-based network; 

decoding each received packet and store the resulting 
decoded signal frame in a signal buffer, 

outputting a current packet in the case where the current 
packet has been received across the packet-based net 
work; 

instantiating a mute mode whereby a playback of the audio 
signal is at least partially muted when a maximum delay 
time for receiving the current packet has been exceeded, 
and the current packet has not been received; and 

instantiating a packet loss concealment mode whereby the 
playback of the audio signal is modified for reducing 
audible artifacts resulting from one or more lost packets 
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when a current buffer content has been previously tem 
porally stretched, the current packet has not yet been 
received, and a packet Subsequent to the current packet 
has already been received. 

56. The system claim 55 further comprising analyzing the 
content of the signal buffer for determining a current length of 
the contents of the signal buffer. 

57. The system claim 55 further comprising stretching and 
outputting one or more decoded frames from the signal buffer 
when the current length of the contents of the signal buffer is 
less than a predetermined minimum buffer size. 

58. The system of claim 57 wherein the predetermined 
minimum buffer size is optimized to compensate for clock 
drift between an encoder and a decoder. 

59. The system claim 55 further comprising compressing 
and outputting one or more decoded frames from the signal 
buffer when the current length of the contents of the signal 
buffer is greater than a predetermined maximum buffer size. 

c c c c c 


