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1
SYSTEM AND METHOD FOR TIME
OPTIMIZED ENCODING

This application claims the benefitunder 35 U.S.C. §365 of
International Application PCT/US2007/014015, filed Jun.
14, 2007, which was published in accordance with PCT
article 21(2) on Dec. 18, 2008, in English.

TECHNICAL FIELD OF THE INVENTION

The present invention generally relates to encoding video
content, and more particularly, to time optimized encoding of
video content.

BACKGROUND OF THE INVENTION

This section is intended to introduce the reader to various
aspects of art that may be related to various aspects of the
present invention which are described and/or claimed below.
This discussion is believed to be helpful in providing the
reader with background information to facilitate a better
understanding of the various aspects of the present invention.
Accordingly, it should be understood that these statements are
to be read in this light, and not as admissions of prior art.

In the past, the video encoding process was a linear process
handled by single piece of encoding hardware. This imple-
mentation was sufficient because the codecs used in the
encoding hardware were simple and finished encodes within
a reasonable amount of time. A new generation of video
codecs, such as the Advance Video Codec (AVC), have been
developed to compress video more effectively to improve bit
rate efficiency and provide superior video quality. However,
the new video codecs have the drawback of being mathemati-
cally computationally intensive and, therefore, undesirably
increasing the time period needed for video encoding.

Furthermore, there has been an ongoing effort to improve
the quality of encodes by having codecs engage in multiple
encoding passes. More specifically, having the codecs pass
the content and analyze the content through multiple encod-
ing passes. If the passes are dependant on each other, each
pass must wait for a previous pass to complete. This increases
the time needed to complete multipass encodes and, as a
result, also has the drawback of undesirably increasing the
time period needed for video encoding.

The present disclosure is directed towards overcoming
these drawbacks.

SUMMARY

The present disclosure is directed towards a system and
method for time optimized encoding. Time optimized encod-
ing maximizes the usage of the multiple encode nodes or
clusters by parallelizing time-intensive encoding with mini-
mal or no sacrifice of encoding quality. Thereby, reducing the
time required for accomplishing the time intensive encoding
and increasing the efficient throughput of multiple encodes
through the system.

One aspect of the present disclosure is directed towards a
method for encoding video content, the method including
receiving the video content, segmenting the video content
into a plurality of scenes, detecting if a scene has a length that
exceeds a first limit, dissecting the scene into scene segments
if the length of the scene exceeds the first limit, and encoding
the dissected scenes in parallel.

Another aspect of the present disclosure is directed towards
an apparatus or system for encoding video content, the appa-
ratus including means for receiving the video content, means
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for segmenting the video content into a plurality of scenes,
means for detecting if a scene has a length that exceeds a first
limit, means for dissecting the scene into scene segments if
the length of the scene exceeds the first limit, and means for
encoding the dissected scenes in parallel.

BRIEF DESCRIPTION OF THE DRAWINGS

These, and other aspects, features and advantages of the
present invention will be described or become apparent from
the following detailed description of the preferred embodi-
ments, which is to be read in connection with the accompa-
nying drawings.

In the drawings, wherein like reference numerals denote
similar elements throughout the views:

FIG. 1 is a block diagram illustrating an exemplary system
using an encoder in accordance with the present disclosure;

FIG. 2is ablock diagram of an exemplary encoder arrange-
ment in accordance with the present disclosure;

FIG. 3 is an illustration of a conventional encoding work-
flow;

FIG. 4 is an illustration of an encoding workflow in accor-
dance with the present disclosure;

FIG. 5 is an illustration of scenes of film content in accor-
dance with the present disclosure;

FIG. 6 is an illustration of Group of Picture (GOP) sizes
and types within a scene in accordance with the present dis-
closure; and

FIG. 7 is an flowchart illustrating an encoding process in
accordance with the present disclosure.

It should be understood that the drawing(s) is for purposes
of illustrating the concepts of the invention and is not neces-
sarily the only possible configuration for illustrating the
invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

It should be understood that the elements shown in the
Figures may be implemented in various forms of hardware,
software or combinations thereof. Preferably, these elements
are implemented in a combination of hardware and software
on one or more appropriately programmed general-purpose
devices, which may include a processor, memory and input/
output interfaces.

The present description illustrates the principles of the
present invention. It will thus be appreciated that those skilled
in the art will be able to devise various arrangements that,
although not explicitly described or shown herein, embody
the principles of the invention and are included within its
spirit and scope.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the principles of the invention and the concepts
contributed by the inventors to furthering the art, and are to be
construed as being without limitation to such specifically
recited examples and conditions.

Moreover, all statements herein reciting principles,
aspects, and embodiments of the invention, as well as specific
examples thereof, are intended to encompass both structural
and functional equivalents thereof. Additionally, it is intended
that such equivalents include both currently known equiva-
lents as well as equivalents developed in the future, i.e., any
elements developed that perform the same function, regard-
less of structure.

Thus, for example, it will be appreciated by those skilled in
the art that the block diagrams presented herein represent
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conceptual views of illustrative circuitry embodying the prin-
ciples of the invention. Similarly, it will be appreciated that
any flow charts, flow diagrams, state transition diagrams,
pseudocode, and the like represent various processes which
may be substantially represented in computer readable media
and so executed by a computer or processor, whether or not
such computer or processor is explicitly shown.

The functions of the various elements shown in the figures
may be provided through the use of dedicated hardware as
well as hardware capable of executing software in association
with appropriate software. When provided by a processor, the
functions may be provided by a single dedicated processor, by
a single shared processor, or by a plurality of individual
processors, some of which may be shared. Moreover, explicit
use of the term “processor” or “controller” should not be
construed to refer exclusively to hardware capable of execut-
ing software, and may implicitly include, without limitation,
digital signal processor (“DSP”’) hardware, read only memory
(“ROM™) for storing software, random access memory
(“RAM”), and nonvolatile storage.

Other hardware, conventional and/or custom, may also be
included. Similarly, any switches shown in the figures are
conceptual only. Their function may be carried out through
the operation of program logic, through dedicated logic,
through the interaction of program control and dedicated
logic, or even manually, the particular technique being select-
able by the implementer as more specifically understood from
the context.

In the claims hereof, any element expressed as a means for
performing a specified function is intended to encompass any
way of performing that function including, for example, a) a
combination of circuit elements that performs that function or
b) software in any form, including, therefore, firmware,
microcode or the like, combined with appropriate circuitry
for executing that software to perform the function. The
invention as defined by such claims resides in the fact that the
functionalities provided by the various recited means are
combined and brought together in the manner which the
claims call for. It is thus regarded that any means that can
provide those functionalities are equivalent to those shown
herein.

Referring now to FIG. 1, a block diagram showing an
embodiment of the present disclosure used in an encoding
arrangement or system 10 is shown. Encoding arrangement
10 includes a graphical user interface (GUI) 12 hosted, for
example, on a node (not shown) and operatively connected to
a preprocessor 14 and an encoder 16, such as an Advanced
Video Encoding (AVC) encoder, operatively connected, in
turn, to a downstream processing module 18. An uncom-
pressed motion picture video content datastream containing a
series of still image frames is received at the input of GUI 12.

In operation, GUI 12 provides access to the uncompressed
motion picture video content datastream to the preprocessor
14. Preprocessor 14 using an integral scene detection module
(not shown) detects a new scene in the received uncom-
pressed motion picture video content datastream and trans-
mits a scene detection signal to GUI 12 indicating that a new
group of pictures (GOP) needs to be encoded. The scene
detection signal may include timestamps, pointers, synchro-
nization data, or the like to indicate when and where the new
GOP should occur. GUI 12 passes the uncompressed motion
picture video content and control data (e.g., the scene detec-
tion signals discussed above and/or additional control data
discussed below) to encoder 16. Utilizing the control data
received from GUI 12, encoder 16, operating in accordance
with standards developed by the Moving Pictures Experts
Group (MPEG), for example, converts the uncompressed
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datastream into a compressed datastream containing a GOP
beginning with an intra-coded frame (I-frame) in which
encoded video content data corresponds to visual attributes
(e.g., luminance, chrominance) of the original uncompressed
still image. Subsequent frames in the GOP, such as predictive
coded frames (P-frames) and bi-directional coded frames
(B-frames), are encoded based on changes from earlier
frames in the group. Conventionally, new groups of frames,
and thus new [-frames, are begun at scene changes when the
video content data changes are large because less data is
required to describe a new still image than to describe the
large changes between the adjacent still images. As discussed
below, the present disclosure is directed towards a time opti-
mized encoding technique that may alter when new groups of
frames are begun.

After the uncompressed data stream is compressed by
encoder 16, the compressed datastream is passed to a down-
stream processing module 18 that performs additional pro-
cessing on the compressed data so the compressed data can be
stored (e.g., in a hard disk drive (HDD), digital video disk
(DVD), high definition digital video disk (HD-DVD) or the
like), transmitted over a medium (e.g., wirelessly, over the
Internet, through a wide area network (WAN) or local area
network (LAN) or the like), or displayed (e.g., in a theatre, on
a digital display (e.g., a plasma display, LCD display, LCOS
display, DLP display, CRT display) or the like).

Referring now to FIG. 2, a block diagram of an exemplary
encoder arrangement 16 in accordance with the present dis-
closure is shown. Encoder arrangement 16 includes a cluster
manager 20 operatively connected to a plurality of clusters
22-26. Each cluster 22-26 contains a plurality of nodes 28-32
that, in turn, contain a plurality of central processing units
(CPUs). In operation, cluster manager 20 receives the uncom-
pressed motion picture video content and control data from
GUI 12 and may also receive feedback data from the nodes
28-32 in clusters 22-26. Based on the control data, and any
provided feedback data, cluster manager 20 segments the
uncompressed motion video content into groups of frames
and passes the groups of frames to the nodes 28-32 of the
clusters 22-26 as discussed in further detail below.

Referring now to FIG. 3, a conventional encoding work-
flow 40 is shown. The conventional encoding worktlow
includes the cluster manager 20 receiving uncompressed
motion video content and segmenting 41 the uncompressed
video content into scenes (a-i) based on control data such as
scene detection signals generated by preprocessor 14. After
segmentation, cluster manager 20 may provide the scenes
(a-1) to the clusters 22-26 and the clusters 22-26 may perform
multiple encoding passes 42 on the scenes (a-i). For example,
a first encoding pass 43 may include providing each scene to
a different node 28-32 of clusters 22-26 so each node 28-32
can analyze the complexity (e.g., motion between scene
frames, color variation between frames, etc.) of an assigned
scene (a-1). Intermediate processing 44 may include one node
28 of a cluster 22 aggregating the results of the first encoding
pass 43 into a single log file or metadata file. Intermediate
processing 44 may also include additional processing such as,
but not limited to, formatting adjustment based on instruc-
tions received by the node 28 from the cluster manager 20.
Afterwards, during a second encoding pass 46 the cluster
manager provides each scene (a-1), along with the metadata
file and any additional instructions, to a different node 28-32
of clusters 22-24 so each node 28-32 can process an assigned
scene in accordance with the metadata file and any additional
instructions to generate an AVC file for the assigned scene.
The AVC files may then be aggregated into an encoded file 48
containing compressed motion video content that can be



US 8,189,657 B2

5

passed to a downstream processing module 18 for additional
processing, as discussed above.

It should be appreciated that due to the random nature of
the video content it is likely that scenes may have variable
scene lengths or sizes. Longer scenes are likely to take longer
to go through an encoding pass than shorter scenes. Further-
more, a longer scene may require nodes processing shorter
scenes to wait and enter a standby mode, thereby wasting
valuable processing resources and reducing processing effi-
ciency, until the encoding pass for the longer scene is com-
pleted so all the scenes can move onto the next encoding pass.
As a result, the conventional parallel scene-processing
approach slows down the throughput of the current cutting-
edge encoding process.

Returning now to FIG. 3, the drawbacks of the conven-
tional parallel scene-processing approach are further illus-
trated. Scenes (a-1) may have variable lengths. For example
scene (1) is longer, i.e. has more frames, than scene (c¢). Addi-
tionally, if intermediate processing 44 is carried out by a
single node, as shown, then the first encoding pass 43 must be
completed before the intermediate processing 44 can be
started. As a result, the length of scene (i) slows the through-
put of the encoding workflow 40.

Referring now to FIG. 4, an encoding workflow 50 in
accordance with the present disclosure is shown. The encod-
ing workflow 50 includes the cluster manager 20 receiving
uncompressed motion video content and segmenting 52 the
uncompressed motion video content into scenes (a-i) based
on control data such as, but not limited to, scene detection
signals generated by preprocessor 14. After segmenting the
uncompressed motion video content into scenes, the cluster
manager 20 may further dissect 54 the scenes (a-i) based on,
for example, GOP type and GOP size, as discussed in further
detail below, before beginning the encoding passes 56. Some
of the scenes are preferably further dissected to improve the
throughput of all of the scenes (a-i) through the encoding
passes 56 (i.e., first encoding pass 58, intermediate process-
ing 60, and second encoding pass 62).

As shown in FIG. 4, scenes (a, b and e) may be considered
to have an “average” length, scenes (c, f and h) may be
considered to have a “short” length, and scenes (d, g and 1)
may be considered to have a “long” length. As discussed
above, the longer scenes (d, g and 1) are likely to slow the
throughput of all the scenes (a-i) through encoding passes 56.
Therefore, to improve the throughput the cluster manager 20
or the GUI 12 may further dissect 54 the longer scenes (d, g
and 1). For example, scenes (d, g and i) maybe dissected into
two segments (d,, d,; g;, ,; and i, 1,) wherein one segment
has an approximately average length (i.e., d,, g, and i,) and
the other segment has a variable length that preferably is not
greater than the average length (i.e.,d;, g, and1i,). Itshould be
noted that scene segments exceeding the average length may
be further dissected into smaller scene segments. After dis-
secting the scenes 54, the cluster manager may group the
remainder segments (i.e., d,, g, andi,) with the shorter-length
scenes (c, f and h) before providing the scenes to the clusters
22-26. The dissection and grouping of the scenes (a, b, d, and
c,d,, e, g, and f, g,, i, and h, and i,) increases the throughput
of'the scenes through the encoding passes 42 since the nodes
28-32 of'the clusters 22-26 should complete an encoding pass
onan assigned scene (i.e., a, b and e), dissected scene segment
(d,, g, and 1,), or grouped scene and dissected scene segment
(d, and c, g, and f, and i, and h) at approximately the same
time.

For example, a first encoding pass 58 may include provid-
ing each scene (i.e., a, b and e), dissected scene segment (d,,
g, and i,), or grouped scene and dissected scene segment (d,
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and ¢, g, and {, and i, and h) in parallel to a different node
28-32 of clusters 22-26 so each node 28-32 can analyze the
complexity (e.g., motion between scene frames, color varia-
tion between frames, etc.) of an assigned scene (i.e., a, b and
e), dissected scene segment (d,, g, and i,), or grouped scene
and dissected scene segment (d, and ¢, g, and f, and i, and h).
Intermediate processing 60 may include one node 28 of a
cluster 22 aggregating the results of the first encoding pass 58
into a single log file or metadata file. Intermediate processing
60 may also include additional processing such as, but not
limited to, formatting adjustment based on instructions
received by the node 28 from the cluster manager 20. After-
wards, during a second encoding pass 62 the cluster manager
20 provides each scene (i.e., a, b and e), dissected scene
segment (d,, g, and i,), or grouped scene and dissected scene
segment (d, and c, g, and f, and i, and h), along with the
metadata file and any additional instructions, in parallel to a
different node 28-32 of clusters 22-24 so each node 28-32 can
process an assigned scene in accordance with the metadata
file and any additional instructions to generate an AVC file for
the assigned scene. The AVC files may then be aggregated
into an encoded file 64 containing compressed motion video
content that can be passed to a downstream processing mod-
ule 18 for additional processing, as discussed above.

It should be appreciated that the dissection and grouping of
the scenes overcomes the drawbacks otherwise encountered
when encoding video content having scenes that have vari-
able scene lengths or sizes. By dissecting and grouping the
scenes the delay caused the encoding of long scenes is greatly
reduced. The reduction of this delay increases the efficiency
and throughput of the encoding process.

Referring now to FIG. 5, exemplary film content 70 is
shown. Film content 70 may contain an arbitrary number of
scenes 72-78. Each scene, in turn, may contain a variable
number of frames (not shown).

Referring now to FIG. 6, a compressed or encoded scene 80
is shown. The compressed scene 80 includes I-frames 82,
B-frames 84 and P-frames 86. The I-frame 82 contains all the
data required to show the frame in its entirety. The B-frames
84 and P-frames 86 are encoded based on changes from
earlier frames in the group. Conventionally, an encoder
encodes the film content 70 in accordance with a predeter-
mined GOP type or pattern 88 until a predetermined group of
pictures size 90 is reached. At that point, the encoder gener-
ates another I-frame and continues the encoding process in
accordance with the predetermined GOP pattern and size. For
example, one predetermined GOP pattern may be an I-frame
followed by a repeating B-frame, P-frame, B-frame pattern.
The predetermined GOP size may be 24 frames such that
every 24™ frame is an I-frame. Other GOP patterns and sizes
are known by those skilled in the art and are considered within
the scope of the present disclosure.

Returning now to FIG. 2, in order to take the maximum use
of'the nodes 28-32 of clusters 22-26, thereby minimizing the
encoding time required, the frames of all the scenes in the film
could be divided equally among the nodes 28-32 of clusters
22-26. However, dividing the frames in an arbitrary manner
would cause encoding performance to suffer since increasing
the subdivision of scenes at arbitrary locations would intro-
duce more I-frames than optimally necessary I-frames
require retaining and storing all the picture information with
the leastamount of recycling of encoding information. There-
fore, introducing unnecessary I-frames increases the bit-rate
and also the file size of the video stream produced. As a result,
the encoded file would not be of optimal file size.

Referring now to FIG. 6, since the GOP type 88 and GOP
size 90 are known and remain constant throughout the encod-
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ing process, particular frames that would serve as the ideal
position to automatically dissect the scenes can be predicted.
Using this approach, an encoded file having the best encoding
performance and optimal file size can be generated.

As discussed above, long scenes conventionally require an
assigned node to encode the entire scene. But, in accordance
with the present disclosure, the long scene can be further
dissected at known I-frame positions within the scene. The
dissected segments can then be provided in parallel to difter-
ent nodes so the scene can be encoded in a shorter time period.

Pursuant to the present disclosure, a method of forecasting
or determining optimal scene breaks to optimize paralleliza-
tion may include the following steps. During encoding, a
compressionist or user selects the GOP size 90 and GOP type
88. The GOP size 90 and type 88 may be used in conjunction
with the scene boundary identification to determine which
scenes to dissect and where the dissection should occur.
Based on statistical data including, but not limited to, the
length of the scenes, the number of GOPs within each scene,
and the number of clusters 22-26 and/or nodes 28-32 avail-
able, a normalized distribution can be generated by an algo-
rithm or process. In other words, all nodes would preferably
have a substantially equal number of GOPs to process.

One exemplary algorithm or process for determining
where to dissect or break a scene may include:

1. Obtaining the original number of scenes in the received
video content (e.g., feature or film) that do not contain
fades and dissolves.

2. Obtaining the number of frames within the received
video content to be encoded.

3. Computing the number of GOPs (Go) required to encode
above frames for each scene.

4. Creating a histogram distribution depending on the num-
ber of GOPs required for a given class length and num-
ber of scenes.

5. Taking the histogram and create a density curve for the
histogram

6. Finding the mean, median, maximum, minimum and
standard deviation for the density curve. In other words,
the mean number of GOPs each node should contain for
a balanced and optimal encoding throughput from the
cluster.

7. Assuming the density curve is normal curve, i.e., the
curve fits the normal family of curves for different scene
sizes one can apply 68-95-99.7% rule (a.k.a. as the Rule
For Normal Distributions) to figure out and dissect all
the scene that lie beyond 1% standard deviation 68% into
smaller scenes at the GOP number dictated by the class.
The height of the curve (or standard deviation) can
depend on the number of nodes available. The larger the
number of nodes available the smaller the standard
deviation may be and hence smaller the number of GOPs
the scene would contain.

It should be noted that, fades and dissolves may require
additional I-frames depending on the encoding content and
thereby have smaller or different GOP size than the usual.
This is due to the fact that fade and dissolve are more complex
scenes with possibly limited similarity between transition
frames. The use of smaller or different GOP sizes would
introduce more I-frames than optimally necessary. Therefore,
an additional approach to optimize the encoding time, par-
ticularly when fade and/or dissolve scenes are involved, is by
arranging the scenes according to increasing length of num-
ber of frames it contains The scenes are then distributed in the
order of their length. In other words, longer scenes or com-
plex scenes containing dissolves and/or fades are provided to
the clusters or nodes before the shorter scenes. This allows the
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longer scenes to begin the encoding process early on, leaving
the short scenes to take advantage of parallelization as other
nodes become available.

Referring now to FIG. 7, a flowchart illustrating the encod-
ing process 100 in accordance with the present disclosure is
shown. Initially, at step 102, the encoding arrangement 10
imports or receives video content such as, but not limited to,
feature film content. Next, at step 104, the encoding arrange-
ment 10 generates video content data based on the imported
video content. Exemplary video content data may include, but
is not limited to, scene and/or shot detection, fade and/or
dissolve detection, histogram generation, classification based
on scene colors (e.g., dark and/or red colored scenes are
traditionally more complex to process), identification of simi-
lar scenes, frame classification (e.g., noisy frames with many
moving object such as a tree with leaves blowing), thumbnail
generation and the like. The video content data may be gen-
erated by the preprocessor 14 or by a user via the GUI 12.
Afterwards, at step 106, the encoder arrangement 10 queries
the user about whether the user would like the video content
to be compressed or encoded using time optimized encoding.
If not, the encoding arrangement 10 initiates, at step 116, a
conventional cluster encoding process as known by those
skilled in the art. If time optimized encoding is desired, the
encoding arrangement 10, at step 108, computes and collects
statistical data based on scene and/or shot detection as well as
fade and/or dissolve detection. Next, at step 110, the encoding
arrangement 10 processes the statistical data to determine if a
given scene in the video content contain fades and/or dis-
solves. If the scene does not contain fades or dissolves the
encoding arrangement, at step 112, further determines if the
scene is a short, average or long scene and dissects the scene,
as appropriate, based on GOP size and GOP type. If a scene
does contain fades or dissolves the encoding arrangement, at
step 114, organizes scenes containing fades or dissolves in
accordance with their length. Afterwards, the encoding
arrangement 10 groups the scenes having fades and/or dis-
solves, the dissected scenes, and the non-dissected scenes, as
discussed above, and distributes the scenes, at step 116, to the
nodes 28-32 of clusters 22-26 for time optimized encoding in
accordance with the present disclosure.

Although the embodiment which incorporates the teach-
ings of the present invention has been shown and described in
detail herein, those skilled in the art can readily devise many
other varied embodiments that still incorporate these teach-
ings. Having described preferred embodiments for a system
and method for packaging and transporting essence files,
metadata files and service data files using an intelligent edge
device, it is noted that modifications and variations can be
made by persons skilled in the art in light of the above teach-
ings. It is therefore to be understood that changes may be
made in the particular embodiments of the invention dis-
closed which are within the scope of the invention as outlined
by the appended claims.

What is claimed is:
1. A method for encoding video content, the method com-
prising the steps of:

receiving the video content;

segmenting the video content into a plurality of scenes;

detecting if a scene has one of a short, average and long
length;

dissecting a scene having a long length into a first scene
segment and a second scene segment, the first scene
segment having an average length and the second scene
segment not exceeding an average length; and

encoding the dissected scene segments in parallel.
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2. The method of claim 1, wherein the step of dissecting
further comprises the step of:
dissecting the scene based on a group of pictures charac-
teristic in the scene.
3. The method of claim 2, wherein the group of pictures
characteristic is a group of pictures type.
4. The method of claim 2, wherein the group of pictures
characteristic is a group of pictures size.
5. The method of claim 1, wherein the step of encoding
further comprises the steps of:
grouping the second scene segment with a scene having a
short length;
encoding the grouped second scene segment and the short-
length scene in parallel with the first scene segment.
6. The method of claim 5, wherein the step of encoding
further comprises the step of:
encoding the grouped second scene segment and the short-
length scene in parallel with the first scene segment and
in parallel with an average-length scene.
7. The method of claim 1, wherein the step of detecting
further comprises the step of:
detecting if a scene contains one of a fade effect and a
dissolve effect.
8. The method of claim 7, wherein the step of encoding
further comprises the step of:
initiating the encoding ofa scene containing one of the fade
effect and dissolve effect prior to encoding the dissected
scenes in parallel.
9. An apparatus for encoding video content, the apparatus
comprising:
means for receiving the video content;
means for segmenting the video content into a plurality of
scenes;
means for detecting if a scene has one of a short, average
and long length;
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means for dissecting a scene having a long length into a
first scene segment and a second scene segment, the first
scene segment having an average length and the second
scene segment not exceeding an average length; and

means for encoding the dissected scene segments in paral-
lel.

10. The apparatus of claim 9, wherein the means for dis-

secting further comprises:

means for dissecting the scene based on a group of pictures
characteristic in the scene.

11. The apparatus of claim 10, wherein the group of pic-

tures characteristic is a group of pictures type.

12. The apparatus of claim 10, wherein the group of pic-

tures characteristic is a group of pictures size.

13. The apparatus of claim 9, wherein the means for encod-

ing further comprises:

means for grouping the second scene segment with a scene
having a short length;

means for encoding the grouped second scene segment and
the short-length scene in parallel with the first scene
segment.

14. The apparatus of claim 13, wherein the means for

encoding further comprises:

means for encoding the grouped second scene segment and
the short-length scene in parallel with the first scene
segment and in parallel with an average-length scene.

15. The apparatus of claim 9, wherein the means for detect-

ing further comprises:

means for detecting if a scene contains one of a fade effect
and a dissolve effect.

16. The apparatus of claim 15, wherein the means for

encoding further comprises:

means for initiating the encoding of a scene containing one
of the fade effect and dissolve effect prior to encoding
the dissected scenes in parallel.
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