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1
COMMUNICATING MEDIA DATA

RELATED APPLICATION

This application claims priority under 35 USC 119 to U.S.
Application No. 61/583,695 filed 6 Jan. 2012, the disclosure
of which is incorporated in its entirety.

TECHNICAL FIELD

The present invention relates to communicating media
data. In particular the present invention relates to commu-
nicating media data between user terminals.

BACKGROUND

A user often has many different user terminals with which
he can interact. For example a user may have user terminals
such as a mobile phone, a laptop, a tablet, a television, a set
top box, a set of speakers and/or a digital picture frame. The
user may also have media data which he stores at one or
more of the user terminals and which can be output by one
or more of the user terminals. Media data may include, for
example, image data, audio data such as music data, video
data and/or text data. For example, media data stored at the
user’s mobile phone may be output from the mobile phone.
However, a problem can occur when a user wishes to output
some piece of media data from a user terminal at which the
media data is not stored. For example, the user may wish to
output a piece of media data, which is stored at a mobile
phone, from a television. This may be the case because the
television may have higher quality output means (such as a
large screen and high quality speakers) than those of the
mobile phone at which the media data is stored.

One solution to the problem mentioned above is to
connect a user’s user terminals together using a local con-
nection, which may for example be a wired connection such
as via a USB interface or a wireless connection such as an
infra-red or Bluetooth connection. The media data may be
transferred between user terminals by performing a “file
transfer”. Such local connections require the user to estab-
lish the connection (which may take some time and/or skill
on the user’s behalf) and also require the user terminals to
be located in close proximity in order to establish the local
connection. This can be restrictive and may prevent the user
from attempting to output media data from a user terminal
other than the one at which the media data is stored.

SUMMARY

According to a first aspect of the invention there is
provided a method of communicating media data over a
communication system, the method comprising: implement-
ing, at a first user terminal, a first communication instance
for a user of the communication system; implementing, at a
second user terminal, a second communication instance for
the user of the communication system, wherein the user is
simultaneously logged into the communication system via:
(1) the first communication instance at the first user terminal,
and (i) the second communication instance at the second
user terminal; establishing a media communication session
over said communication system between the first and
second communication instances, wherein the media com-
munication session is authenticated on the basis of the same
user being simultaneously logged into the communication
system via both the first and second communication
instances; and communicating media data in the media
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communication session over the communication system
from the first communication instance at the first user
terminal to the second communication instance at the second
user terminal

Communication systems allow data to be sent between
user terminals of the communication system. The inventors
have realized that many of the user’s user terminals may be
connected to the communication system, and that this con-
nection with the communication system may be utilized to
establish a media communication session for communicat-
ing media data from one of the user’s user terminals to
another of the user’s user terminals. For example, the user
terminals (e.g. a mobile phone and a television) may be
connected to the communication system over the Internet,
and a media communication session can be established over
the already existing connections to the Internet. This
removes the time and/or skill required on the user’s behalf
to set up a local connection between the user terminals in
order to transfer media data between user terminals of the
user. This is achieved by authenticating the media commu-
nication session on the basis that the same user is logged into
the communication system at both of the user terminals.
There is therefore provided a simple method of communi-
cating data between user terminals of the user when the user
terminals are able to connect to the communication system
thereby allowing the user to log into the communication
system at both the first and second user terminals simulta-
neously.

The method may further comprise: establishing a media
sharing session over said communication system between
the second communication instance at the second user
terminal and another user terminal associated with another
user; and communicating the media data received at the
second user terminal in the media communication session to
the other user terminal in the media sharing session.

The user may be identified in the communication system
by a user ID and the media communication session may be
authenticated by checking that the user ID of the user logged
into the communication system via the first communication
instance matches the user ID of the user logged into the
communication system via the second communication
instance.

The method may further comprise the first user terminal
querying the second user terminal to determine whether the
second user terminal supports media communication ses-
sions. If it is determined that the second user terminal
supports media communication sessions then the method
may further comprise enabling an option in a user interface
at the first user terminal thereby allowing the first user to
initiate the media communication session. In response to
said querying the second user terminal, the second user
terminal may provide an indication to the first user terminal
of'second user terminal requirements for outputting media in
the media communication session. The method may further
comprise the first user terminal processing the media data
prior to communication of the media data to the second user
terminal in the media communication session, wherein the
media data may be processed to suit said second user
terminal requirements. The second user terminal require-
ments may comprise at least one of: (i) a resolution of an
image of said media data, (ii) a file type of said media data,
and (iii) memory requirements of the second user terminal
for said media data. The processing of the media data may
comprise resizing the media data.
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Communication between the first and second user termi-
nals in the media communication session may comprise
communicating a stream of data blocks having a media
communication protocol.

The method may further comprise outputting the com-
municated media data at the second user terminal automati-
cally when it is received from the first user terminal in the
media communication session.

The communicated media data may be stored temporarily
at the second user terminal It may be the case that none of
the media data communicated to the second user terminal in
the media communication session is stored at the second
user terminal after the media communication session has
ended. In one example, the communicated media data com-
prises a plurality of files and no more than one of the files
is stored at the second user terminal in the media commu-
nication session at a time. The communicated media data
may be stored in a data store at the second user terminal
which is dedicated for storing data of the media communi-
cation session and which is distinct from the main memory
of the second user terminal

The media data may comprise at least one of image data,
music data, video data, audio data and text data. For
example, the media data may comprise image data in the
JPEG format.

The first user terminal may be a portable device and the
second user terminal may be a non-portable device. For
example, the first user terminal may be one of a laptop, a
mobile phone and a tablet; and the second user terminal may
be one of a television, a blue-ray player, a set top box, a
games console, a speaker and a digital picture frame.

According to a second aspect of the invention there is
provided a communication system comprising: a first user
terminal configured to implement a first communication
instance for a user of the communication system; and a
second user terminal configured to implement a second
communication instance for the user of the communication
system, wherein the communication system is configured to
simultaneously log the user into the communication system
via: (i) the first communication instance at the first user
terminal, and (ii) the second communication instance at the
second user terminal, wherein the first user terminal is
configured to establish a media communication session over
said communication system between the first and second
communication instances, wherein the media communica-
tion session is authenticated on the basis of the same user
being simultaneously logged into the communication system
via both the first and second communication instances, and
wherein the first user terminal is further configured to
communicate media data in the media communication ses-
sion over the communication system from the first commu-
nication instance at the first user terminal to the second
communication instance at the second user terminal

According to a third aspect of the invention there is
provided a user terminal configured to: implement a com-
munication instance for a user of the communication system,
wherein a further communication instance is implemented
for the user of the communication system at a further user
terminal, and wherein the communication system is config-
ured to simultaneously log the user into the communication
system via: (i) the communication instance at the user
terminal, and (ii) the further communication instance at the
further user terminal; establish a media communication
session over said communication system between said com-
munication instance and the further communication
instance, wherein the media communication session is
authenticated on the basis of the same user being simulta-
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neously logged into the communication system via both said
communication instance and the further communication
instance; and communicate media data in the media com-
munication session over the communication system from the
communication instance at the user terminal to the further
communication instance at the further user terminal. The
user terminal may be further configured to process the media
data prior to communication of the media data to the further
user terminal in the media communication session, wherein
the media data may be processed to suit requirements of the
further user terminal for outputting media in the media
communication session. The user terminal may be a portable
device, such as a laptop, a mobile phone or a tablet.

According to a fourth aspect of the invention there is
provided a computer program product for communicating
media data over a communication system, the computer
program product being embodied on a non-transient com-
puter-readable medium and configured so as when executed
on a processor of a user terminal to perform the operations
of: implementing a communication instance for a user of the
communication system, wherein a further communication
instance for the user of the communication system is imple-
mented at a further user terminal, and wherein the commu-
nication system is configured to simultaneously log the user
into the communication system via: (i) the communication
instance at the user terminal, and (ii) the further communi-
cation instance at the further user terminal; establishing a
media communication session over said communication
system between said communication instance and the further
communication instance, wherein the media communication
session is authenticated on the basis of the same user being
simultaneously logged into the communication system via
both said communication instance and the further commu-
nication instance; and communicating media data in the
media communication session over the communication sys-
tem from the communication instance at the user terminal to
the further communication instance at the further user ter-
minal.

According to a fifth aspect of the invention there is
provided a user terminal configured to: implement a com-
munication instance for a user of the communication system,
wherein a further communication instance is implemented
for the user of the communication system at a further user
terminal, and wherein the communication system is config-
ured to simultaneously log the user into the communication
system via: (i) the communication instance at the user
terminal, and (ii) the further communication instance at the
further user terminal; establish a media communication
session over said communication system between said com-
munication instance and the further communication
instance, wherein the media communication session is
authenticated on the basis of the same user being simulta-
neously logged into the communication system via both said
communication instance and the further communication
instance; and receive media data in the media communica-
tion session over the communication system at the commu-
nication instance at the user terminal from the further
communication instance at the further user terminal The user
terminal may be a non-portable device, such as a television,
a blue-ray player, a set top box, a games console, a speaker
or a digital picture frame.

According to a sixth aspect of the invention there is
provided a computer program product for communicating
media data over a communication system, the computer
program product being embodied on a non-transient com-
puter-readable medium and configured so as when executed
on a processor of a user terminal to perform the operations
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of: implementing a communication instance for a user of the
communication system, wherein a further communication
instance for the user of the communication system is imple-
mented at a further user terminal, and wherein the commu-
nication system is configured to simultaneously log the user
into the communication system via: (i) the communication
instance at the user terminal, and (ii) the further communi-
cation instance at the further user terminal; establishing a
media communication session over said communication
system between said communication instance and the further
communication instance, wherein the media communication
session is authenticated on the basis of the same user being
simultaneously logged into the communication system via
both said communication instance and the further commu-
nication instance; and receiving media data in the media
communication session over the communication system at
the communication instance at the user terminal from the
further communication instance at the further user terminal.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the various embodiments
and to show how the same may be put into effect, reference
will now be made, by way of example, to the following
drawings in which:

FIG. 1 shows a communication system according to an
embodiment;

FIG. 2 shows a schematic view of a user terminal accord-
ing to an embodiment;

FIG. 3 is a flow chart for a first process of communicating
media data according to an embodiment;

FIG. 4 shows a first example communication system;

FIG. 5 shows a second example communication system;

FIG. 6 is a flow chart for a second process of communi-
cating media data according to an embodiment;

FIG. 7 shows a third example communication system; and

FIG. 8 shows a fourth example communication system.

DETAILED DESCRIPTION

FIG. 1 shows a communication system 100 comprising a
first user 104 who is associated with a first user terminal 102
and also with a further user terminal 106, and a second user
112 who is associated with a second user terminal 110. In
other embodiments the communication system 100 may
comprise any number of users and associated user terminals.
The user terminals 102 and 110 can communicate over the
network 108 in the communication system 100, thereby
allowing the users 104 and 112 to communicate with each
other over the network 108. In one embodiment the com-
munication system 100 is a packet-based, P2P communica-
tion system, but other types of communication system could
also be used, such as non-P2P, VoIP or IM systems. The
network 108 may, for example, be the Internet or another
type of network such as a telephone network (such as the
PSTN or a mobile telephone network). The user terminal
102 may be, for example, a mobile phone, a television, a
personal digital assistant (“PDA”), a personal computer
(“PC”) (including, for example, Windows™, Mac OS™ and
Linux™ PCs), a gaming device or other embedded device
able to connect to the network 108. The user terminal 102 is
arranged to receive information from and output information
to the user 104 of the user terminal 102. In the example
shown in FIG. 1, the user terminal 102 is a television. In an
embodiment, the user terminal 102 comprises a display such
as a screen and an input device such as a keypad (which may
for example be situated on a remote control associated with
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the user terminal 102), a touch-screen, and/or a microphone.
The user terminal 102 is connected to the network 108.

The user terminal 102 executes a communication client,
provided by a software provider associated with the com-
munication system 100. The communication client is a
software program executed on a local processor in the user
terminal 102. The client performs the processing required at
the user terminal 102 in order for the user terminal 102 to
transmit and receive data over the communication system
100. As is known in the art, the client executed at the user
terminal 102 may be authenticated to communicate over the
communication system through the presentation of digital
certificates (e.g. to prove that user 104 is a genuine sub-
scriber of the communication system—described in more
detail in WO 2005/009019).

The user terminals 110 and 106 may correspond to the
user terminal 102. In the example shown in FIG. 1 the user
terminal 110 is a television and the user terminal 106 is a
mobile phone. The user terminal 110 executes, on a local
processor, a communication client which corresponds to the
communication client executed at the user terminal 102. The
client at the user terminal 110 performs the processing
required to allow the user 112 to communicate over the
network 108 in the same way that the client at the user
terminal 102 performs the processing required to allow the
user 104 to communicate over the network 108. The user
terminal 106 executes, on a local processor, a communica-
tion client which may correspond to the communication
client executed at the user terminal 102. The client at the
user terminal 106 performs the processing required to allow
the user 104 to communicate over the network 108 in the
same way that the client at the user terminal 102 performs
the processing required to allow the user 104 to communi-
cate over the network 108. The user terminals 102, 106 and
110 are end points in the communication system. FIG. 1
shows only two users (104 and 112) and three user terminals
(102, 106 and 110) for clarity, but many more users and user
terminals may be included in the communication system
100, and may communicate over the communication system
100 using respective communication clients executed on the
respective user terminals, as is known in the art.

FIG. 2 illustrates a detailed view of the user terminal 102
on which is executed a communication client for commu-
nicating over the communication system 100. The user
terminal 102 comprises a central processing unit (“CPU”)
202, to which is connected a display 204 such as a screen,
input devices such as a keypad 206 and a camera 208. The
display 204 may comprise a touch screen for inputting data
to the CPU 202. An output audio device 210 (e.g. a speaker)
and an input audio device 212 (e.g. a microphone) are
connected to the CPU 202. The display 204, keypad 206,
camera 208, output audio device 210 and input audio device
212 may be integrated into the user terminal 102 as shown
in FIG. 2. In alternative user terminals one or more of the
display 204, the keypad 206, the camera 208, the output
audio device 210 and the input audio device 212 may not be
integrated into the user terminal 102 and may be connected
to the CPU 202 via respective interfaces. One example of
such an interface is a USB interface. For example, the
keypad 206 may be part of a remote control associated with
the user terminal 102 and which may communicate with the
user terminal 102 via a wireless connection such as an
infra-red or Bluetooth connection, such that the keypad is
not integrated into the user terminal 102. The CPU 202 is
connected to a network interface 224 such as a modem for
communication with the network 108. The network interface
224 may be integrated into the user terminal 102 as shown
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in FIG. 2. In alternative user terminals the network interface
224 is not integrated into the user terminal 102. The user
terminal 102 also comprises a memory 226 for storing data
as is known in the art.

FIG. 2 also illustrates an operating system (“OS”) 214
executed on the CPU 202. Running on top of the OS 214 is
a software stack 216 for the client software of the commu-
nication system 100. The software stack shows a client
protocol layer 218, a client engine layer 220 and a client user
interface layer (“UI”) 222. Each layer is responsible for
specific functions. Because each layer usually communi-
cates with two other layers, they are regarded as being
arranged in a stack as shown in FIG. 2. The operating system
214 manages the hardware resources of the computer and
handles data being transmitted to and from the network via
the network interface 224. The client protocol layer 218 of
the client software communicates with the operating system
214 and manages the connections over the communication
system. Processes requiring higher level processing are
passed to the client engine layer 220. The client engine 220
also communicates with the client user interface layer 222.
The client engine 220 may be arranged to control the client
user interface layer 222 to present information to the user
104 via the user interface of the client and to receive
information from the user 104 via the user interface.

The user terminals 106 and 110 are implemented in the
same way as user terminal 102 as described above, wherein
the user terminals 106 and 110 may have corresponding
elements to those described herein in relation to user termi-
nal 102.

FIG. 2 also illustrates an operating system (“OS”) 214
executed on the CPU 202. Running on top of the OS 214 is
a software stack 216 for the client software of the commu-
nication system 100. The software stack shows a client
protocol layer 218, a client engine layer 220 and a client user
interface layer (“UI”) 222. Each layer is responsible for
specific functions. Because each layer usually communi-
cates with two other layers, they are regarded as being
arranged in a stack as shown in FIG. 2. The operating system
214 manages the hardware resources of the computer and
handles data being transmitted to and from the network via
the network interface 224. The client protocol layer 218 of
the client software communicates with the operating system
214 and manages the connections over the communication
system. Processes requiring higher level processing are
passed to the client engine layer 220. The client engine 220
also communicates with the client user interface layer 222.
The client engine 220 may be arranged to control the client
user interface layer 222 to present information to the user
104 via the user interface of the client and to receive
information from the user 104 via the user interface.

The call of step S302 may be initiated by either the user
104 or the user 110. During the call the users 104 and 110
communicate in real-time by sending and receiving data
streams containing data relating to the call. For example the
data relating to the call may include encoded audio or video
data to be output at the far end of the call. The data stream
is set up and implemented according to a communication
protocol which is known to the client software executed at
both the user terminals 102 and 110, such that the call data
can be correctly transmitted and received during the call.

In step S304, which is performed whilst the call is
implemented, a separate media sharing session is established
over the communication system 100 between the user ter-
minals 102 and 110. Before the media sharing session can be
established, the user terminal 102 first checks whether the
user terminal 110 supports the media sharing session. This
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can be implemented by sending a query from the user
terminal 102 to the user terminal 110 to query the media
sharing capabilities of the user terminal 110. If the user
terminal 110 does support media sharing sessions then a
reply to the query is sent from the user terminal 110 to the
user terminal 102. In response to receiving the reply at the
user terminal 102, a media sharing option (e.g. a button or
feature) is enabled on the user interface of the client
executed at the user terminal 102. For example a button may
be displayed in the user interface of the user terminal 102
during the call, either as an always visible button or as part
of' a menu system in the user interface of the user terminal
102, similar to how a mute button may be displayed in the
user interface for muting the call. To establish the media
sharing session, the user 104 selects the media sharing
option on the user interface of the client executed at the user
terminal 102. For example, the user 104 may press or click
on a button on the user terminal 102, e.g. using a touch
screen of the display 204 of the user terminal 102, or for
example pressing a dedicated button on a remote control
which is linked to the user terminal 102 which may itself be,
for example, a set top box. Data relating to the media sharing
session is communicated using a media sharing protocol
which is different from the protocol used for communicating
call data relating to the call implemented in step S302. In this
way, if the user terminal 110 does not support the media
sharing session and does not recognize the media sharing
protocol then the user terminal 110 will not reply to the
query sent from the user terminal 102 relating to the ability
of the user terminal 110 to support media sharing sessions.
If the user terminal 102 does not receive a reply to the query
within a predetermined time period after sending the query
(e.g. within one second from sending the query) then the
user terminal 102 may determine that the user terminal 110
does not support media sharing sessions, in which case the
media sharing option is not enabled in the user interface of
the client executed at the user terminal 102. Therefore, the
user 104 is only able to initiate the media sharing session
when the user terminal 110 is capable of supporting media
sharing sessions. Even if the media sharing session is not
supported at the user terminal 110, visibility of the media
sharing feature may be provided by displaying the button for
initiating a media sharing session in the user interface of the
user terminal 102 as described above, but the button should
be inhibited, that is, deactivated in some way so that the user
104 cannot select the button.

The media sharing session is authenticated on the basis of
the call that is being implemented between the user termi-
nals 102 and 110 when the media sharing session is estab-
lished. That is, because the call is implemented between the
user terminals 102 and 110, there is no need to perform a
separate authentication checking procedure (similar to the
procedure performed to authenticate the call) to determine
that the media sharing session is authenticated.

When the user 104 selects the media sharing option from
the user interface of the user terminal 102 to initiate the
media sharing session, a request for the media sharing
session is sent to the user terminal 110. In response to
receiving the request at the user terminal 110, the request for
the media sharing session will be displayed in the user
interface of the user terminal 110 (similar to how a request
for accepting the call would be displayed in the user inter-
face of the user terminal 110). The user 112 can then either
accept or decline the media sharing session. While the user
terminal 102 is waiting for a response to the request, an
indication is provided in the user interface of the user
terminal 102 to indicate to the user 104 that the user terminal
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102 is waiting for a response to the request. If the user 112
declines the media sharing session this is indicated in the
user interface of the user terminal 102. If the user 112
accepts the media sharing session then the media sharing
session is established. Therefore, in order to establish the
media sharing session the user 104 selects the option in the
user interface of the user terminal 102 for establishing the
media sharing session, the user 112 accepts the media
sharing session and the user terminals 102 and 110 run a user
interface for the media sharing session. The user interface
for the media sharing session may be included in a section
of a user interface used for the call. For example, when the
call is a video call, a layout in the user interface of the video
call may include a dedicated section for displaying images
received from the user terminal 102 in the media sharing
session. This dedicated section of the user interface may be
established in response to the establishment of the media
sharing session.

The query to determine whether the user terminal 110
supports the media sharing session which is sent from the
user terminal 102 to the user terminal 110 may be sent
responsive to the initiation of the call which is implemented
in step S302. In this way whenever the user terminal 102
implements a call the option for establishing a media sharing
session with the other user(s) of the call will be presented to
the user 104 in the user interface of the user terminal 102
dependent upon whether the other user(s) of the call support
the media sharing sessions.

The query to determine whether the user terminal 110
supports the media sharing session which is sent from the
user terminal 102 to the user terminal 110 may be sent at
times other than being responsive to the initiation of a call
between the user terminals 102 and 110. The user terminal
110 should respond to such queries even if the query is
received from a user terminal with which the user terminal
110 is not currently implementing a call.

Once the media sharing session has been established, then
in step S306 media data is communicated from the user
terminal 102 to the user terminal 110 in the media sharing
session. The media data is communicated according to the
media sharing protocol of the media sharing session. The
communicated media data is output to the user 112 via the
user interface of the user terminal 110. For example, where
the media data comprises images, the images are displayed
to the user 112 on the display of the user terminal 110. The
communicated media data may be output automatically at
the user terminal 110 when it is received from the user
terminal 102 in the media sharing session.

The call and the media sharing session proceed simulta-
neously with separate data streams being transmitted
between the user terminals 102 and 110 for: (i) the call data
according to the protocol of the call, and (ii) the media data
according to the protocol of the media sharing session.

The media data may be transmitted from the user terminal
102 to the user terminal 110 in the media sharing session in
data packets over the network 108. The data packets are
formed according to the protocol of the media sharing
session. Each data packet may include a portion of media
data wherein the user terminal 110 receives multiple data
packets and combines the data from those data packets in
order to output the media to the user 112 at the user terminal
110 in the media sharing session. For example, each data
packet may comprise a set amount of data, e.g. 16 KB or 64
KB. In one example, the raw data is Base64 encoded. The
data transfer size of the data packets may be included as a
prefix to the data itself in the data packet. The data transfer
size shall be that of the post-Base64 converted data, not the
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original data itself Preferably, the media data of the media
sharing session is communicated using application-to-appli-
cation (app2app) streams, which is a more reliable commu-
nication method than sending the data using datagrams.
Datagrams are used to send data in distinct blocks of data
which do not require the receipt of data to be acknowledged.
This is in contrast to sending a data stream in which data is
sent continuously over the stream and the receipt of data is
guaranteed. This makes sending a data stream more reliable
than sending datagrams.

Some of the messaging between the user terminals 102
and 110, (e.g. which is used to signal the start and end of the
media sharing session and is used to send queries and replies
regarding the ability of the user terminal 110 to support the
media sharing sessions, etc.) may be sent in packets which
have a different amount of data compared to the data
packets. These packets can be much smaller than the data
packets and may, for example, have 64 bytes. These packets
also adhere to the protocol of the media sharing session.

During the media sharing session the user interface at the
user terminal 102 provides the ability for the user 104 to
browse media data, such as photos (which may be stored in
the memory 226 of the user terminal 102), and on demand,
send some or all of the media data to the user terminal 110
in the media sharing session whilst a video (or audio) call
between the two user terminals 102 and 110 proceeds,
provided the user terminal 110 supports the media sharing
sessions.

The user terminal 102 is the host of the media sharing
session and the user terminal 110 is the client of the media
sharing session in the example described above. The user
terminal 102 is in charge of the media sharing session and
can control which pieces of media data are communicated to
the user terminal 110 during the media sharing session. In
contrast, the user terminal 110 outputs the media data (e.g.
it displays photos) that are communicated as and when they
are received from the user terminal 102 in the media sharing
session. In particular, the user terminal 110 may not be able
to control which pieces of media data (e.g. photos) are
viewed during the media sharing session.

Some minor restrictions may be placed on implementa-
tions of the media sharing sessions, for interoperability as
well as for data security and user privacy. For example in
one or more embodiments, media data transferred to the user
terminal 110 in the media sharing session shall not be stored
to disk (i.e. memory) at the second user terminal 110. The
media sharing sessions allow for a shared output of media
data (e.g. a shared viewing of an image) between users over
the communication system 100, whilst keeping the options
available to the user terminal 110 (i.e. the client of the media
sharing session) simple. Furthermore, the user terminal 102
(i.e. the host of the media sharing session) may control the
output of the media data at the user terminal 110, and can
control it such that only one piece of media data (e.g. one file
of the media data) at a time may be output at the user
terminal 110, wherein the user terminal 102 controls which
piece of media data is viewed at the user terminal 110 in the
media sharing session. By not storing the media data which
is communicated in the media sharing session at the user
terminal 110 the overhead on implementations can be
reduced in terms of storage and memory at the user terminal
110. Since the media data which is communicated in the
media sharing session is not permanently stored at the user
terminal 110 (e.g. none of the media data may be stored at
the user terminal 110 after the media sharing session ends),
the user terminal 102 is not required to distribute the full
files of media data (e.g. photo files) to the user terminal 110



US 10,079,864 B2

11

in order to display the media data to the user 112. As
described above, the communicated media data may com-
prise a plurality of files and in some embodiments no more
than one of the files is stored at the user terminal 110 in the
media sharing session at a time. For example, when one of
the files is stored at the user terminal 110 in the media
sharing session, then the receipt of the next file in the media
sharing session causes the file currently stored at the user
terminal 110 to be deleted from the user terminal 110 so that
the newly received file can be stored at the user terminal 110
without storing more than one of the files at a time at the user
terminal 110 in the media sharing session. Furthermore, the
communicated media data may be stored in a data store at
the user terminal 110 which is dedicated for storing data of
the media sharing session and which is distinct from the
main memory of the user terminal 110.

In order to select media data files to transfer to the user
terminal 110 in the media sharing session, the user 104 may
upload the files of media data, at the user terminal 102, via
a file tree structure or via a graphical browsing scheme. One
or more of the media data files may be selected by the user
104 and the selected media data files may then be displayed
in a film strip view at the user terminal 102. The film strip
can be scrolled (left, right or up, down). The user 104 can
then select one or more of the media data files (e.g. photos),
for example by clicking on the media data file from the film
strip, and the selected media data file(s) can then be trans-
mitted to the user terminal 110 in the media sharing session.

The host of the media sharing session, i.e. user terminal
102, is a “smart” host in the sense that it has the ability to
convert the format of the media data to suit the media
sharing session. For example, the format of the media data
may be converted to suit capabilities of the client of the
media sharing session client (user terminal 110). The con-
version of the media data may comprise down-scaling
and/or compression such that the size of the media data (e.g.
the number of bits of the media data) is reduced (e.g. by
reducing the resolution of an image) to suit the requirements
of the user terminal 110. As an example, when the media
data is photo data the user terminal 102 provides support for
multiple image formats (e.g. jpeg, bitmap, png, . . . ) and the
ability to convert an image to a format that is supported by
the user terminal 110. In one simple example, all photo data
is converted to the JPEG format before sending the photo
data to the user terminal 110 in the media sharing session. As
described above, when the media sharing session is estab-
lished the user terminal 102 sends a query to the user
terminal 110 to determine whether the user terminal 110
supports the media sharing session, and in response the user
terminal 110 sends a reply to the user terminal 102 which
may indicate that the user terminal 110 does support the
media sharing session. Included in the reply is an indication
of the requirements of the user terminal 110 for receiving
media data in the media sharing session. For example, the
report may indicate: (i) a particular format (e.g. JPEG for
image data) with which it can receive media data, and/or (ii)
a memory constraint of the user terminal 110 for media data
relating to a media sharing session. In this way, the user
terminal 102 is able to determine how to convert media data
(e.g. which format to use and whether to down-scale the
media data) for transmission to the user terminal 110 in the
media sharing session. This allows the implementations of
the clients of the media sharing session (e.g. at the user
terminal 110) to be simplified, in that they are only required
to support one particular format (e.g. JPEG format) and they
can indicate to other user terminals that media data should
be converted to that particular format for transmission to the
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user terminal 110 in a media sharing session. Transfer times
for media data in media sharing sessions may also be
improved because the amount of media data transferred in
the media sharing session may be reduced as a result of
down-scaling of the media data.

The user terminal 102 may use a smart re-sizing algorithm
for down-scaling the media data for transmission in the
media sharing session. For example, when the media data is
image data, the user terminal 102 may select a resolution
less than or equal to the original image (no up-scaling) as
well as targeting a maximum High Definition (HD) friendly
resolution (e.g. 480 pixels high may be used as a default)
dependent upon the reported memory constraints of the user
terminal 110. In some embodiments, the user 104 of the user
terminal 102 may have the option to change the maximum
scaling of the media data communicated in the media
sharing session. This may be done via the user interface of
the user terminal 102.

Either participant in the media sharing session may end
the media sharing session. In order to end the media sharing
session the user 104 can select a ‘media sharing session end’
button, e.g. in the user interface displayed at the user
terminal 102. In one example, the ‘media sharing session
end’ button may be implemented as a dedicated button on a
remote control associated with the user terminal 102, where
for example the user terminal 102 may be a television.
Similarly, the user 112 may end the media sharing session by
selecting a ‘media sharing session end’ button. When a
‘media sharing session end’ button is selected then a mes-
sage will be sent to the other participant(s) of the media
sharing session to inform them that the media sharing
session is to be ended, and then the media sharing session
ends. The user interfaces at each of the user terminals
involved in the media sharing session may return to the last
user interface state that was displayed prior to the establish-
ment of the media sharing session. For example, if the media
sharing session is established during a video call and a
dedicated section of the user interface for the video call is
used for the media sharing session then when the media
sharing session ends that dedicated section may be removed
from the user interface for the video call, thereby allowing
the video call to use that part of the user interface again.

In one or more embodiments described herein the media
data comprises photos which are sent from the user terminal
102 to the user terminal 110 in the media sharing session.
However, it will be appreciated that in other embodiments
the media data may comprise other types of data, such as
audio data (e.g. music data), video data or text data, and
features described herein relating to the embodiments in
which the media data comprises photos could also be
implemented in embodiments in which the media data is
another type of data. Where the media data is photo data, the
media sharing sessions may be referred to herein as Photo-
Share sessions and the protocol used to communicate the
photo data in a PhotoShare session may be referred to as a
PhotoShare protocol.

PhotoShare sessions allow for photo sharing during calls
(e.g. video or audio calls) between the users 104 and 110 of
the communication system 100. In one or more embodi-
ments, the PhotoShare protocol is designed to be a forward
looking protocol, allowing for additional features to be
included subsequently without providing additional parsers
for backward protocol support.

The photos which are displayed at the user terminal 110
(the PhotoShare client) during the PhotoShare session may
be displayed in a particular section of the user interface at
the user terminal 110. The section of the user interface may
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be reserved for displaying photos of the PhotoShare session
when the PhotoShare session is established. This is a simple
process when the user terminals 102 and 110 are already
engaged in a video call when the PhotoShare session is
established. In this case, the video call already has a user
interface being displayed to the user 112 and it is a simple
process to use a section, or “region”, of that user interface to
display the photos received during the PhotoShare session.
For example, when the PhotoShare session is established,
the user terminal 110 may initialize a PhotoShare Layout
which reserves a region of the display of the user terminal
110 for photos received in the PhotoShare session. The user
terminal 102 (PhotoShare host) may activate its own Pho-
toShare Layout to reserve a region of the display of the user
terminal 102 for the PhotoShare session in response to
receiving confirmation from the user terminal 110 that the
PhotoShare session is to be established. The PhotoShare
Layouts at both user terminals 102 and 110 are dedicated to
showing the photo data of the PhotoShare session. The user
104 of the user terminal 102 can select photos (or other
images) from the dedicated region of the display 204 at the
user terminal 102 in order to transfer the selected photos to
the user terminal 110 during the PhotoShare session. Simi-
larly, the photos (or other images) received at the user
terminal 110 in the PhotoShare session are displayed in the
dedicated region of the display at the user terminal 110.

The user terminal 110 may choose to display EXIF data
from the JPEG format relating to the photo data to the user
112, so the user terminal 102 should maintain that data
during conversions of the original image to suit the require-
ments of the user terminal 110 in the PhotoSharing session.

FIG. 4 shows an example of the user terminals 102 and
110 arranged for a media sharing session whereby the user
terminal 102 is the host of the media sharing session and the
user terminal 110 is the client of the media sharing session.
The connection between the user terminals 102 and 110
shown in FIG. 4 is implemented over the communication
system 100, that is, over the network 108. As described
above, media data can be transferred from the user terminal
102 to the user terminal 110 in the media sharing session for
output at the user terminal 110. In the example shown in
FIG. 4 the user terminal 102 is a television. Before the media
data is transferred to the user terminal 110 in the media
sharing session the user 104 uploads the media data to the
memory 226 of the television 102. Then when the call is
implemented with the user terminal 110, the user 104 can
establish the media sharing session with the user terminal
110 and then select media data files from the memory 226 of
the television 102 for transmission to the user terminal 110
in the media sharing session.

FIG. 5 shows an example of the user terminals 102 and
110 arranged for a media sharing session similar to that of
FIG. 4 whereby the user terminal 102 is the host of the media
sharing session and the user terminal 110 is the client of the
media sharing session. In the example shown in FIG. 5 the
user terminal 102 is a mobile phone which stores media data
in its memory 226. When the call is implemented with the
user terminal 110, the user 104 can establish the media
sharing session with the user terminal 110 and then select
media data files from the memory 226 of the mobile phone
102 for transmission to the user terminal 110 in the media
sharing session.

In the methods described above the user terminal 102 is
the host of the media sharing session and the user terminal
110 is the client of the media sharing session. However, each
user terminal in the communication system 100 may have
the ability to act as either host or client in a media sharing

40

45

50

55

14

session, and as such, in other embodiments the user terminal
110 is the host of the media sharing session and the user
terminal 102 is the client of the media sharing session.

The methods described above relate to sharing media data
between different users over a communication system 100.
In the examples described above the user 104 uses the user
terminal 102 to share media data with the user 112 at user
terminal 110. Similar principles for communicating media
data can be used to communicate media data between two
user terminals of the same user. In this case the media data
is not shared between users but is communicated between
user terminals of the same user.

For example, the user 104 is associated with the user
terminals 102 and 106. A communication instance for the
user 104 can be implemented at each of user terminals 102
and 106 to allow the user 104 to log into the communication
system 100 using either, or both, of user terminals 102 and
106. When the user 104 is logged into the communication
system 100 via multiple communication instances (e.g. at
user terminals 102 and 106) then a media communication
session can be established between the communication
instances and used to transfer media data (e.g. images,
video, audio, etc.) between the communication instances.

With reference to the flow chart shown in FIG. 6 there is
now described a method of communicating media data
between user terminals 102 and 106 over the communication
system 100.

In step S602 a first communication instance for the user
104 is implemented at the user terminal 106. As described
above, the user 104 logs into the communication system 100
via the first communication instance at the user terminal 106.
The user 104 has a user ID in the communication system 100
which allows the user 104 to be identified in the commu-
nication system 100. In particular, the user ID of the user 104
can be used to authenticate communications to and from the
user 104 via the first communication instance at the user
terminal 106 over the communication system 100.

In step S604 a second communication instance for the
user 104 is implemented at the user terminal 102. The user
104 also logs into the communication system 100 via the
second communication instance at the user terminal 102.
The same user ID is used to identify the user 104 in the
communication system 100 by both the first communication
instance at the user terminal 106 and the second communi-
cation instance at the user terminal 102. The user ID of the
user 104 can be used to authenticate communications to and
from the user 104 via the second communication instance at
the user terminal 102 over the communication system 100.
The communication instances are implemented using com-
munication client software such as that provided by the
client stack 216 executed on the CPU 202 of the user
terminal 102. A similar client stack is executed on a CPU of
the user terminal 106.

In this way, the user 104 is simultaneously logged into the
communication system 100 via both the first and second
communication instances at the respective user terminals
106 and 102.

In step S606 the user 104 establishes a media communi-
cation session between the communication instances on the
user terminals 106 and 102. The media communication
session is similar to the media sharing session described
above in relation to the method of FIG. 3, except that the
media communication session is established between user
terminals (106 and 102) which are both associated with the
same user (user 104), whereas the media sharing sessions
described above are established between user terminals (102
and 110) which are associated with different users (104 and
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112). It can be appreciated that the media communication
session allows for self-to-self communication of media data
over the communication system 100. In particular the media
communication session allows communication of media
data between user terminals (106 and 102) which are both
logged into the communication system 100 using the same
user ID. Similarly to with the media sharing sessions
described above the user terminal 106 may send a query to
the user terminal 102 prior to the establishment of the media
communication session to determine whether the user ter-
minal 102 supports media communication sessions. The
query may be sent at any time prior to the establishment of
the media communication session, for example in response
to a user input from the user 104 at the user terminal 106, or
in response to the user 104 indicating that he wishes to
establish a media communication session with the user
terminal 102, or in response to the user 104 logging into the
communication system 100 on the user terminal 106 or the
user terminal 102.

The media communication session is authenticated on the
basis of the same user (that is, user 104) being simultane-
ously logged into the communication system via both the
first and second communication instances on the respective
user terminals 106 and 102. Since the same user is logged
into the communication system 100 at both user terminals
106 and 102 it can be assumed that the user 104 has trust in
himself to thereby allow the communication of media data
between the user terminals 106 and 102.

Once the media communication session has been estab-
lished, then in step S608 media data is communicated from
the user terminal 106 to the user terminal 102 in the media
communication session. The media data is communicated
according to a media communication protocol of the media
communication session (which may be the same as the
media sharing protocol described above). The communi-
cated media data may then be output to the user 104 via the
user interface of the user terminal 102. For example, where
the media data comprises images, the images are displayed
to the user 104 on the display of the user terminal 102. The
communicated media data may be output automatically at
the user terminal 102 when it is received from the user
terminal 106 in the media communication session.

The media data is communicated in the media commu-
nication session over the communication system 100 (simi-
larly to the communication of media data in the media
sharing sessions described above). Both the user terminals
106 and 102 of the media communication session may be
located in the proximity of the user 104 so that the user 104
can control both user terminals 106 and 102 in the media
communication session. Alternatively, the user terminals
106 and 102 may not be located closely to each other such
that the user 104 may be in the proximity of only one of the
user terminals 106 and 102.

The method described above in relation to FIG. 6 provides
the ability for the user 104 to transfer media data (such as
image data, video data, audio data, text data, etc.) between
instances of the user’s account which are logged into the
communication system 100 on different user terminals.

This can be particularly useful when the user 104 has
more than one user terminal (e.g. user terminals 106 and
102) which are capable of communicating over the commu-
nication system 100 and where media data is stored at only
one of those user terminals (e.g. at user terminal 106) and
where the user 104 wishes to output the media data using a
different one of his user terminals (e.g. user terminal 102).
The user may wish to output the media data at the different
one of his user terminals (e.g. user terminal 102) because it
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may be more convenient or because the output means of the
user terminal 102 may be of a higher standard than those of
the user terminal 106. For example, the user terminal 106
may be a mobile phone or tablet at which media data is
stored and the user terminal 102 may be a television. The
display and speakers of a television are typically of a higher
standard than those of a mobile phone or tablet. Therefore,
where the media data comprises audio and/or visual data the
user 104 may wish to output the media data using the
television rather than the mobile phone or tablet. It is also
noted that in this example, the memory capabilities of the
television may be less than the memory capabilities of the
mobile phone or tablet which may be a reason for the user
104 storing the media data at the mobile phone or tablet
rather than at the television. This is one example in which
the media communication sessions described with reference
to FIG. 6 are particularly useful.

The methods described above with reference to FIG. 6
enable media data to be output from a remote user terminal
(that is, remote from where it is stored) in a controlled
manner. The user 104 controls the media data that is to be
output on the remote user terminal.

In one or more embodiments, the user terminal 106 is a
portable device such as a laptop, phone or tablet, which has
good memory capabilities for storing media data. When the
user terminal 106 is portable, the user can carry the user
terminal 106 to where the user terminal 106 is needed.
However, when the user terminal 106 is portable it will
typically not have a very large screen for outputting image
data, and may also not have very high quality speakers for
outputting audio data. Furthermore, in one or more embodi-
ments the user terminal 102 is a non-portable device such as
a television, a BluRay player, a set top box or a games
console, which may not have such good memory capabilities
for the user 104 to store media data, but may be associated
with a large screen for outputting image data and high
quality speakers for outputting audio data, e.g. at a televi-
sion.

Corresponding features of the way in which media data is
communicated in the media sharing sessions between the
user terminals 106 and 102 described above also apply to the
way in which media data is communicated in the media
communication sessions between the user terminals 106 and
102.

For example, the media data may be transmitted from the
user terminal 106 to the user terminal 102 in the media
communication session in data packets over the network
108. The data packets are formed according to the protocol
of the media communication session. Each data packet may
include a portion of media data wherein the user terminal
102 receives multiple data packets and combines the data
from those data packets in order to output the media data in
the media communication session. For example, each data
packet may comprise a set amount of data, e.g. 16 KB or 64
KB. In one example, the raw data is Base64 encoded. The
data transfer size of the data packets may be included as a
prefix to the data itself in the data packet. The data transfer
size shall be that of the post-Base64 converted data, not the
original data itself Preferably, the media data of the media
communication session is communicated using application-
to-application (app2app) streams, which is more reliable
than sending the data using datagrams.

Some of the messaging between the user terminals 106
and 102, (e.g. which is used to signal the start and end of the
media communication session and is used to send queries
and replies regarding the ability of the user terminal 102 to
support the media communication sessions, etc.) may be
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sent in packets which have a different amount of data
compared to the data packets. These packets can be much
smaller than the data packets and may, for example, have 64
bytes. These packets also adhere to the protocol of the media
communication session.

During the media communication session the user inter-
face at the user terminal 106 provides the ability for the user
104 to browse media data, such as photos (which may be
stored in the memory of the user terminal 106), and on
demand, send some or all of the media data to the user
terminal 102 in the media communication session, provided
the user terminal 102 supports the media communication
sessions.

The user terminal 106 is the host of the media commu-
nication session and the user terminal 102 is the client of the
media communication session in the example described
above. The user terminal 106 is in charge of the media
communication session and can control which pieces of
media data are communicated to the user terminal 102
during the media communication session. In contrast, the
user terminal 102 outputs the media data (e.g. displays
photos) that are communicated as and when they are
received from the user terminal 106 in the media commu-
nication session. In particular, the user terminal 102 may not
be able to control which pieces of media data (e.g. photos)
are viewed during the media communication session.

Some minor restrictions may be placed on implementa-
tions of the media communication sessions, for interoper-
ability as well as for data security. For example in one or
more embodiments, media data transferred to the user ter-
minal 102 in the media communication session may not be
stored to disk (i.e. memory) at the user terminal 102. The
user terminal 106 (i.e. the host of the media communication
session) may control the output of the media data at the user
terminal 102, and can control it such that only one piece of
media data (e.g. one file of the media data) at a time may be
output at the user terminal 102, wherein the user terminal
106 controls which piece of media data is viewed at the user
terminal 102 in the media communication session. By not
storing the media data which is communicated in the media
sharing session at the user terminal 102 the overhead on
implementations can be reduced in terms of storage and
memory at the user terminal 102. Since the media data
which is communicated in the media communication session
is not permanently stored at the user terminal 102 (e.g. none
of'the media data may be stored at the user terminal 102 after
the media sharing session ends), the user terminal 106 is not
required to distribute the full files of media data (e.g. photo
files) to the user terminal 102 in order to display the media
data at the user terminal 102. As described above, the
communicated media data may comprise a plurality of files
and in some embodiments no more than one of the files is
stored at the user terminal 102 in the media communication
session at a time. For example, when one of the files is stored
at the user terminal 102 in the media communication ses-
sion, then the receipt of the next file in the media commu-
nication session causes the file currently stored at the user
terminal 102 to be deleted from the user terminal 102 so that
the newly received file can be stored at the user terminal 102
without storing more than one of the files at a time at the user
terminal 102 in the media communication session. Further-
more, the communicated media data may be stored in a data
store at the user terminal 102 which is dedicated for storing
data of the media communication session and which is
distinct from the main memory of the user terminal 102.

In order to select media data files to transfer to the user
terminal 102 in the media communication session, the user
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104 may select the media data files from a film strip view at
the user terminal 106 as described above in relation to the
selection of media data in the media sharing sessions.

Similarly to as described above in relation to the media
sharing sessions, the host of the media communication
session, i.e. user terminal 106, is a “smart” host in the sense
that it has the ability to convert the format of the media data
to suit the media communication session. For example, the
format of the media data may be converted to suit capabili-
ties of the client of the media communication session client
(user terminal 102). The conversion of the media data may
comprise down-scaling and/or compression such that the
size of the media data (e.g. the number of bits of the media
data) is reduced (e.g. by reducing the resolution of an image)
to suit the requirements of the user terminal 102, and the
format of the media data may be converted to a format which
is supported by the user terminal 102 (e.g. the JPEG format
could be used for image data). As described above in relation
to the media sharing sessions, the requirements of the user
terminal 102 may be indicated to the user terminal 106 in the
response to the query as to whether the user terminal 102
supports media communication sessions.

Similarly to as described above in relation to the media
communication sessions, either participant in the media
communication session may end the media communication
session.

The media communication methods described herein
allow the user 104 to transfer media data from the user
terminal 106 to the user terminal 102 for output at the user
terminal 102. Both user terminals 106 and 102 may be
connected to the network 108 (e.g. the internet) and so it is
a simple process to communicate the media data over the
network 108 in the media communication sessions. This is
in contrast to trying to implement some other connection,
e.g. a USB connection between the user terminals 106 and
102, for which the user 104 would be required to establish
the connection prior to transferring the media data between
the user terminals 106 and 102. The media communication
sessions make use of the user terminals 106 and 102 already
being connected to the network 108 for transferring media
data between the user terminals 106 and 102 so that the user
104 is not required to establish another separate connection
between the user terminals 106 and 102 before the media
data can be transferred.

In one or more embodiments described herein the media
data comprises photos which are sent from the user terminal
106 to the user terminal 102 in the media communication
session. However, it will be appreciated that in other
embodiments the media data may comprise other types of
data, such as audio data (e.g. music data), video data or text
data, and features described herein relating to the embodi-
ments in which the media data comprises photos could also
be implemented in embodiments in which the media data is
another type of data. Where the media data is photo data, the
media communication sessions may be referred to herein as
PhotoRemote sessions and the protocol used to communi-
cate the photo data in a PhotoRemote session may be
referred to as a PhotoRemote protocol.

PhotoRemote sessions allow for the transfer of photos
between multiple instances of a user logged into the com-
munication system 100.

The photos which are displayed at the user terminal 102
(the PhotoRemote client) during the PhotoRemote session
may be displayed in a particular section of the user interface
at the user terminal 102. The section of the user interface
may be reserved for displaying photos of the PhotoRemote
session when the PhotoRemote session is established. For
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example, when the PhotoRemote session is established, the
user terminal 102 may initialize a PhotoRemote Layout
which reserves a region of the display of the user terminal
102 for photos received in the PhotoRemote session. The
user terminal 106 (PhotoRemote host) may activate its own
PhotoRemote Layout to reserve a region of the display of the
user terminal 106 for the PhotoRemote session in response
to receiving confirmation from the user terminal 102 that the
PhotoRemote session is to be established. The PhotoRemote
Layouts at both user terminals 106 and 102 are dedicated to
showing the photo data of the PhotoRemote session. The
user 104 of the user terminal 106 can select photos (or other
images) from the dedicated region of the display at the user
terminal 106 in order to transfer the selected photos to the
user terminal 102 during the PhotoRemote session. Simi-
larly, the photos (or other images) received at the user
terminal 102 in the PhotoRemote session are displayed in
the dedicated region of the display at the user terminal 102.

FIG. 7 shows an example of the user terminals 106 and
102 arranged for a media communication session whereby
the user terminal 106 is the host of the media communication
session and the user terminal 102 is the client of the media
communication session. The connection between the user
terminals 106 and 102 shown in FIG. 7 is implemented over
the communication system 100, that is, over the network
108. As described above, media data can be transferred from
the user terminal 106 to the user terminal 102 in the media
communication session for output at the user terminal 102.

In the methods described above the user terminal 106 is
the host of the media communication session and the user
terminal 102 is the client of the media communication
session. However, each user terminal in the communication
system 100 may have the ability to act as either host or client
in a media communication session, and as such, in other
embodiments the user terminal 102 is the host of the media
communication session and the user terminal 106 is the
client of the media communication session. The client of the
media communication session could be one of a television,
a Blue-Ray player, a set top box, a games console, a speaker
and a digital picture frame configured to output media data
received from the host of the media communication session.

The two methods, that is: (i) the media sharing method
(e.g. the PhotoShare method) and (ii) the media communi-
cation method (e.g. the PhotoRemote method) may be used
serially and consecutively during a call.

For example, the user 104 may be using the user terminal
102 in a call with the user 112 at user terminal 110. The user
104 may then decide to share some media data which is
stored at the user terminal 106 with the user 112. The user
104 can establish a media communication session between
the user terminals 106 and 102 (authenticated on the basis
that the user terminals 106 and 102 are both logged into the
communication system using the same user ID—the user ID
of user 104) and also establish a media sharing session
between the user terminals 102 and 110 (authenticated on
the basis that the user terminals 102 and 110 are implement-
ing a call over the communication system when the media
sharing session is initiated). In this way media data can be
transmitted from the user terminal 106 to the user terminal
110 via the user terminal 102, i.e. via the media communi-
cation session between user terminals 106 and 102 and the
media sharing session between user terminals 102 and 110.

FIG. 8 shows an example of a PhotoRemote session being
implemented between user terminals 106 and 102 and a
PhotoSharing session being implemented between user ter-
minals 102 and 110. As indicated in FIG. 8, the user terminal
106 is the host of the PhotoRemote session whilst the user
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terminal 102 is the client of the PhotoRemote session, and
the user terminal 102 is the host of the PhotoShare session
whilst the user terminal 110 is the client of the PhotoShare
session. The arrangement in FIG. 8 allows photos to be
transmitted from the user terminal 106 to the user terminal
110 via the user terminal 102 as described above.

In the methods described above, there may be more user
terminals in the communication system 100 than those
shown in FIG. 1. The media sharing sessions described with
reference to FIG. 3 may include one or more media sharing
clients to which media data is communicated. Similarly, the
media communication sessions described with reference to
FIG. 6 may include one or more media communication
clients to which media data is communicated.

The methods described above may be implemented by
means of computer program products executed at the user
terminals for performing the method steps described herein.
For example, the method steps may be implemented by the
client stacks (e.g. 216) implemented at the user terminals.

Generally, any of the functions described herein can be
implemented using software, firmware, hardware (e.g., fixed
logic circuitry), or a combination of these implementations.
The terms “module,” “functionality,” “component” and
“logic” as used herein generally represent software, firm-
ware, hardware, or a combination thereof In the case of a
software implementation, the module, functionality, or logic
represents program code that performs specified tasks when
executed on a processor (e.g. CPU or CPUs). The program
code can be stored in one or more computer readable
memory devices. The features of the techniques described
below are platform-independent, meaning that the tech-
niques may be implemented on a variety of commercial
computing platforms having a variety of processors.

For example, a computer-readable medium may be con-
figured to maintain instructions that cause a computing
device, and more particularly the operating system and
associated hardware to perform operations. Thus, the
instructions function to configure the operating system and
associated hardware to perform the operations and in this
way result in transformation of the operating system and
associated hardware to perform functions. The instructions
may be provided by the computer-readable medium to the
user terminals through a variety of different configurations.

One such configuration of a computer-readable medium is
signal bearing medium and thus is configured to transmit the
instructions (e.g. as a carrier wave) to the computing device,
such as via a network. The computer-readable medium may
also be configured as a computer-readable storage medium
and thus is not a signal bearing medium. Examples of a
computer-readable storage medium include a random-access
memory (RAM), read-only memory (ROM), an optical disc,
flash memory, hard disk memory, and other memory devices
that may us magnetic, optical, and other techniques to store
instructions and other data.

Any type of media data may be communicated in the
methods described above, such as image data, photo data,
video data, audio data, music data or text data, and any
suitable format may be used such as JPEG, BMP, PNG,
MPEG, MP3, PDF, etc.

Furthermore, while the various embodiments have been
particularly shown and described, it will be understood to
those skilled in the art that various changes in form and
detail may be made without departing from the scope of the
claimed subject matter.

What is claimed is:

1. A method of communicating media data over a com-
munication system, the method comprising:
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causing implementation, at a first user terminal, of a first
communication instance for a user of the communica-
tion system;

causing implementation, at a second user terminal, of a

second communication instance for the user of the
communication system;

establishing a media communication session over said

communication system between the first and second
communication instances;

authenticating the media communication session when

the same user is simultaneously logged into the com-
munication system via both the first and second com-
munication instances;

communicating media data in the media communication

session over the communication system received from
the first communication instance at the first user ter-
minal to the second communication instance at the
second user terminal;

automatically causing, by the first user terminal, output of

the communicated media data at the second user ter-
minal upon receipt by the second user terminal of the
communicated media data, the automatic output of the
communicated media data being converted to a format
that corresponds to capabilities of the second user
terminal; and

causing the communicated media data to be temporarily

stored at the second user terminal such that none of the
media data communicated to the second user terminal
is stored at the second user terminal after the media
communication session has ended.

2. The method of claim 1 further comprising:

causing establishment of a media sharing session over

said communication system between the second com-
munication instance at the second user terminal and
another user terminal associated with another user; and
further communicating the communicated media data to
the other user terminal in the media sharing session.

3. The method of claim 1 wherein the user is identified in
the communication system by a user ID and the media
communication session is authenticated by checking that the
user ID of the user logged into the communication system
via the first communication instance matches the user ID of
the user logged into the communication system via the
second communication instance.

4. The method of claim 1 further comprising transmitting
a query from the first user terminal to the second user
terminal to determine whether the second user terminal
supports media communication sessions.

5. The method of claim 4 further comprising enabling an
option in a user interface at the first user terminal to initiate
the media communication session responsive to determining
that the second user terminal supports media communication
sessions.

6. The method of claim 4 further comprising sending, to
the first user terminal, an indication of second user terminal
requirements for outputting media in the media communi-
cation session.

7. The method of claim 6 wherein the media data is
preprocessed at the first user terminal to comply with the
second user terminal requirements prior to communication
of the media data.

8. The method of claim 7 wherein said second user
terminal requirements comprise at least one of: (i) a reso-
Iution of an image of said media data, (ii) a file type of said
media data, and (iii) memory requirements of the second
user terminal for said media data.
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9. The method of claim 7 wherein said preprocessing of
the media data comprises resizing the media data.
10. The method of claim 1 wherein communication
between the first and second user terminals in the media
communication session comprises communicating a stream
of data blocks having a media communication protocol.
11. The method of claim 1 wherein the communicated
media data comprises a plurality of files and wherein no
more than one of the files is stored at the second user
terminal in the media communication session at a time.
12. The method of claim 1 further comprising causing the
communicated media data to be stored in a data store at the
second user terminal during the media communication ses-
sion, the data store being dedicated for storing data of the
media communication session and which is distinct from the
main memory of the second user terminal.
13. The method of claim 1 wherein the media data
comprises at least one of image data, music data, video data,
audio data and text data.
14. The method of claim 13 wherein the media data
comprises image data in the JPEG format.
15. The method of claim 1 wherein the first user terminal
is a portable device and wherein the second user terminal is
a non-portable device.
16. The method of claim 1 wherein the first user terminal
is one of a laptop, a mobile phone and a tablet.
17. The method of claim 1 wherein the second user
terminal is one of a television, a blue-ray player, a set top
box, a games console, a speaker and a digital picture frame.
18. A communication system comprising:
a first user terminal configured to implement a first
communication instance for a user of the communica-
tion system; and
a second user terminal configured to implement a second
communication instance for the user of the communi-
cation system;
the first user terminal further configured to:
establish a media communication session over said
communication system between the first and second
communication instances, the media communication
session authenticated on the basis of the same user
being simultaneously logged into the communication
system via both the first and second communication
instances;

receive an indication, at the first terminal, that indicates
requirements of the second user terminal for output-
ting media in the media communication session;

convert media data, at the first user terminal, based on
the requirements of the second user terminal for
outputting media in the media communication ses-
sion, to a format that corresponds to capabilities of
the second user terminal;

communicate the converted media data in the media
communication session over the communication sys-
tem from the first communication instance at the first
user terminal to the second communication instance
at the second user terminal; and

cause, by the first user terminal, automatic output of the
converted media data at the second user terminal
upon receipt by the second user terminal of the
communicated media data.

19. A user terminal configured to:

implement a communication instance for a user of a
communication system;

cause implementation of a further communication
instance for the user of the communication system at a
further user terminal;
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establish a media communication session over said com-
munication system between said communication
instance and the further communication instance, the
media communication session authenticated on the
basis of the same user being simultaneously logged into
the communication system via both said communica-
tion instance and the further communication instance;

provide an indication, to the further user terminal, of
requirements of the user terminal for outputting media
in the media communication session;

receive, at the user terminal, media data in the media

communication session over the communication sys-
tem from the further communication instance at the
further user terminal, the received media data being
converted by the further user terminal and based on the
requirements of the user terminal included in the indi-
cation, prior to receipt of the media data, to a format for
output that corresponds to the capabilities of the user
terminal; and

automatically output the received media data at the user

terminal upon receipt by the user terminal of the
communicated media data.

20. The user terminal of claim 19 wherein the user
terminal is a non-portable device.

21. The user terminal of claim 19 wherein the user
terminal is one of a television, a blue-ray player, a set top
box, a games console, a speaker and a digital picture frame.

22. A computer program product for communicating
media data over a communication system, the computer
program product being embodied on a computer-readable
storage medium and comprising instructions, which when
executed on a processor of a user terminal, cause the user
terminal to perform operations of:

implementing a communication instance for a user of the

communication system at the user terminal;

causing implementation of a further communication

instance for the user of the communication system at a
further user terminal, the communication system con-
figured to simultaneously log the user into the commu-
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nication system via: the communication instance at the
user terminal and the further communication instance at
the further user terminal;
establishing a media communication session over said
communication system between said communication
instance and the further communication instance, the
media communication session authenticated on the
basis of the same user being simultaneously logged into
the communication system via both said communica-
tion instance and the further communication instance;

providing an indication, to the further user terminal, of
requirements of the user terminal for outputting media
in the media communication session;
receiving media data in the media communication session
over the communication system at the communication
instance at the user terminal from the further commu-
nication instance at the further user terminal; and

automatically outputting the received media data at the
user terminal upon receipt by the user terminal of the
communicated media data, the received media data
being converted by the further user terminal and based
on the requirements of the user terminal included in the
indication, prior to said receiving the media data, to a
format for output that corresponds to capabilities of the
user terminal.

23. The computer program product of claim 22, wherein
the instructions further comprise storing the received media
data in a data store at the user terminal, the data store at the
user terminal being distinct from a main memory of the user
terminal.

24. The computer program product of claim 22, wherein
the instructions further comprise temporarily storing the
received media data at the user terminal, wherein none of the
received media data is stored at the user terminal after the
media communication session has ended.

25. The computer program product of claim 22, wherein
the received media data comprises a plurality of files and
wherein no more than one of the plurality of files is stored
at the user terminal in the media communication session at
a time.



