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(57) Abstract: A computer system for parsing bulk message information into intelli-
gent question retrieval models receives text-based data associated with a particular
user. The system encodes the word into a context-dependent vector, wherein the con-
text-dependent vector indicates the meaning of the word across a semantic space. The
system also identifies within a context-independent database a context-independent
vector that is associated with the word. Further, the system generates an objective
output by combining the context-dependent vector and the context-independent vec-
tor. Further still, the system generates a sentence encoding representation by pro-
cessing at least a portion of the text-based data through a high-level feature embedded
convolutional semantic model to generate numerical representations of questions and
answers within the text-based dataset. The sentence encoding representation is gener -
ated at least in part based upon the objective output.
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Box No. Il Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. D Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

2. D Claims Nos.:

because they relate to parts of the intemational application that do not comply with the prescribed requirements to such an
extent that no meaningful international search can be carried out, specifically:

3. D Claims Nos.:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:
See extra sheet.

1. % As all required additional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

2. D As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional fees.

3. |:| As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. D No required additional search fees were timely paid by the applicant. Consequently, this international search report is
restricted to the invention first mentioned in the claims; it is covered by claims Nos.:

The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.

Remark on Protest

The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation.
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-***-Continued from Box No. lll Observations where unity of invention is lacking-***-

This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fee must be paid.

Group |: Claims 1-19 are directed towards parsing bulk message information, comprising generating a sentence encoding
representation.
Group II: Claim 20 is directed towards parsing bulk message information, comprising identifying adjacency pairs.

The inventions listed as Groups I-ll do not relate to a single general inventive concept under PCT Rule 13.1 because, under PCT Rule
13.2, they lack the same or corresponding special technical features for the following reasons:

The special technical features of Group | include at least parsing a word from the text-based data; generating a sentence encoding
representation by processing at least a portion of the text-based data through a high-level feature embedded convolutional semantic
model to generate numerical representations of questions and answers within the text-based dataset, wherein the sentence encoding
representation is generated at least in part based upon the objective output., which are not present in Group Il.

The special technical features of Group Il include at least identifying adjacency pairs within the words, wherein the adjacency pairs
comprise two parts that are communicated by different parties in which a first part is conditionally related to a second part, which are not
presentin Group |.

The common technical features shared by Groups I-1l are a computer system for parsing bulk message information into intelligent
question retrieval models, comprising: one or more processors; and one or more computer-readable media having stored thereon
executable instructions that when executed by the one or more processors configure the computer system to perform at least the
following: receive text-based data associated with a particular user; encode a word into a context-dependent vector, wherein the
context-dependent vector indicates the meaning of the word across a semantic space; identify within a context-independent database a
contexts independent vector that is associated with the word, wherein the context- independent database comprises mappings of various
words to various context-independent vectors based upon definitions of the various words; and generate an objective output by
combining the contexts dependent vector and the context-independent vector.

However, these common features are previously disclosed by US 5,455,889 A to BAHL et al. (hereinafter “Bahl”"). Bahl discloses a
computer system for parsing bulk message information into intelligent question retrieval models, comprising: one or more processors
(CPU 1186; Fig. 1); and one or more computer-readable media having stored thereon executable instructions that when executed by the
one or more processors configure the computer system (micro instructions code 110, inherently residing on computer-readable media),
executed by the CPU; Fig. 1; col 4, In 10-23) to perform at least the following: receive text-based data associated with a particular user
(the system having an input comprising a sequence of phones from a training text; claim 1); encode a word into a context-dependent
vector (model a word as a sequence of context-dependent models; col 4, In 3-8), wherein the context-dependent vector indicates the
meaning of the word across a semantic space (each word maps onto a string of phonemes that make up a word in the English language
(semantic space) and determine the most likely label sequence for each word in the system’s vocabulary; col 7, In 19-22); identify within
a context-independent database a contextsindependent vector that is associated with the word (context-independent labelling of vectors
occurs in the context-independent labeler, and a label alphabet is stored in memory; col 5, In 13-51), wherein the context-independent
database comprises mappings of various words to various context-independent vectors based upon definitions of the various words
(each acoustic parameter vector is associated with a context-independent label and after the correspondence between the labels and
each phone is known, it follows that the acoustic parameter vector corresponding to each phone in the text string is also known,; col 6, In
38-63); and generate an objective output by combining the contextedependent vector and the context-independent vector (the
context-independent label prototype vectors are based upon each individual phoneme without regard to the preceding or following
phoneme, and the phonetic context of the target phoneme is the combination of a target phoneme and neighboring phonemes; col 6, In
64 to col 7, In 28).

Since the common technical features are previously disclosed by the Bahl reference, these common features are not special and so
Groups |-l lack unity.
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