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GLOBAL DISTRIBUTED SWITCH 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH OR DEVELOPMENT 

This Work Was supported by the United States Govern 
ment under Technology Investment Agreement TIA F30602 
98-2-0194. 

TECHNICAL FIELD 

This invention relates generally to the ?eld of high 
capacity, Wide area distributed data packet sWitching. In 
particular, the invention relates to an architecture for a global 
distributed sWitch constructed using a plurality of geo 
graphically distributed regional data packet sWitches. 

BACKGROUND OF THE INVENTION 

The explosive groWth of the Internet and a corresponding 
groWth in corporate communications have strained existing 
telecommunications infrastructure. Much of the poor per 
formance of current netWorks can be attributed to the 
structure of the netWorks. In general, modern netWorks 
consist of a plurality of small capacity nodes interconnected 
by a plurality of links. Consequently, most connections 
require a plurality of “hops”, each hop traversing a link 
betWeen tWo nodes. It is Well understood that as the number 
of hops involved in a connection increases, the more com 
plex connection routing and control becomes, and the more 
quality of service is likely to be degraded. A high quality of 
service cannot be easily realiZed in a netWork of loW 
capacity sWitches Where a connection may require several 
hops, causing cumulative degradation of service quality. 

It is Well knoWn that high capacity netWorks can reduce 
connection blocking and improve quality of service. In 
general, high capacity variable-siZe data packet sWitches, 
hereinafter referred to as universal sWitches, are desirable 
building blocks for constructing high performance, high 
capacity netWorks. Auniversal sWitch transfers variable-siZe 
packets Without the need for fragmentation of packets at 
ingress. It is also rate regulated to permit selectable transport 
capacities on links connected to other universal sWitches. A 
universal sWitch is described in Applicant’s co-pending 
United States Patent Application entitled RATE 
CONTROLLED MULTI-CLASS HIGH-CAPACITY 
PACKET SWITCH Which Was ?led on Feb. 4, 1999 and 
assigned Ser. No. 09/244,824, the speci?cation of Which is 
incorporated herein by reference. 
Due to the high-volatility of data traf?c in large netWorks 

such as the Internet and the dif?culties in short-term engi 
neering of such netWork facilities, a distributed packet 
sWitch With an agile core is desirable. Such a sWitch is 
described in Applicant’s co-pending United States Patent 
application entitled SELF-CONFIGURING DISTRIB 
UTED SWITCH Which Was ?led on Apr. 6, 1999 and 
assigned Ser. No. 09/286,431, the speci?cation of Which is 
incorporated herein by reference. In a sWitch With an agile 
core, core capacity allocations are adapted in response to 
variations in spatial traf?c distributions of data traf?c 
sWitched through the core. This requires careful 
co-ordination of the packet sWitching function at edge 
modules and a channel sWitching function in the core of the 
sWitch. Nonetheless, each edge module need only be aWare 
of the available capacity to each other edge module in order 
to schedule packets. This greatly simpli?es the traf?c control 
function and facilitates quality-of-service control. 

Several architectural alternatives can be devised to con 
struct an edge-controlled Wide-coverage high capacity net 
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2 
Work. In general the alternatives fall into static-core and 
adaptive-core categories. 
Static-core 

In a static core sWitch, the inter-module channel connec 
tivity is ?xed (i.e., is time-invariant) and the reserved path 
capacity is controlled entirely at the edges by electronic 
sWitching, at any desired level of granularity. Several par 
allel paths may be established betWeen an ingress module 
supporting traf?c sources and an egress module supporting 
traffic sinks. The possible use of a multiplicity of diverse 
paths through intermediate modules betWeen the ingress 
module and the egress module may be dictated by the ?xed 
inter-module connectivity. Apath from an ingress module to 
an egress module is established either directly, or through 
sWitching at an intermediate module. The capacity of a path 
may be a fraction of the capacity of each of the concatenated 
links constituting the path. A connection is controlled 
entirely by the ingress and egress modules and the core 
connectivity remains static. The capacity of a path is modi 
?ed relatively sloWly, for example in intervals of thousand 
multiples of a mean packet duration; in a 10 Gb/s medium, 
the duration of a 1 K-bit packet is a 100 nanoseconds While 
a path capacity may be modi?ed at intervals of 100 milli 
seconds. The path capacity is controlled at a source edge 
module and an increase in capacity allocation requires 
exchange of messages betWeen the source edge module and 
any intermediate edge modules used to complete a path from 
a source edge module to a sink edge module. 
Adaptive-core 

Control at the edge provides one degree of freedom. 
Adaptive control of core channel connectivity adds a second 
degree of freedom. The use of a static channel interconnec 
tion has the advantage of simplicity but it may lead to the use 
of long alternate routes betWeen source and egress modules, 
With each alternate route sWitching at an intermediate node. 
The need for intermediate packet-sWitching nodes can be 
reduced signi?cantly, or even eliminated, by channel sWitch 
ing in the core, yielding a time-variant, inter-modular chan 
nel connectivity. 

In a vast sWitch employing an optical core, it may not be 
possible to provide a direct path of adaptive capacity for all 
module pairs. The reason is tWofold: (1) the granularity 
forces rounding up to an integer number of channels and (2) 
the control delay and propagation delay preclude instant 
response to spatial traffic variation. HoWever, by appropriate 
adaptive control of channel connectivity in response to 
variations in traf?c loads, most of the traf?c can be trans 
ferred directly With only an insigni?cant proportion of the 
traffic transferred through an intermediate packet sWitch. 

There is a need, therefore, for a distributed sWitch for 
global coverage that enables end-to-end connections having 
a small number of hops, preferably not exceeding tWo hops, 
and Which is capable of adapting its core capacity according 
to variations in traf?c loads. 

Large, high-capacity centraliZed sWitches could form 
building blocks for a high-speed Internet. HoWever, the use 
of a centraliZed sWitch Would require long access lines and, 
hence, increase the access cost. Consequently, there exists a 
need for a distributed sWitch that places edge modules in the 
vicinity of traf?c sources and traf?c sinks. 

SUMMARY OF THE INVENTION 

It is therefore an object of the invention to provide a 
sWitch With an adaptive core that operates to provide suf? 
cient core capacity in a shortest connection betWeen each 
ingress edge module and each egress edge module in a 
distributed sWitch. 
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The invention therefore provides a high capacity distrib 
uted packet switch comprising a plurality of edge modules, 
each edge module including at least three input/output (dual) 
ports, the at least three input/output ports being organiZed in 
groups of J, K, and L input/output ports. The J group of 
input/output ports is connected by communication links to a 
regional core center. The L group of input/output ports is 
connected by communications links to a multiplicity of 
global core centers. The K input/output group of ports is 
connected by communications links to data traf?c sources 
and data traf?c sinks. 

Edge modules having moderate capacities, 2 Tb/s each for 
eXample, can be used to construct a netWork of several Pb/s 
(Petabits per second) capacity if tWo-hop connections are 
acceptable for a signi?cant proportion of the traf?c. In a 
tWo-hop connection, packet-sWitching occurs at an interme 
diate edge module betWeen an ingress edge module and an 
egress edge module. 

The edge modules are preferably universal sWitches 
described in Applicant’s co-pending Patent application ?led 
Feb. 4, 1999. Adistributed packet sWitch of global coverage 
comprising a number of electronic universal sWitch modules 
interconnected by a distributed optical core is preferred. The 
distributed core comprises a number of memoryless core 
modules, and each core module comprises several parallel 
optical space sWitches. In order to enable direct connections 
for traf?c streams of arbitrary rates, the inter-module con 
nection pattern is changed in response to ?uctuations in data 
traf?c loads. 

The capacity of a distributed sWitch in accordance With 
the invention is determined by the capacity of each edge 
module and the capacity of each of the parallel space 
sWitches in the core. The distributed sWitch enables an 
economical, scalable high-capacity, high-performance Inter 
net. 

The distributed sWitch may be vieWed as a single global 
sWitch having intelligent edge modules grouped into a 
number of regional distributed sWitches, also called regions, 
the regional distributed sWitches being interconnected to 
form the global sWitch. Although there is an apparent 
“hierarchy” in the structure of the global distributed sWitch 
in accordance With the invention, the global distributed 
sWitch in accordance With the invention is in fact a single 
level, edge-controlled, Wide-coverage packet sWitch. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Further features and advantages of the present invention 
Will become apparent from the folloWing detailed 
description, taken in combination With the appended 
draWings, in Which: 

FIG. 1-A is a schematic diagram illustrating an architec 
ture for a global distributed sWitch in accordance With the 
invention, in Which an edge module is connected to a 
regional core center and a plurality of global core centers by 
multi-channel links; 

FIG. l-B shoWs the connectivity of edge modules to 
regional core modules; 

FIG. 1-C shoWs the connectivity of edge modules to 
global core modules; 

FIG. 2-A is a schematic diagram illustrating the architec 
ture of a global distributed sWitch in accordance With the 
invention, in Which multi-channels from an edge module in 
a region to the plurality of global core centers are shuffled so 
that an edge module can connect to several edge modules in 
other regions; 
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4 
FIG. 2-B illustrates the use of an array of shuf?ers, instead 

of a single higher-capacity shuf?er, in the architecture of 
FIG. 2-A; 

FIG. 3-A is a schematic diagram illustrating an architec 
ture for a global netWork in accordance With the invention, 
in Which a plurality of channels from an edge module 
connect to several global core centers through a cross 
connector to permit adjustments of channel allocation 
according to estimated changes in spatial traffic distribu 
tions; 

FIG. 3-B illustrates the use of an array of cross 

connectors, instead of a single higher capacity cross 
connector, in the architecture of FIG. 3-A; 

FIG. 4-A schematically illustrates the “shuf?ing” of 
Wavelength division multiplexed (WDM) channels betWeen 
a high capacity edge module and a plurality of global core 
centers in a global netWork in accordance With the invention; 

FIG. 4-B schematically illustrates the cross-connection of 
WDM channels betWeen a high capacity edge module and a 
plurality of global core centers in a global netWork in 
accordance With the invention; 

FIG. 5 is a schematic diagram of an exemplary medium 
capacity global distributed sWitch, the structure of Which is 
modeled after the structure of the global distributed sWitch 
shoWn in FIG. 1.; 

FIG. 6 is a schematic diagram in Which a multi-channel 
link from each edge module to the global core modules is 
connected to a shuf?er or a cross-connector adapted to 

modify channel connectivity to a plurality of global core 
modules; 

FIG. 7 is a connection matriX shoWing intra-regional 
connectivity and an eXample of inter-regional channel allo 
cation When the global distributed sWitch is connected as 
shoWn in FIG. 1-A; 

FIG. 8 is a connection matriX shoWing intra-regional 
connectivity and a further eXample of inter-regional channel 
allocation When the global distributed sWitch is connected as 
shoWn in FIG. 1-A; and 

FIG. 9 is a connection matriX shoWing intra-regional 
connectivity and an eXample of inter-regional channel allo 
cation When the global distributed sWitch is connected as 
shoWn in FIG. 2-A or FIG. 3-A. 

It Will be noted that throughout the appended draWings, 
like features are identi?ed by like reference numerals. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

A high-performance global distributed sWitch, forming a 
global netWork With a capacity of an order of several 
Petabits per second (Pb/s) is provided by the invention. In 
accordance With the invention, the high-performance global 
distributed sWitch includes high capacity (Terabits per 
second) universal sWitches as edge modules, and an agile 
channel-sWitching core. Control of the global distributed 
sWitch is eXercised from the edge modules. 
As shoWn in FIG. 1-A, a global distributed sWitch 100 in 

accordance With the invention includes a plurality of edge 
modules 122 that are clustered to form distributed regional 
sWitches 124, also called regions for brevity. The distributed 
regional sWitches 124 are interconnected by global core 
centers 126, Which are preferably adaptive optical sWitches, 
as Will be explained beloW in more detail. The edge modules 
of a distributed regional sWitch 124 are interconnected by a 
regional core center 128. Each regional core center 128 
comprises a plurality of regional core modules 140 as 
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illustrated in FIG. 1-B and each regional core module 140 is 
associated With a regional module master controller 142. 
Each edge module 122 preferably has a large number of dual 
ports (a dual port comprises an input port and an output 
port). The edge modules 122 are preferably universal data 
packet sWitches. A universal data packet sWitch is an elec 
tronic sWitch that sWitches variable-siZe data packets under 
rate control. The universal sWitch handles rate regulated 
traf?c streams as Well as “best effort” unregulated traf?c 
streams. For the latter, a universal sWitch allocates service 
rates internally based on the occupancy of packet queues. 
The universal data packet sWitch is described in Applicant’s 
co-pending United States Patent application entitled RATE 
CONTROLLED MULTI-CLASS HIGH-CAPACITY 
PACKET SWITCH Which Was ?led on Feb. 4, 1999 and 
assigned Ser. No. 09/244,824, the speci?cation of Which is 
incorporated herein by reference. 

FIG. 1-B shoWs the connectivity of edge modules 122 to 
regional core modules 140 in a regional core center 128. 
Each regional core module 140 has a controller 142. As Will 
be explained beloW, controller 142 is preferably accessed 
through a collocated edge module 122 that is installed in the 
vicinity of a regional core module 140. 

FIG. 1-C shoWs the connectivity of edge modules 122 to 
global core modules 180 Within a single global core center 
126. Each global core module 180 has a controller 182 
Which is preferably accessed through an edge module 122 
that is collocated With said each global core module 180. 
Edge module 122 connects to a plurality of global core 
centers 126; 
Distributed Regional SWitch 
As mentioned earlier, the global distributed switch 100, 

200, or 300, is preferably constructed by interconnecting a 
number of regional distributed sWitches 124. This is dis 
cussed in further detail beloW. The distributed regional 
sWitch (region) 124 includes N>1 edge modules 122 and a 
number, C1, of regional core modules 140 constituting a 
regional core center 128. Each regional core module 140 
comprises a number of space sWitches operating in parallel 
(not shoWn). A regional core center 128 having J parallel 
space sWitches may be divided into a number of regional 
core modules 140 that may be geographically distributed 
over an area bounded by a propagation-delay upper-bound, 
for eXample ?ve milliseconds. The rate of recon?guration of 
a regional core module 140 is bounded by the highest 
round-trip propagation delay from an edge module 122 to 
the regional core module 140 Within the coverage area. For 
eXample, if the round-trip propagation delay from an edge 
module 122 to a regional core module 140 is 4 milliseconds, 
then said regional core module can only recon?gure at 
intervals exceeding 4 milliseconds. Thus, among the edge 
modules 122 connected to a regional core module 140, the 
edge module of highest round-trip propagation delay, to and 
from said regional core module 140, dictates the upper 
bound of the rate at Which said regional core module can be 
recon?gured. 
A channel-sWitching core center having a number of 

channel-sWitching core modules is described in Applicant’s 
co-pending US. patent application Ser. No. 09/475,139, 
?led on Dec. 30, 1999 and entitled AGILE OPTICAL 
CORE DISTRIBUTED PACKET SWITCH, according to 
Which a core module is constructed as a set of parallel space 
sWitches. The core center described in application Ser. No. 
09/475,139 can serve either as a regional core center 140 or 
a global core center 180. 

Each space sWitch in a regional core module 140 in a 
regional core center 128 having N edge modules 122, has N 
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6 
input ports and N output ports. The total number of space 
sWitches in a regional core center 128 equals the number of 
inner channels, J, carried on links 130 connected to each 
edge module 122. The sum of said different numbers of 
parallel space sWitches is limited to be less than or equal to 
J. 

The regional core modules 140 Within a regional core 
center 128 may have unequal siZes, having different num 
bers of parallel space sWitches. The space sWitches in each 
regional core center 128 are, hoWever, identical and each 
regional core module 140 includes at least tWo space 
sWitches. The siZes (number of space sWitches) of the 
regional core modules are preferably adapted to match the 
spatial traffic distribution so that a high proportion of traf?c 
can use paths of least propagation delay. 
A regional core module 140 may include photonic 

sWitches or electronic sWitches. If an electronic sWitch is 
used in a regional core module 140, optical-electrical con 
version Will be needed at the input interface and electrical 
optical conversion Will be needed at the output interface of 
the regional core module 140. 

Regardless of the core type, optical or electronic, each 
regional core center 128 is preferably partitioned into core 
modules 140 for tWo reasons: economics and security. 
Similarly, each global core center 126 is preferably parti 
tioned into global core modules 180. 
Time Coordination 

In the high capacity global netWork according to the 
present invention, each region 124 Would include a number 
of distributed regional core modules 140 (FIG. 1-B), and 
each global core center 126 Would include a number of 
distributed global core modules 180 (FIG. 1-C). Each core 
module, Whether regional or global, must have an associated 
and collocated edge module 122 for control purposes. A 
controller is connected to a port, or a number of ports, of 
collocated edge module 122. Aregional core module 140 or 
a global core module 180 is not directly connected to a 
controller. Instead, an edge module 122 that is collocated 
With a regional core module 140 receives a channel, or a 
number of time-slots of a time-slotted channel, from each 
other edge module 122 connected to the regional core 
module. The data sent from each edge module 122 to an 
edge module 122 collocated With a speci?c core module 
include payload data as Well as recon?guration control data. 
In turn, each edge module 122 must have a number of timing 
circuits equal to the number of regional core modules 140 in 
the speci?c region to Which said edge module belongs. Each 
edge module 122 must also have a number of additional 
timing circuits, said number being equal to the number of 
global core modules 180 to Which said edge module con 
nects. 
An edge module 122 collocated With a regional core 

module 140 hosts a regional core module controller 142 
Which functions as a master controller of the regional core 
module. An edge module 122 collocated With a global core 
module 180 hosts a global core module controller 182 Which 
functions as a master controller of the global core module. 

In the netWorks (distributed global sWitches) of FIGS. 
1-A, 2-A, 3-A, the regions 124 need not have identical 
structures. HoWever, they are shoWn as such for clarity of 
illustration. There are N edge modules 122 connecting to 
each regional core module 140-A. Master controller 142-A 
of regional core module 140-A must receive data from N 
edge modules. Each of the N edge modules sends recon 
?guration requests to controller 142-A. An edge module 
122-Y may request an increase in capacity to edge module 
122-W, for eXample an increase from one channel to tWo 
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channels, or from 12 time slots in a slotted channel to 16 
time slots in a slotted channel. 

The collocation of an edge module 122 With a core 
module 140 or 180 is necessary if the core module 140 or 
180 is an optical sWitch. If, instead of connecting a controller 
to a collocated edge module 122, controller 142-A is con 
nected directly to an optical core module 140-A, each edge 
module 122 connected to optical core module 140-A must 
dedicate an entire channel (Wavelength) to core module 
140-A and the entire channel is then sWitched to the con 
troller 142-A of the optical core module 140-A. Controller 
142-A must then have N high-speed ports to receive requests 
from each edge module and N high-speed ports to send 
instructions back to the edge modules. Thus, With N=128 for 
example, the interface capacity of the controller 142-A 
Would have to accommodate 128 channels, even though the 
control information exchange With the edge modules may 
require a very small fraction of such capacity. 

The preferred solution is to require that a selected edge 
module 122-B host master controller 142-A at one of the 
ports of said selected edge module 122-B. Since the core 
module 140-A must change connectivity frequently, either 
through channel sWitching, or through time-slot pattern 
change, then edge module 122-B and core module 140-A 
must be collocated (Within a 100 meters for example) so that 
the propagation delay betWeen them is negligible and the 
propagation delay from a distant edge module 122 to core 
module 140-A is substantially the same as the propagation 
delay from said distant edge module to collocated edge 
module 122-B. 

Each edge module 122 that communicates With core 
module 140-A must be time locked to core-Node 140-A by 
being time locked to controller 142-A Which is supported by 
collocated edge module 122-B. Edge module 122-B contin 
ues to serve its traf?c sources and sinks like any other edge 
module 122. Only one dual port (input port/output port) 
Would normally be needed to support controller 142-A and 
the remaining ports support traf?c sources and traf?c sinks. 
Details of time locking, also called time coordination, are 
described in United States Patent Application titled SELF 
CONFIGURING DISTRIBUTED SWITCH Which Was 
?led on Apr. 6, 1999 and assigned Ser. No. 09/286,431, the 
contents of Which are incorporated herein by reference. 

Similarly, a selected edge module 122 is collocated With 
a global core module 180 for control and time-coordination 
purposes. It is possible to collocate a speci?c edge module 
122 With both a regional core module 140 and a global core 
module 180 to provide the control and time-coordination 
functions for each of the core modules 140 and 180. The 
collocated edge module 122 Would then provide a control 
data path to a regional core module controller 142 (FIG. 
l-B) and also provide another control data path to a global 
core module controller 182 (FIG. l-C), through one or more 
of the ports of said collocated edge module. Preferably, a 
regional core module controller 142 and a global core 
module controller 182 that are supported by the same edge 
module 122 should be connected to different ports of said 
edge module. 

In overvieW, the edge modules and core modules are 
typically distributed over a Wide area and the number of 
edge modules is much larger than the number of core 
modules. Each core module is associated With a selected 
edge module as described earlier. The selected edge module 
is collocated With the associated core module and hosts the 
core module’s controller. The association of a selected edge 
module With the channel-sWitching core is explained in 
Applicant’s co-pending US. patent application Ser. No. 
09/286,431. 
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8 
In a regional core center 128 having N edge modules 122, 

each space sWitch in a regional core module 140 in said 
regional core center 128 has N input ports and N output ports 
so that each one of said edge modules can be connected to 
each space sWitch in said regional core center. The total 
number of space sWitches in a regional core center 128 
cannot exceed the number of inner channels J carried on 
links 130. The sum of the number of space sWitches in the 
core modules 140 of said regional core center 128 is less 
than or equal to J. 
The regional core modules 140 Within a regional core 

center 128 may have unequal siZes, i.e., different numbers of 
parallel space sWitches. Each regional core module 140 
includes at least tWo space sWitches. The space sWitches in 
each regional core center 128 must have the same number of 
input ports and the same number of output ports. 
Distributed Regional SWitch With an Optical Core 

Each edge module 122 has a ?xed number Wé] of 
one-Way channels to the core, and it receives a ?xed number, 
preferably equal to Wé], of one-Way channels from the 
core. The former are hereafter called A-channels, and the 
latter are called B-channels. A path from an edge module 
122-X to an edge module 122-Y is formed by joining an 
A-channel that emanates from edge module 122-X to a 
B-channel that terminates on edge module 122-Y. Connect 
ing the A-channel to the B-channel takes place at a space 
sWitch in a regional core module 140. The number of paths 
from any edge module 122 to any other edge module 122 
can vary from Zero to W. The process of changing the 
number of paths betWeen tWo modules is a recon?guration 
process that changes the connection pattern of edge module 
pairs. A route from an edge module 122-X to another edge 
module 122-Y may have one path or tWo concatenated paths 
joined at an edge module 122-U other than edge modules 
122-X or 122-Y. This path is referenced as a loop path and 
it includes tWo hops. A larger number of concatenated paths, 
having several hops, may be used to form a route. HoWever, 
this leads to undesirable control complexity. 

If the core is not recon?gured to folloW the spatial and 
temporal traf?c variations, a high traf?c load from an edge 
module 122-X to an edge module 122-Y may have to use 
one or more loop-path routes, as described above. A loop 
path route is a route from an edge module 122-X to and edge 
module 122-Y that sWitches data at an intermediate edge 
module 122-U. A loop-path route may not be economical 
since it uses more transmission facilities and an extra step of 
data sWitching at an intermediate edge module. In addition, 
tandem packet sWitching in the loop path adds to delay jitter. 

It is emphasiZed that the objective of recon?guration is to 
maximiZe the proportion of the inter-edge-module traf?c 
that can be routed directly Without recourse to tandem 
sWitching in a loop path. HoWever, connections from an 
edge module 122-X to an edge module 122-Y, Which col 
lectively require a capacity that is much smaller than a 
channel capacity, preferably use loop-path routes. Establish 
ing a direct path in this case is Wasteful unless the path can 
be quickly established and released, Which may not be 
feasible. For example, a set of connections from an edge 
module 122-X to an edge module 122-Y collectively requir 
ing a 100 Mb/s capacity in a sWitch core, With a channel 
capacity of 10 Gb/s uses only 1% of a channel capacity. If 
a core recon?guration is performed every millisecond, the 
connection from edge module 122-X to edge module 122-Y 
could be re-established every 100 milliseconds to yield a 
100 Mb/s connection. This means that some traffic data 
arriving at module 122-X may have to Wait for 100 milli 
seconds before being sent to module 122-Y. A delay of that 
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magnitude is unacceptable and a better solution is to use a 
loop path Where the data traf?c for the connections ?oWs 
steadily via a tandem sWitched loop path through one of the 
edge modules 122 other than edge modules 122-X or 122-Y. 

Preferably, a regional distributed sWitch 124 is tolerant to 
core-sWitching latency as described in Applicant’s 
co-pending US. patent application Ser. No. 09/475,139, 
?led on Dec. 30, 1999 and entitled AGILE OPTICAL 
CORE DISTRIBUTED PACKET SWITCH. In order to 
mask core-sWitching latency, a core module must have at 
least tWo sWitching planes operating in parallel. Preferably, 
a regional core module 140 should have a large number of 
parallel sWitching planes, 32 for example, and one plane is 
needed to implement advance recon?guration as described 
in said patent application Ser. No. 09/475,139. 
Distributed Regional SWitch With an Electronic Core 

In principle, the control of the data-transfer among the 
edge modules can be performed by packet-sWitching core 
modules (not illustrated), Where each packet is routed inde 
pendently. HoWever, the high-rate of packet transfer may 
render a core-module controller unrealiZable, because 
packet transfer from ingress to egress must be scheduled by 
a core-module controller. For example, in a 100 Tb/s packet 
sWitch serving as a core module, and With a mean packet 
length of 2000 bits, the packet arrival rate at full occupancy 
Would be of the order of 50 Giga packets per second and it 
is dif?cult to schedule packets at such a high rate. 
An alternative to packet-sWitching in the core is to 

establish inter-edge-module paths of ?exible capacities that 
may be allocated in suf?ciently-large units to reduce the 
control burden by replacing the packet scheduler With a 
capacity scheduler. For example, if the inter-edge-module 
capacity Were de?ned in channel slots of 1/16 of the channel 
capacity, the total number of channel slots in a 100 Tb/s 
sWitch With 10 Gb/s ports Would be about 160,000. The 
packet sWitch Would recon?gure periodically, every 10 
milliseconds for example, or as the need arises in response 
to signi?cant traffic-pattern changes. The time betWeen 
successive recon?gurations is dictated by a propagation 
delay betWeen the edge modules and the core modules, as 
Will be discussed beloW. Acapacity-scheduler computational 
load Would thus be loWer than the computational load in a 
core packet-scheduler, as described above, by three orders of 
magnitude. Preferably, a direct connection is provided for 
each edge module pair. The capacity for a connection is 
provisioned as an integer multiple of a capacity unit. A 
capacity unit can be a full channel, in a channel-sWitching 
core module, or a fraction of a channel-capacity, in a 
time-slot sWitching core module. 

In order to provide direct paths for all edge-module pairs 
in a region 124, an internal capacity expansion at the edge 
modules 122 is required to offset the effect of under-utiliZed 
channels. The expansion may be determined by considering 
the case of full load under extreme traf?c imbalance. Con 
sider an extreme case Where an edge module may send most 
of its traf?c to another edge module While sending 
insigni?cant, but non-Zero, traf?c to the remaining (N—2) 
edge modules, resulting in (N—2) almost unutiliZed channel 
slots emanating from the edge module. The maximum 
relative Waste in this case is (N—2)/(S><J), Where N is the 
number of edge modules in a region 124, J is the number of 
channels connecting an edge module 122 to a regional core 
center 128, and S is the number of time slots per channel. 
With N=128, J=128, and S=16, yielding a region (regional 
distributed sWitch) capacity of 160 Terabits per second 
(Tb/s), at a 10 Gb/s channel capacity, the maximum relative 
Waste is about 0.0625. The computation of the required 
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10 
number of channels, J, betWeen an edge module 122 and a 
region 124 must take into account potential capacity Waste 
(0.0625 in the above example) if direct paths are established 
for all pairs Within a region. 
Even With the use of time-slotted channels, it may be 

desirable, hoWever, to aggregate traf?c streams of loW 
intensity in a conventional manner and perform an interme 
diate sWitching stage in order to avoid capacity Waste. A 
traffic stream With an intensity of 0.1 of a channel-slot 
capacity can be sWitched at an intermediate point to con 
serve core capacity at the expense of a smaller Waste in edge 
capacity. The threshold at Which such a trade-off becomes 
bene?cial is an engineering issue. Generally, it is desirable 
that only a very small proportion of the total traffic, prefer 
ably less than 5%, be sWitched at an intermediate point. This 
can be realiZed using a folded architecture Where an edge 
module is enabled to sWitch incoming channels from a 
regional core module 140 to outgoing channels connected to 
any core module 140 in said regional core center 128. The 
edge modules 122 in global distributed sWitch structures 
100, 200, and 300 are folded edge modules. 
Global SWitch 

In overvieW, a global multi Peta-bits-per-second netWork, 
can be con?gured as shoWn schematically in FIG. 1. It 
includes a number of distributed regional sWitches 124, each 
With a capacity of the order of 40 to 160 Tb/s. The distrib 
uted regional sWitches (regions) 124 are interconnected by 
the global core centers 126 shoWn on the right side of FIG. 
1. A global core center 126 may comprise a plurality of 
global core modules 180 as illustrated in FIG. l-C. The 
optical Wavelength shuf?ers 240 (FIG. 2-A), or cross 
connectors 340 (FIG. 3-A), connecting the edge modules to 
the global channel sWitches are optional. Deploying shuf 
?ers 240 leads to a desirable distribution of channel con 
nections as Will be explained beloW in connection With FIG. 
9. Deploying cross-connectors 340 adds a degree of freedom 
to the channel routing process resulting in increased 
ef?ciency, as Will be illustrated, also With reference to FIG. 
9. It is noted hoWever that one or more of the cross 
connectors may be virtually static, being recon?gured over 
relatively long intervals. 

Each edge module 122, Which is implemented as an 
electronic sWitching node, has three interfaces: a source/sink 
interface, a regional interface, and a global interface. A 
plurality of optical Wavelength shufflers 240 optical cross 
connectors 340 enhances netWork connectivity Where each 
edge module 122 can have at least one channel to at least one 
edge module 122 in each region 124. The multiplicity of 
alternate paths for each edge-module-pair enhances the 
netWork’s reliability. 

FIG. 2-B illustrates a modular construction of a shuf?er 
240. Preferably, the shuf?er 240 should be capable of 
directing any channel from incoming multi-channel link 132 
to any channel in outgoing multi-channel link 232. The 
connection pattern is static and is set at installation time. A 
high capacity shuf?er having a large number of ports is 
desirable. HoWever, an array of shuf?ers of loWer number of 
ports can be used to realiZe acceptable connectivity. FIG. 
2-B illustrates the use of loWer-siZe shuf?ers each connect 
ing to a subset of the edge modules 122 of a region 124. 

Similarly, FIG. 3-B illustrates the use of an array of 
loWer-siZe cross connectors 342, each supporting a subset of 
the edge modules 122 of a region 124. 
The outer-capacity of the netWork is the total capacity of 

the channels betWeen the edge modules 122 and the traf?c 
sources. The inner capacity of the netWork is the total 
capacity of the channels betWeen the edge modules 122 and 












