wo 20187022257 A1 I 0K 0000 A O

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

World Intellectual P <
O remiation = 0T 02 A O
International Bureau = (10) International Publication Number
(43) International Publication Date -—-/ WO 201 8/ 022257 Al

01 February 2018 (01.02.2018) WIPOI|PCT

(51) International Patent Classification: (71) Applicant: QUALCOMM INCORPORATED [US/US];
GO6F 21/53 (2013.01) GO6F 11/36 (2006.01) ATTN: International IP Administration, 5775 Morehouse
GO6F 21/56 (2013.01) Drive, San Diego, California 92121-1714 (US).

(21) International Application Number: (72) Inventors: DE, Subrato Kumar; 5775 Morehouse Drive,

PCT/US2017/040502 San Diego, California 92121 (US). GEORGE, Sajo Sun-

(22) International Filing Date: ?81;)5775 Morehouse Drive, San Diego, California 92121

30 June 2017 (30.06.2017) ’
.re . . (74) Agent: WIGMORE, Steven, P. ¢t al.; Smith Tempel Bla-

(25) Filing Language: English ha LLC, Two Ravinia Drive, Suite 700, Atlanta, Georgia

(26) Publication Language: English 30346 (US).

(30) Priority Data: (81) Designated States (unless otherwise indicated, for every
62/368,223 29 July 2016 (29.07.2016) Us kind of national protection available): AE, AG, AL, AM,
15/465,515 21 March 2017 (21.03.2017) Us AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,

CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
HR, HU, ID, IL, IN, IR, IS, JO, JP, KE, KG, KH, KN, KP,

(54) Title: KERNEL-BASED DETECTION OF TARGET APPLICATION FUNCTIONALITY USING OFFSET-BASED VIRTUAL
ADDRESS MAPPING

100

“

MEMORY 104
VIRTUAL APPLICATION BINARY APPLICATION SOURCE
MACHINE 118 CODE 108 CODE 110

CPU 102

HIGH-LEVEL OPERATING SYSTEM (HLOS) 106

VIRTUAL ADDRESS-
| TO-FUNCTION
MAPPING TABLE 120

REGISTERED APPLICATIONS 11

TRUSTED ZONE 114

MALICIOUS CODE DETECTION IDENTIFIER-TO- FIG 1
ALGORITHM(S) 116 VIRTUAL- ADDRESS -
MAPPING TABLE 122

(57) Abstract: Systems and methods are disclosed for detecting high-level functionality of an application executing on a computing
device. One method comprises storing, in a secure memory, an application-specific virtual address mapping table for an application.
The application-specific virtual address mapping table has several virtual address offsets in the application binary code mapped to
corresponding target application functionalities. In response to launching the application, a process-specitic virtual address mapping
table is generated for an instance of an application process to be executed. The process-specific virtual address mapping table defines
actual virtual addresses corresponding to the target application functionalities using the virtual address otfsets in the application-specific
virtual address mapping table. During execution of the application code, the method detects when one or more of the actual virtual
addresses corresponding to the target application functionalities are executed based on the process-specific virtual address mapping

[Continued on next page]



WO 2018/022257 A1 ||/ A0 N OO O

KR,KW,KZ,LA,LC,LK, LR, LS, LU, LY, MA, MD, ME,
MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:

— as to applicant’s entitlement to apply for and be granted a
patent (Rule 4.17(i1))

— as to the applicant’s entitlement to claim the priority of the
earlier application (Rule 4.17(iii))

Published:
—  with international search report (Art. 21(3))

table.



WO 2018/022257 PCT/US2017/040502

KERNEL-BASED DETECTION OF TARGET
APPLICATION FUNCTIONALITY USING
OFFSET-BASED VIRTUAL ADDRESS MAPPING

PRIORITY AND RELATED APPLICATIONS STATEMENT
[0001] This application claims priority under 35 U.S.C. 119(e) to U.S. Provisional
Patent Application Serial No. 62/368,223 filed on July 29, 2016 and entitled “Kernel-
Based Detection of Target Application Functionality Using Virtual Address Mapping”
(Qualcomm Docket No. 163161P1), which is hereby incorporated by reference in its
entirety.
[0002] This application is also related to U.S. Patent Application Serial No.
15/245,037 filed on August 23, 2016 and entitled “Kernel-Based Detection of Target
Application Functionality Using Virtual Address Mapping” (Docket No. 163161U1)
and U.S. Patent Application Serial No. 15/245,041 filed on August 23, 2016 and
entitled “Updating Virtual Memory Addresses of Target Application Functionalities for
an Updated Version of Application Binary Code” (Docket No. 163161U2).

DESCRIPTION OF THE RELATED ART

[0003] There are various high level applications running on a hardware platform that
does not show any noticeable activity at the system or platform layer and hence
provides no opportunities to detect useful functional and behavioral information of the
application execution. A common example being high level Web browser application
on being compromise

[0004] There are various high level applications running on a hardware platform that
does not show any noticeable activity at the system or platform layer and hence
provides no opportunities to detect useful functional and behavioral information of the
application execution. A common example being high level Web browser application
on being compromised with security exploits (e.g., Cross Site Scripting) during its
execution on the device that do not leave any indicative trace at the system and the
platform level. There is no way to determine that such an activity is happening on the
high level application by probing either the system libraries, the platform, the SOC
hardware, or watching the device level activities. Hence to have better platform level
control on various third party applications running on the device and to detect some of

the functional and behavioral activities of these executing high level applications, there
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is a need to develop a mechanism that enables expressing and communicating the high
level application functionalities and behavior into a form that the platform’s HLOS or
kernel can understand. This will allow the platform to have better understanding on the
executing application’s behavior and allow the platform to take decisions and actions to
handle various different situations of the executing applications. As an example a
platform level decision to prevent a Web Security exploit on a third party web browser
application can be taken using the information. Other areas of example uses are the
platform taking decisions like increasing/decreasing the frequencies of various SOC
components (DDR, Bus, CPU, Caches) or engage high or low power modes once a
specific functional or behavioral nature of the application is detected using the
mechanisms in this disclosure at the HLOS or kemel layer. In general with this
disclosure the platform gets the opportunity to do various controls on the various third
party applications executing on the device by detecting and recognizing the
functionality being executed by the application. This allows SOC and platform vendors
to provide a better solution from the platform level for various third party applications

on which the platform otherwise have no control over.

SUMMARY OF THE DISCLOSURE
[0005] Systems, methods, and computer programs are disclosed for detecting high-level
functionality of an application executing on a computing device. One embodiment of a
method comprises storing, in a secure memory on a computing device, an application-
specific virtual address mapping table for an application. The application-specific
virtual address mapping table comprises a plurality of virtual address offsets in the
application binary code mapped to corresponding target application functionalities. In
response to launching the application, the method generates a process-specific virtual
address mapping table for an instance of an application process to be executed. The
process-specific virtual address mapping table defines actual virtual addresses
corresponding to the target application functionalities using the virtual address offsets in
the application-specific virtual address mapping table. During execution of the
application binary code for the instance of the application process, the method detects
when one or more of the actual virtual addresses corresponding to the target application
functionalities are executed based on the process-specific virtual address mapping table.
[0006] Another embodiment is a system comprising a processing device configured to

execute application binary code and a high-level operating system (HLOS). The HLOS
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comprises an application-specific virtual address mapping table comprising a plurality
of virtual address offsets in the application binary code mapped to corresponding target
application functionalities. The HLOS further comprises a kernel module configured to
generate, in response to launching the application, a process-specific virtual address
mapping table for an instance of an application process to be executed. The process-
specific virtual address mapping table defines actual virtual addresses corresponding to
the target application functionalities using the virtual address offsets in the application-
specific virtual address mapping table. The HLOS is configured to detect, during
execution of the application binary code for the instance of the application process,
when one or more of the actual virtual addresses corresponding to the target application

functionalities are executed based on the process-specific virtual address mapping table.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] In the Figures, like reference numerals refer to like parts throughout the
various views unless otherwise indicated. For reference numerals with letter character
designations such as “102A” or “102B”, the letter character designations may
differentiate two like parts or elements present in the same Figure. Letter character
designations for reference numerals may be omitted when it is intended that a reference
numeral to encompass all parts having the same reference numeral in all Figures.
[0008]  FIG. 1 is a block diagram of an embodiment of a system for detecting target
application functionality using virtual address mapping in a secure memory.
[0009] FIG. 2 illustrates an exemplary mapping of target application functionality to
the corresponding application binary code.
[0010] FIG. 3 illustrates an exemplary embodiment of a virtual address-to-function
mapping table (VAFMT).
[0011] FIG. 4 is a flowchart illustrating an embodiment of a method for detecting
malicious code activity in the system of FIG. 1.
[0012]  FIG. 5 illustrates another embodiment of a VAFMT used for dynamically
identifying boundaries of a virtual machine code space.
[0013] FIG. 6 illustrates an embodiment of an identifier-to-virtual mapping table
(IVAMT) used in combination with a VAFMT.
[0014] FIG. 7 shows a portion of a VM code space used in connection with a garbage

collection process.
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[0015] FIG. 8 shows exemplary points of interest for a garbage collection function in
the virtual machine of FIG. 1 and the virtual addresses for the functional points of
interest in the VAFMT that are used to detect the execution of the garbage collection
activity during the execution of the application binary containing the virtual machine.
FIG. 9 illustrates an exemplary mapping of virtual addresses for external/internal
boundaries for a virtual machine heap.

[0016] FIG. 10 is a flowchart illustrating an embodiment of a method for detecting
malicious code activity in the system of FIG. 1 in a virtual machine embodiment.

[0017]  FIG. 11 illustrates an embodiment of a VAFMT comprising virtual addresses
for specific buffer allocator functions that are used to determine the virtual addresses of
dynamically allocated buffers containing objects of specific data structure types and
values of members/fields of the objects allocated in the buffer.

[0018] FIG. 12 is a combined block/flow diagram illustrating an embodiment of
system for automatically updating the VAFMT in response to receiving an updated
version of the application binary code.

[0019] FIG. 13 illustrates the VAFMT of FIG. 12 with updated virtual addresses and
metadata.

[0020]  FIG. 14 illustrates an exemplary matching of functional points of interest in
the VAFMT of FIG. 12 to a pseudo binary code template.

[0021]  FIG. 15 illustrates an exemplary matching of the pseudo binary code template
of FIG. 14 to a matched region in the updated version of the application binary code.
[0022] FIG. 16 is a flowchart illustrating an embodiment of a method for updating the
VAFMT in response to receiving an updated version of the application binary code.
[0023] FIG. 17 is a block/flow diagram of an embodiment of a system for detecting
target application functionality using offset-based virtual address mapping.

[0024] FIG. 18 illustrates an exemplary embodiment of the application-specific
VAFMT in FIG. 17.

[0025]  FIG. 19 illustrates an exemplary embodiment of one of the process-specific
VAFMTs in FIG. 17.

[0026] FIG. 20 illustrates another embodiment of an application-specific URL buffer
VAFMT.

[0027] FIG. 21 illustrates an embodiment of a process-specific VAFMT for a first
application identified in the application-specific URL bufter VAFMT of FIG. 20.
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[0028]  FIG. 22 illustrates an embodiment of a process-specific VAFMT for a second
application identified in the application-specific URL buffer VAFMT of FIG. 20.
[0029] FIG. 23 is a flowchart illustrating an embodiment of a method for detecting

target application functionality using offset-based virtual address mapping.

DETAILED DESCRIPTION
[0030] The word “exemplary” is used herein to mean “serving as an example, instance,
or illustration.” Any aspect described herein as “exemplary” is not necessarily to be
construed as preferred or advantageous over other aspects.
[0031] In this description, the term “application” may also include files having
executable content, such as: object code, scripts, byte code, markup language files, and
patches. In addition, an “application” referred to herein, may also include files that are
not executable in nature, such as documents that may need to be opened or other data
files that need to be accessed.
[0032] The term “content” may also include files having executable content, such as:
object code, scripts, byte code, markup language files, and patches. In addition,
"content" referred to herein, may also include files that are not executable in nature,
such as documents that may need to be opened or other data files that need to be

accessed.

I3 27 e

[0033] As used in this description, the terms “component,” “database,” “module,”
“system,” and the like are intended to refer to a computer-related entity, either
hardware, firmware, a combination of hardware and software, software, or software in
execution. For example, a component may be, but is not limited to being, a process
running on a processor, a processor, an object, an executable, a thread of execution, a
program, and/or a computer. By way of illustration, both an application running on a
computing device and the computing device may be a component. One or more
components may reside within a process and/or thread of execution, and a component
may be localized on one computer and/or distributed between two or more computers.
In addition, these components may execute from various computer readable media
having various data structures stored thereon. The components may communicate by
way of local and/or remote processes such as in accordance with a signal having one or
more data packets (e.g., data from one component interacting with another component
in a local system, distributed system, and/or across a network such as the Internet with

other systems by way of the signal).
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[0034]  FIG. 1 illustrates an embodiment of a system 100 for detecting desired or
target high-level functionalities of an application binary from a kernel or operating
system (O/S) layer. As illustrated in the embodiment of FIG. 1, the system 100
comprises a processing device (e.g., a central processing unit (CPU) 102), a memory
104, and a high-level operating system (HLOS) 106. The memory 104 stores one or
more applications that may be executed by the CPU 102. The memory 104 may store
the application binary code 108 corresponding to reference application source code 110
associated with the application(s) installed on a computing device. In this regard, the
system 100 may be implemented in any desirable computing device or system,
including, for example, a personal computer, a laptop computer, a workstation, a server,
or a portable computing device (PCD), such as a cellular telephone, a smart phone, a
portable digital assistant (PDA), a portable game console, a navigation device, a tablet
computer, a wearable device (e.g., smart watch), or other battery-powered portable
device.

[0035] In an embodiment, the kernel or O/S layer comprises a high-level operating
system (HLOS) 106. As illustrated in FIG. 1, the HLOS 106 comprises a list of
registered applications 112, a secure memory (e.g., a trusted zone 114), and specially
configured virtual address mapping table(s) for the application binary code 108 of each
registered application. The list of registered applications 112 identifies applications
installed on the system 100 that have been registered with the HLOS 106 for secure
control and/or support. For example, the application binary code 108 of an application
(e.g., a web application, a browser application, efc.) may be registered with the HLOS
106 and identified in the list 112. As known in the art, the trusted zone 114 comprises a
secure memory or area configured to guarantee that code and/or data loaded into
memory and/or executed is protected with respect to security, confidentiality, integrity,
efc. The application binary code 108 for the registered application(s) may have one or
more virtual address mapping table(s), which are used by the HLOS 106 and/or the
algorithms in the trusted zone 114 to identify desired or target high-level application
functionalities by tracking the execution of predetermined virtual address points.

[0036] It should be appreciated that the system 100 may be applied to various
application domains in which tracking and detecting high-level application
functionalities at the kernel layer is advantageous. For example, in one exemplary
embodiment, the kernel may control decisions, such as, increasing and/or decreasing the

frequency of various system on chip (SoC) components (e.g., a central processing unit
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(CPU), cache(s), double data rate (DDR) memory, one or more buses, ezc.) or set high
and/or low power modes and enable/disable specific hardware features in response to
the detection of specific functional or behavioral nature of executing applications. In
this manner, the HLOS 106 and the kernel has the opportunity to implement various
controls on the various third party applications executing on the device by detecting and
recognizing the functionality being executed by the application. It should be
appreciated that this may allow the SoC and platform vendors to provide improved
solutions from the platform/HLOS/kernel level for various third party applications on
which the platform otherwise may have no control.

[0037] In an exemplary application domain, the system 100 may provide real-time
security protection against malicious attacks or other exploits of web applications, web
browsers, JavaScript code, efc. As known in the art, JavaScript is the programming
language used in many websites and web applications, JavaScript-based attacks are one
of the top threats for cyber security. As more and more web activity shifts from desktop
computers to mobile, JavaScript attacks are becoming a major threat on portable
computing devices.

[0038] Most malicious JavaScript attacks utilize the characteristics of the JavaScript
language and the constraints of web standards and specifications for the exploits.
Common examples of web-based exploits through malicious JavaScript include the
following: cross-site scripting (i.e., XSS/CSS), cross-site request forgery (i.e.,
CSRFE/XSRF), drive-by downloads, user intent hijacking, clickjacking, distributed
Denial of Service (DDoS), JavaScript steganography, and various forms of obfuscated
JavaScript. Because high-level web behavior and functionality knowledge is needed in
the attempt to detect malicious behaviors, current web and JavaScript security solutions
are typically built within the browser software architecture.

[0039] In-built web security mechanisms within the HLOS, kernel and the device
platform, however, are limited because web/JavaScript-based exploits may have no
visible indication on the platform activity (e.g., system calls, device usage, efc.). Many
web/JavaScript-based attacks are outward-facing and only compromise the user’s online
assets, activity, identity, erc. In other words, the visible activity patterns may only be
detected within the web browser/application software and hence most security
mechanisms against web exploits are almost always built within the web browser

application.
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[0040]  In this regard, exemplary embodiments of the application binary code 108 in
system 100 may comprise web applications, browser applications, or other applications
in which the HLOS 106 detects high-level application functionalities by tracking
predetermined virtual address points. As further illustrated in FIG. 1, the system 100
may further comprise one or more malicious code detection algorithms 116 residing in
the trusted zone 114. The malicious code detection algorithms 116 may receive data
related to execution of the virtual address points and their associated functional
meanings as identified in the virtual address mapping tables. Based on this data, the
algorithm(s) 116 may detect, for example, malicious code and behavior, malicious
JavaScript code and execution, efc. and initiate appropriate methods for resolving the
security threat or otherwise thwarting the malicious attack. In an embodiment, when a
security threat is detected, the system 100 may automatically resolve the threat or
prompt a user for appropriate action(s).

[0041] As illustrated in the embodiment of FIG. 1, the virtual address mapping tables
used by the HLOS 106 may comprise a virtual address-to-function mapping table 120
and an identifier-to-virtual address mapping table 122. It should be appreciated that the
HLOS 106 and the mapping tables 120 and 122 comprise an integrated platform
mechanism by which the system 100 may determine desired or target high-level
functional information from the executing application binary code 108. The high-level
functional information may be used by algorithm(s) and/or model(s) (e.g., malicious
code detection algorithm(s) 116) implemented in the trusted zone 114 to detect
malicious behavior.

[0042] As described below in more detail, the system 100 may support two different
execution models for executing the application binary code 108. A first execution
model involves native binary execution (e.g., from C/C++ code). A second execution
model involves managed runtime execution (e.g., execution by a virtual machine 118).
In an embodiment, the virtual machine 118 may execute dynamic just-in-time (JIT) or
interpreted code from JavaScript sources. In managed runtime execution embodiment,
the virtual machine 118 may comprise part of the binary code 108 in which the virtual
machine 118 runs within the binary code 108. It should be appreciated, however, that in
other embodiments there may be separate VM and binary workloads.

[0043] An exemplary embodiment of the native binary execution model is illustrated
in FIGS. 2 — 4. For native binary execution, cach application in the list of registered

applications 112 has a corresponding VAFMT 120, which is maintained by the HLOS
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106. The VAFMT 120 may reside in the trusted zone 114. The VAFMT 120 comprises
different virtual addresses of interest mapped with their associated high-level
functionality. In an embodiment, each associated high-level functionality may be
denoted as a macro name that the algorithm(s) 116 understand. It should be
appreciated, however, that other mechanisms for representing the associated high-level
functionality may be implemented, including, for example, pointers to functions or
function names in the algorithms 116 such that the activity detected at a particular
virtual address directly corresponds to a functionality that needs to be triggered in the
algorithm(s) 116. The virtual addresses of the specific application functions (and
specific points within functions) in a binary image may be referred to as “points of
interest”. In an embodiment, virtual address points of interest may comprise points
within, at the start, or at the end of, or multiple specific points in between, for example,
sensitive sources/sinks routines, dangerous web application program interfaces (APIs),
specific web functionality, start/end of buffers, or any other objects that an attacker may
exploit or other suitable information for the analysis and detection of known
web/JavaScript attacks. In other embodiments, the virtual address points of interest
may comprise points in the implementation of a JavaScript interpreter, just-in-time (JIT)
compiler, or a runtime environment (e.g., allocation/deallocation functions for a virtual
machine heap that stores JavaScript source code, bytecode/JITcode, efc.

[0044]  FIGS. 2 and 3 illustrate an exemplary embodiment of a VAFMT 120. FIG. 2
illustrates a logical mapping 200 of certain desired or target functionality points within
the application source code 110 to the corresponding virtual address points within the
application binary code 108. In FIGS. 2 & 3, the virtual addresses are shown but the
binary object code is not shown. In this embodiment, the application source code 110
comprises C++ code for a “documentWrite” function. The point 201 in the source code
is mapped to a virtual address 202 in the binary code. The point 203 in the source code
is mapped to the virtual address 204 in the binary code. The point 205 of the source
code is mapped to the virtual address 206 in the binary code. FIG. 3 illustrates a logical
mapping 300 of the virtual addresses in the binary code 202, 204, and 206 that are under
the column 302 in the VAFMT 120 to the respective functional meanings that the code
at those virtual addresses represent. As illustrated in FIG. 3, the VAFMT 120 may
comprise a plurality of virtual addresses (column 302) with a corresponding description
of the functional point of interest (column 304). The virtual address (0x3273fa94)

represented by 202 for the binary code point is mapped to a functional point
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corresponding to the EVAL FUNCTION. The wvirtual address (0x3473fac8)
represented by 204 for the binary code point corresponding to the functional point of
interest that denotes DOCUMENT WRITE FUNCTION START. The virtual address
(0x3473fad4) represented by 206 in the binary code is mapped to the functional point
that has a macro meaning DOCUMENT_ WRITE 1.

[0045] FIG. 11 illustrates an embodiment of a VAFMT 120 comprising a custom
virtual address table that has virtual addresses for specific buffer allocator functions that
may be used to determine virtual addresses of the start and the end of the dynamically
allocated buffers comprising objects of specific data structure types (e.g., class,
structure, union). The values of the members/fields of the objects allocated in the buffer
may be determined using the offset and the length fields, which may also be maintained
in the table for a particular field /member that is a point of interest. The wvirtual
addresses of the buffer allocation functions may be used to detect the size and the
addresses of the allocated buffer by, for example, tracking the execution of the system
memory allocator functions from the region covered by the virtual addresses of the
allocator functions. Once the buffer start and end virtual addresses are known, the
offset and the length fields may be used to determine the value of a particular
member/field of the objects for the particular data structure type.

[0046] As illustrated by the dashed lines in FIG. 1, the application source code 110
need not be stored in the system 100. Rather, it may be located off-line or off-device
and available as reference or open source code. The reference source code for a
particular version can be used as reference and guidance to determine the virtual
addresses of interest in the actual commercial binary of the browser or the web
applications. An equivalent binary may be compiled from the open source project’s
matching code revision/version. The compiled binary may be used as a reference to
detect the desired or target virtual addresses and functions/points of the application
binary that is based on that version/revision. Similar compiler and linker options may
be used. Furthermore, breakpoints at various points in the application code can be used
for the determination of the virtual addresses and their functional mapping points.
Binary code recognition and similarity extraction methods may be utilized to identify
the functionalities in the given application binary by using the reference binary from the
known compiled functions for the open source project. For binaries with slightly
modified versions (or binaries originating from a source base with some source code

differences from the known reference open source projects), test codes may be written

10
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that invoke the important web functions and APIs. The virtual address access
sequences from various test cases may be used to converge to a set of target virtual
address points. It should be appreciated that other mechanisms may be used to extract
functionality from the application binary code.

[0047] FIG. 4 is a flowchart illustrating an embodiment of a method 400 for detecting
malicious code activity in a native binary execution model. At block 402, a VAFMT
120 1s generated for an application. As described above, the VAFMT 120 comprises a
plurality of virtual addresses of interest mapped to corresponding high-level application
functionality. At block 404, the application may be installed on a computing device,
such as, for example, a portable computing device. At block 406, the application may
be registered for security support provided by the HLOS 106 (e.g., registered
applications 112). At block 408, the application may be launched and, in response, the
CPU 102 may execute the application binary code 108. When a registered application
112 runs, the HLOS 106 may intercept the application’s running processes (block 410).
At block 412, the HLOS 106 may use the corresponding VAFMT 120 to detect and
record the functional points of interest as they are executed. At block 414, the recorded
points may be provided to the malicious code detection algorithm(s) 116 to detect and
resolve malicious attacks. The malicious code detection algorithm(s) 116 may comprise
signature-based algorithm(s), pattern matching algorithms, or employ machine learning,
or other techniques. In this manner, the malicious code detection algorithm(s) 116 may
use the VAFMT 120 to provide the meaning of the virtual addresses it receives as input.
[0048] Because the VAFMT 120 is under the control of the HLOS 106, any
transformation/randomization of the virtual addresses of the application binary code 108
performed by the HLOS 106 (e.g., address space layout randomization (ASLR)) may be
applied to the virtual addresses in VAFMT 120 to keep them in synchronization with
the effective virtual address of the executing application. In an embodiment, the
information gathered from the JavaScript code and the application execution with the
VAFMT 120 may provide the high-level web/JavaScript functionality information,
which can be fed to the malicious code detection algorithms 116. Upon detecting any
malicious  behavior (block 416), the HLOS 106 may pause the
application/renderer/JavaScript process and open a dialog box for the user, warning
about the potential danger, and asking the user for instructions for proceeding. If the
user still wants to proceed, the browser process may be resumed by the HLOS 106. If

the user does not want to proceed, the HLOS 106 may ask the user to close the tab or

11
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navigate to some other website, or the HLOS 106 may end the process for that
execution instance (browser tab).

[0049] The VAFMT 120 may be updated via, for example, over-the-air (OTA)
updates when the application binary code 110 version changes. These updates ensure
the HLOS 106 is ready with updated binaries for any registered applications 112. The
updated binaries may yield new virtual addresses for the same points of interest.

[0050] It should be appreciated that the HLOS 106 and the mapping tables 120 and
122 may also be configured to support a managed runtime execution model involving,
for example, a virtual machine 118 (FIG. 1). In this regard, the integrated platform
mechanism(s) described above enable the system 100 to determine desired or target
high-level functional information from the executing application binary code 108. An
exemplary embodiment of the managed runtime execution model is illustrated in FIGS.
5-10.

[0051] In embodiments involving managed runtime or virtual machine execution,
JavaScript sources and/or bytecode/just-in-time (JIT) binary for the JavaScript sources
may be read from different parts of a virtual machine (VM) heap with the aid of another
table (e.g., the identifier-to-address mapping table (IVAMT) 122). The IVAMT 122
comprises virtual memory addresses for important boundaries of the VM heap. It may
further comprise other types of entries where virtual addresses for various functional
points of the virtual machine 118 or the application binary 108 could be maintained. It
should be appreciated that the IVAMT 122 may be generally used for virtual addresses
for specific functional points that may be updated and/or determined dynamically
during application execution. In this regard, the IVAMT 122 may map a functional
point to the virtual address. The VAFMT 120, on the other hand, may map a statically
defined virtual address to a functional meaning. Therefore, the VAFMT 120 may not
change during application execution but may be updated by, for example, other-the-air
(OTA) updates to a computing device. It should be further appreciated that other
miscellaneous tables may be associated with the VAFMT 120 and the IVAMT 122.
The miscellaneous tables may comprise various macro or parameter names mapped to
their parameter values or settings that are not virtual addresses.

[0052] In the embodiment of FIG. 9, virtual memory addresses 901 are identified for
various external and/or internal boundaries of an exemplary VM heap structure 900. As
illustrated in FIG. 9, the VM heap structure 900 may comprise a plurality of data fields

identifying various internal and/or external boundaries, including, for example, a from
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field 912, a to field 914, a code field 902, a map field 904, a large object field 906, an
old data field 908, and old pointer fields 910. The VM heap is a VM managed memory
region that is allocated in the native system heap. As known in the art, in the VM Heap,
the VM performs abstraction of, for example, memory management, allocating and
deallocating the code (e.g., JavaScript source), the bytecode, intermediate code, JITed
binary, the objects created during execution, and all other associated housekeeping
information and internal data structures used for the execution of the program (e.g.,
JavaScript program). As further illustrated in FIG. 9, the VM heap region may
comprise various sub-regions (e.g., 910, 908, 906, 904, 902, 912, and 914) depending
on the type of things the VM stores. Sub-regions 912 and 914 may be used to contain
the objects created for the first time and any garbage collection activity swaps the live
objects from sub-regions 912 to 914 and vice versa. In an embodiment, sub-region 902
may be used to save JavaScript source, bytecodes, intermediate codes, and JITed
binary/assembly codes. Sub-region 904 may be used to keep certain internal data
structures associated with the objects created by the VM during execution of a program
(e.g., JavaScript program). Sub-region 906 may be used to keep any kind of item (code,
object) that is bigger than a predetermined size (e.g., 1| MB). Sub-regions 908 and 910
may keep objects and data that have survived multiple cycles of garbage collection with
sub-region 908 focusing objects with constant values and sub-region 910 focusing on
objects that point to other objects.

[0053] In operation, the HLOS 106 may identify and dynamically update the virtual
memory addresses 901 in the IVAMT 122 as memory allocations change for the VM
heap. It should be appreciated that a JavaScript virtual machine 118 keeps the sources
in the heap until the function is active. The managed runtime or virtual machine
execution model may involve identifying JavaScript sources and/or bytecode/JIT code
from the VM heap. The VM heap objects holding JavaScript sources may be tracked
for any new writes, and new JavaScript sources received by the virtual machine 118
may be identified. The identified JavaScript sources may be provided to the
algorithm(s) 116 in the trusted zone 114, which extracts various features from the
JavaScript code and uses them for detecting any malicious behavior. Examples of
features extracted from the JavaScript code include the following or other features:
document object model (DOM) modification and sensitive functions; a number of

evaluations; a number of strings; a script length; string modification function(s); “built-
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ins” for de-obfuscation, ezc.). The trusted zone 115 may feed the extracted features to
the malicious code detection algorithms 116 to determine any malicious activity.

[0054] In certain embodiments, when only JIT binary/bytecodes are available, the
features may be extracted from them and then sent to the malicious code detection
algorithms 116. For example, the HLOS 106 may maintain a library of bytecode/JIT
code sequences representing high-level JavaScript artifacts. Any matches of the
bytecode/JIT code stream from the JavaScript functions in the VM code space with
these artifacts may be recorded and passed to the malicious code detection algorithms
116 for the determination of malicious characteristics.

[0055] FIGS. 5 & © illustrate an exemplary embodiment of the IVAMT 122 and the
VAFMT 120 used during managed runtime or virtual machine execution. FIG. 5
illustrates a logical mapping 500 of target functionality related to allocation of a VM
code space to corresponding application binary code 108. In this embodiment, the
application source code 110 comprises code for an “AllocateVMCodeSpace” function.
As illustrated in FIG. 5, a first point in the source code 110 may be mapped to a virtual
addresses 502 in the binary code 108. A second point in the source code 110 may be
mapped to a virtual address 504 in the binary code 108. In an example implementation,
the function AllocateVMCodeSpace may be called when the VM during execution gets
a new JavaScript source code that it needs to execute and it is determined that there is
not much space in the current VM heap code space (902). This function may take the
size of the new JavaScript code and determine the amount by which the VM heap code
space needs to be increased in size so that the VM can save the JavaScript source, the
associated bytecode or intermediate code and/or the JITed binary. Based on the
determined size, the AllocateVMCodeSpace function may increase the allocated space
of the VM heap code space in the native platform’s heap using the system allocator
functions, such a, mmap(), malloc(), calloc(), or realloc(). The mmap() function is a
POSIX compliant Unix system call that maps a sequence of bytes starting at an offset
from the other object specified by the file descriptor into memory, preferably at address
start. The mmap() function returns the actual place where the object is mapped.
Malloc(), realloc(), calloc() and free() comprise a group of functions in the C standard
library for performing manual memory management for dynamic memory allocation in
the C/C++ programming language. The virtual addresses 502 and 504 for the points of
interest in the binary code 108 may be directly placed in the column 302 in the VAFMT

120. The functional meanings of the different points of interests represented by the

14



WO 2018/022257 PCT/US2017/040502

virtual addresses may be listed as macro names in the column 304 of VAFMT 120. The
detection algorithm(s) 116 (FIG. 1) may have a clear understanding of the functionality
represented by the macros in column 304 of VAFMT 120. The macro name (in column
304) for a particular row in VAFMT 120 may distinctly identify the functionality that is
being executed when the processor (e.g., CPU 102) executes the application’s binary
instruction at that virtual address point (in column 302). In this manner, by knowing the
execution statistics, counts and profile of the virtual addresses for the points of interests,
the detection algorithm(s) 116 fully understand the functionality being executed by the
high level application binary. It should be appreciated that the mapping may be directly
between the virtual address 302 and the functional meaning that is represented by the
macro (304) and understood by the detection algorithm(s) 116 that performs the
processing or detection, thereby eliminating a need to know the actual binary instruction
at that virtual address point of interest.

[0056] The points of interest represented with virtual addresses and the macro meanings
may determined offline and then populated in the VAFMT 120 for a particular
application binary. Many types of applications may have available matching reference
source code. For example, matching reference source code may be available for
commonly available applications developed from popular open source projects (e.g.,
blink/Chromium based browsers, Webkit based browsers, various virtual machines in
Android platforms, such as, Dalvik, ART, RenderScript). For applications with
available matching reference source code, various offline mechanisms may be used to
determine the virtual address for the points of interest in the commercial application
binary for a corresponding expression/statement in the source code for those points of
interest.

[0057] An exemplary embodiment for offline determination of the virtual addresses for
the points of interest will be described. Certain important and useful functions in the
source code 110 that implement the functionalities of interests may be identified in the
matching reference source code. Various points within the source code 110 may be
manually determined to form a unique set of points that together would represent a
particular unique functionality. It should be appreciated that this may be equivalent to a
set of sample points within the source code 110 that uniquely represent the overall
functionality of the complete source code 110 for the functionality. The source code
110 may be compiled, assembled, and linked to a reference application that is

equivalent to the actual commercial third party application. Both the binaries (reference
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and commercial third party) may originate from the same source code 110 and use
similar build techniques (e.g., compile, assemble, link) and toolchains. As known in the
art, open source applications may use freely available GCC or LLVM toolchains. The
compiler, assembler, and linker tools may be used to generate a reference binary
application and the virtual address points corresponding to the important points in the
source code may be noted. Because the virtual addresses for the points of interest may
comprise a direct mapping of the points of interest in the source code 110 from which
the binary application 1s built (compiled, assembled, linked), the reference binary may
be used offline to compare with the commercial binary to identify the virtual address
points of interest in the commercial third party binary. It should be further appreciated
that other offline or other techniques may be used to determine the virtual address for
the points of interest in the commercial third party binary. In an embodiment, FIG. 2
shows how different points of interest (201, 203, 205) in the source code 110 may be
directly mapped to the corresponding virtual addresses (202, 204, 206) in the binary
108.

[0058] FIG. 6 illustrates a logical mapping 600 between the VAFMT 120 of FIG. 5
and an exemplary IVAMT 122. The VAFMT 120 comprises virtual addresses of fixed
and known points of interest in the binary application whose execution are of interest
and are being tracked. These virtual addresses may be updated whenever the binary
application changes. The IVAMT 122 comprises virtual addresses of specific points
that are created or updated when the binary application executes, which may be
dynamic and represent virtual addresses of dynamic items (e.g., runtime buffer start or
end points). The left hand column (302) of VAFMT 120 comprise the virtual addresses,
and the right hand column (304) may indicate the functional description that is present
in the binary code 108 at that virtual address point. In this manner, the VAMFT 120
maps virtual address to functional meanings. In general, the IVAMT 122 comprises the
reverse. In this case, the functional meaning or macro names are known, and the system
determine the virtual address 602 where the functional meaning or the macro name 604
are implemented or available in the execution instance of the binary application. The
virtual addresses in the IVAMT 122 may comprise dynamic values that are determined
at runtime. For the case where the start and the end of a dynamically allocated buffer
(or the virtual machine heap or its sub spaces) are determined, the virtual addresses for
the points of interest within the functions in the binary application that are doing the

dynamic buffer/heap-space allocation may be obtained from the VAFMT 120. The
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execution of these functions may be determined by detecting the execution of the virtual
addresses in the VAMFT 120. Furthermore, the start/end virtual addresses of the
buffer/heap-space allocation may be determined by detecting the system memory
allocation functions invoked from these functions. These determined start/end virtual
addresses of the buffer/heap-space allocations may be updated in the IVAMT (122).

[0059] FIG. 7 shows the impact of garbage collection on the VM heap code space and
how the JavaScript sources may be determined consistently in the presence of garbage
collection activity of the virtual machine 118. It should be appreciated that garbage
collection is an integral activity of a managed runtime or virtual machine because
allocation of new objects and deallocation of dead (i.e., not in use) objects may be
explicitly handled by the runtime or virtual machine 118. The activity of reclaiming
dead (unused) objects from the managed VM heap is referred to as garbage collection.
In this regard, when unneeded Script objects or other objects are reclaimed, the VM
heap may be reorganized and existing objects moved around and compacted to make
space for new object allocations. FIG. 7 shows the effect of such a garbage collection
activity on VM heap code Space 704a. VM heap code space 704a comprises JavaScript
Objects JS1, JS2, JS3, and JS4. After a garbage collection event, they may be
compacted with the removal of a JavaScript Object JS3 that was detected as unneeded
or dead by the garbage collector and, therefore, reclaimed (deleted) from the VM heap
code space 704b. However, any such movement (e¢.g., removal, compaction, efc.) of
objects in the VM heap changes the virtual addresses start and end locations that
determine where the JavaScript object resides. In an exemplary method, the virtual
addresses may be changed by re-running the virtual address determination mechanism
illustrated in FIGS. 5 & 6 for the VM heap and the various spaces within the heap (FIG.
9) after every garbage collection activity, thereby updating the virtual addresses with the
new values if the Script Object moved during garbage collection. As illustrated in FIG.
8, the kernel may keep track of the object moves happening during garbage collection
and the distance by which they move. By keeping track of the address offset the objects
moved, the virtual address values for the start and the end of the JavaScript object in the
VM heap code space may be updated. In a similar manner, the virtual address in
IVAMT 122 for the VM heap’s various code spaces may be updated by tracking the
allocations/deallocations/moves of the various sub-spaces of the VM heap illustrated in

FIG. 9.
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[0060] FIG. 10 is a flowchart illustrating an embodiment of a method 1000 for
detecting malicious code activity in a managed runtime or virtual machine execution
model. It should be appreciated that the steps or functionality represented in blocks
1002, 1004, 1006, 1008, and 1010 in FIG. 10 may generally correspond to blocks 402,
404, 406, 408, and 410 described above in connection with the method of FIG. 4. At
block 1012, the method 1000 detects the points of interest virtual addresses for the VM
heap allocator/deallocator functions when executed. As illustrated at block 1014, when
the execution is detected to be inside a VM heap allocator/deallocator function, the
method 1000 may detect the entry VM into the kernel’s system allocator/deallocator
function and record the system memory allocation/deallocation. Based on that, the
method 1000 may compute and determine the start/end virtual addresses of the VM’s
heap. By implementing similar mechanism(s) for a specific allocation region for the
VM heap (e.g., code space, large object space, etc.), the start/end virtual addresses for
the specific sub-regions (e.g., code space, large object space, etc.) within the VM heap
may be determined. A illustrated at block 1016, once the VM heap space used to store
the JavaScript Source Code objects are determined at block 1014, the method 1000 may
use a Script Object Header signature/pattern (in binary) to determine the start of the
JavaScript Object within the VM heap. The length of the JavaScript Object may be
extracted from the header and used to extract the entire JavaScript Source code. As
illustrated at block 1018, the JavaScript source code may be used to extract specific
features of interest used by the detection algorithm(s) 116 to detect, for example,
malicious behavior. At block 1020, the malicious behavior of the JavaScript code may
be determined based on, for example, the features extracted from the JavaScript source
in block 1018.

[0061] As mentioned above, the VAFMT 120 may be initially configured in an off-line
manner and provided to the computing system 100 (FIG. 1). In an embodiment, when a
new version of the application binary code 108 is made available to the computing
system 100, the VAFMT 120 may be similarly updated in an off-line manner and
provided to the computing system 100 via, for example, a communication network
(referred to as an “over-the-air (OTA) update™). Updating the VAFMT 120 in this
manner may be a disadvantage for binary applications that are frequently updated. It
should be appreciated that a relatively large portion of the binary code in the updated
version of the application binary code 108 may remain unchanged. The functional

points of interest 304 identified in the VAFMT 120 may comprise a relatively limited
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portion of the application binary code 108 and/or binary code that may be unchanged
from version-to-version.

[0062] For example, compiler operations and/or settings may infrequently change and
the various modules in the binary code may maintain similar or predetermined offsets
among the modules. FIGS. 12 — 16 illustrates various mechanisms that may be
implemented in the computing system 100 for automatically updating the virtual
addresses in the VAFMT 120 when a new or updated version of the application binary
code 108 1s installed.

[0063] It should be appreciated that these mechanisms may reduce the need for OTA
updates of the VAFMT 120 for various types of applications and/or use cases. For
example, in the context of web security applications, these mechanisms may eliminate
the need for OTA updates for many of the most frequent types of updates to web
browser applications that are based on the same originating codebase. Existing web
browser applications may update binary application code on a weekly or monthly basis.
Virtual addresses for the new binary version may change even when the source code has
not changed for the specific modules related to the functional points of interest 304. In
this case, the virtual addresses may change where there are source code changes in parts
of the application other than the functional points of interest 304, or changes in variable
types and data structure types (e.g., C++ classes, C-structures, unions, efc) accessed in
other parts of the application. Furthermore, certain kinds of changes in compiler,
assembler, and linker options may result in virtual changes in other parts of the
application.

[0064] FIG. 12 illustrates an embodiment of exemplary mechanisms that may be
implemented in the computing system 100 for automatically updating the VAFMT 120
when a new or updated version of the application binary code 108 is installed. As
illustrated in FIG. 12, the VAFMT 120 may be supplemented with metadata 1200 and
one or more pseudo binary code templates 1202. As described below in more detail, the
metadata 1200 and the pseudo binary code templates 1202 may enable the HLOS 106 to
determine new virtual addresses 302 for the functional points of interest 304 when the
application binary code 108 is updated with a new version.

[0065] It should be appreciated that the pseudo binary code template 1202 comprises a
sequence of operation statements using symbolic representation for storage locations in
memory and pseudo-registers for local variables. The pseudo binary code template

1202 may use various categories of pseudo registers that indicate their purpose. In an
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embodiment, an ArgumentReg# may denote pseudo registers that pass arguments to
subroutines. A ReturnReg may comprise the return address when returning back from a
subroutine call. A ProgCounter may comprise the current address pointed by the
program counter of the processor. A ReturnValueReg# may denote the registers used to
return values from subroutine calls back to the caller code. The operations may
comprise close representations of the assembly operations in the processor with inputs
and outs that can be variables or storage locations. For example, an AddWord variable
may indicate an addition operation of operands of sizes 4-bytes or l-word. A
LoadWord variable may indicate loading a value from memory that is of a
predetermined size (e.g., 4 bytes or 1 word). A LoadByte variable may indicate loading
a value from memory that is of a predetermined size (e.g., 1 byte). A branchEQ may
comprise a conditional branch that branches to the target provided as an operand if the
previous comparison operation results in the equality of the operands being compared.
The addressing modes or address computation may be separated from the load or the
store operations. In an embodiment, a load operation with a base register and an offset
may be split into two operations: an add operation that computes the final address by
adding the constant offset value to a pseudo register, followed by the actual load
operation that uses the pseudo register containing the computed final address. This may
be done to keep the representation in a most generic form as addressing modes of
various forms can be used by the updated application binary. The operation arguments
that are constants may be represented by a number of bits that is needed to encode the
valid range of constants.

[0066] For example, a constant “Const8bits” may be used as an operand for an
operation that indicates that the operand is any valid value that can be encoded by 8 bits
and, therefore, determine the valid dynamic range of values allowed. Some operands
may be hard-coded constants (e.g., “#8” indicating the value ‘8”). The operands of the
direct branch operation may be represented as an offset from the current program
counter (e.g., (“ProgCounter + #Const20bits”, or “ProgCounter + #127)). A pseudo
binary code template 1202 may implement the functionality of interest using these or
other operation statements. It should be appreciated that the operation statements may
be used to identify the region in the new updated binary that implements the exact
functionality via, for example, a matching functionality or module. The matching
module is configured to understand both the format and the representation of the pseudo

binary code template 1202 and the actual binary of the application. The matching
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module may perform an operation-by-operation comparison within a window of
operations to detect matches, or use control-data-flow and the operations within the
control-data-flow region for comparison.

[0067] Various matching techniques may be used. The operation statements in the
pseudo binary code template 1202 may use Static Single Assignment (SSA)
representation, where a particular pseudo register variable is assigned only once,
thereby exposing the true dependencies among the operation statements. The SSA
representation may enable improved matching of the functionality region in the updated
binary of the application. The term “pseudo” refer to the fact that the representation is
not a binary executable and does not use actual assembly instructions, registers, and
addressing mode of the processor and is not assembled into binary code. The pseudo
binary code template 1202 provides the functionality reference that the matching
module uses as a template pattern and guideline to detect the functionality of interest in
the updated binary of the application. It should be appreciated that the actual format
and representation of the pseudo binary code template 1202 is implementation
dependent and various other alternatives can be used. In other embodiments, some
implementations may use the actual assembly instruction representation or
representation(s) that resemble the assembly representation for the CPU 102 on which
the binary application runs.

[0068] As described above, the HLOS 106 may maintain a list of registered applications
112. For each registered application, the HLOS 106 maintains tables (e.g., VAFMT
120, IVAMT 122) comprising virtual addresses 302 for functional points of interest
304. As illustrated in FIG. 12, one or more virtual addresses 302 in the VAFMT 120
may be associated with a pseudo binary code template 1202. In the embodiment of
FIG. 12, the pseudo binary code template 1202 is associated with a set of virtual
addresses 302 for a particular set of functional points of interest 304 representing a
unique functionality (documentWrite function). The pseudo binary code template 1202
comprises pseudo code instruction(s) generically equivalent to the binary code covering
the documentWrite function. In an embodiment, the pseudo binary code template 1202
may not use the processor instruction set architecture (ISA) and need not be assembled
into actual binary code. The pseudo binary code template 1202 may use operation
statements similar to assembly operations and use pseudo registers and symbolic
references for storages. Through the use of a sequence of such operation statements, the

pseudo binary code template 1202 may implement the functionality of interest that it
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represents (e.g., functionality of “documentWrite” function in the above example) that
is the same as or equivalent to the functionality of interest (e.g., the documentWrite
function) implemented in the actual binary of the application. It should be appreciated
that the computing system 100 may include any number of pseudo binary code
templates 1202. The number of different pseudo binary code templates 1202 may be
such that all the different functionalities captured in the VAFMT 120, through the
different sets of functional points of interest, have at least one representative pseudo
binary code template 1202 that is used for updating the virtual addresses for the
function points it covers when a new application binary code is installed.

[0069] In an embodiment, the pseudo binary code template 1202 may comprise a
generic form of the target assembly instruction(s), one or more pseudo registers, and
memory access offsets from a generic base (e.g., global heap or stack, a symbol/variable
name) representing a specific reference points in memory. The metadata 1200
generally comprises a virtual-address free representation using, for example, a byte
offset. The metadata 1200 for the virtual address (0x3473fac8) comprises a byte offset
(BASE2 = BASEO + 74709704). The metadata 1200 for the virtual address
(0x3473fad4) comprises a byte offset (BASE2 + 12). The metadata 1200 for the virtual
address (0x3473fae8) comprises a byte offset (BASE2 + 32). It should be appreciated
that this metadata may form a unique set corresponding to the set of three virtual
address points of interest that uniquely represents the “document write” functionality.
[0070] The pseudo binary code templates 1202 may be initially generated in an oft-line
manner, provided to the computing system 100, and stored in the secure storage of the
device. It should be appreciated that the pseudo binary code templates 1202 may only
need to be updated when there 1s a noticeable change in, for example, code and/or data
structures in a region covered by the functional points of interest 304. These types of
changes may be relatively infrequent (e.g., once per 6 months). Updates of this or other
types may be implemented via an OTA update. This may enable a significant reduction
of OTA updates of the virtual addresses from, for example, a weekly/monthly basis to
only doing the OTA updates of the pseudo binary code templates 1202 once per 6
months.

[0071] An update or a re-install of a new binary version for an existing registered
application may be detected. In response, the metadata 1200 and the pseudo binary
code templates 1202 may be used to automatically update the VAFMT 120, As
illustrated in FIG. 12, the pseudo binary code templates 1202 may be used to pattern
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match a region 1206 of the binary code in the new application where the functional
points of interest 304 represented by pseudo binary code templates 1202 (and hence the
virtual address points of interests that this particular pseudo binary code template
represents) are located. The metadata 1200 may be used to focus the region 1206 to be
searched in the updated version 1204 of the application binary code 108. Initial
attempts may be made to search on a focused region 1206 (e.g., a predetermined
percentage before and after the base, BASE2) by using a relative OFFSET from an
original base (BASEO) for the functional points of interest 304 for a unique
functionality. It should be appreciated that in many types of frequent updates these
relative offsets remain close by. As further illustrated in FIG. 12, when a match is
detected, the new virtual addresses may be obtained from the new binary, and the
VAFMT 120 may be updated to reflect the new virtual addresses. If one or more
functional points of interest 304 fail to yield a match in the new binary, the computing
system 100 may initiate an OTA update or, in other embodiment, delete the specific
functionality of interest and the associated virtual addresses from the VAFMT 120
based on the importance of the particular functionality.

[0072] FIG. 13 shows the VAFTM 120 from FIG. 12 with updated virtual addresses
(represented by grey-out boxes). The virtual address 302 corresponding to the
DOCUMENT WRITE FUNCTION_ START point of interest 304 has been updated to
a new virtual address (0x3133b61¢). The virtual address 302 corresponding to the
DOCUMENT WRITE 1 point of interest 304 has been updated to a new virtual
address (0x3133b62c). The wvirtual address 302 comresponding to the
DOCUMENT WRITE 2 point of interest 304 has been updated to a new virtual
address (0x3133b62¢). As further illustrated in FIG. 12, the metadata 1200
corresponding to the virtual addresses may also be updated. As illustrated in F1G. 13,
metadata 1200 for the new virtual address (0x3133b61c¢) has been updated to “BASE2 =
BASEO + 74709000”. This illustrates that there has been a slight relative position
change between the two functionalities of interest in the updated binary of the
application (i.e., between the “KERNEL ALLOCATOR FUNCTION” and the
“DOCUMENT WRITE FUNCTION”). The change may be relatively slight. For
example, the change may be a reduction in 704 bytes out of the total original distance of
74709704 bytes between them. Therefore, with the search having been focused with
some tolerance before and after the base offset metadata (i.e., 74709704 bytes) between

the two functionalities of interest allows for effective matches by narrowing the search
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region. Metadata 1200 for the new virtual address (0x3133b62c) has been updated to
BASE2 + 16. Metadata 1200 for the new virtual address (0x3133b640) has been
updated to BASE2 + 36.

[0073] FIGS. 14 & 15 illustrate an exemplary embodiment of a pseudo binary code
template 1202 associated with a set of functional points of interest 304 related to a
DOCUMENT WRITE function. The set of functional points of interest 304 comprises
a DOCUMENT WRITE FUNCTION START module, a DOCUMENT WRITE 1
module, and a DOCUMENT WRITE 2 module. As illustrated in FIG. 14, each of the
functional points of interest 304 in the set are directly asscciated with specific pseudo
code instructions that form the “pseudo binary instruction points of interest” within the
pseudo binary code template 1202. These “psuedo binary instruction points of interest”
within the pseudo binary code template 1202 comprise the one-to-one mapping of the
virtual address points of interest in the current VAFMT 120 with the new virtual
address points of interest in the updated version of the application binary depending on
the specific binary instructions in the updated application binary that directly matched
with the “pseudo binary points of interest”. As illustrated in FIG. 14, the
DOCUMENT WRITE FUNCTION START module is associated with a “push”
operation that saves the first two caller saved pseudo registers (CallSave0, CallSavel)
and the Return register (ReturnReg). It is followed by an AddWord operation that
computes the address required by the subsequent LoadWord operation. The AddWord
operation adds a constant value that should fit in 8 bits with the program counter and
saves the result in pseudo register reg0. The subsequent LoadWord operation directly
uses the address in reg0 as the address to load the value from. In the actual binary for
the application, the AddWord with the 8 bit constant can be directly included in the
LoadWord instruction as a part of the addressing mode. The ‘Const8bits’ allows the
option to have any constant value that fits in 8-bits. The loaded value is kept in the
pseudo register regl and is used as the address for the second LoadWord operation that
loads a value in pseudo register reg2. For the functional point of interest denoted by
DOCUMENT WRITE FUNCTION START, the “push” operation is the “pseudo
binary instruction point of interest” in this pseudo binary code template 1202.

[0074] The DOCUMENT_ WRITE 1 module is associated with a logical-shift-left
operation by 16-bits of a value that is kept in pseudo register (reg0) and saved in pseudo

B

register regl. It is then added with the constant value ‘4’ and saved in pseudo register

reg?2 that is then used as an address from which a value is loaded in pseudo register
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(reg3). It is to be noted that for the actual binary load instruction, the addressing mode
could directly perform the addition by the constant value 4, and hence the AddWord and
the LoadWord could be represented by a single load instruction. The value in reg3 is
further added to the program-counter value (PC) to create the final address in pseudo
register reg4 that is the address from which a byte value is loaded into the first argument
register ‘ArgumentReg0’ that is used to pass as the first argument to a called routine.
After that there 1s a direct branch to the address that is at an oftset which is a value that
can fit in 20 bits. However, before the direct branch instruction there is an AddWord
instruction that saves the address to return to (by properly setting the ReturnReg) after
the direct branch takes the control to a different part of the application. The “logical-
shift-left” operation is the “pseudo binary instruction point of interest” in this pseudo
binary code template 1202 for the functional point of interest denoted by
DOCUMENT_WRITE_1.

[0075] The DOCUMENT_ WRITE_ 2 module is associated with an AddWord operation
that adds a constant value that can fit in 8bits with the program counter and keeps the
result in pseudo register regO. The pseudo register reg0 is then used as an address from
which a value is loaded in pseudo register (reg2). It is followed by another AddWord
operation that adds the pseudo register (reg2) and the current value of the program
counter and keeps the result in pseudo register regl. The pseudo register regl is then
used as an address from which a value is loaded in the ArgumentRegO that is used to
pass a value to the subsequent subroutine call through a direct branch instruction. It is
to be noted that for the actual binary load instruction, the addressing mode could
directly perform the addition by the constant value, and hence the AddWord and the
LoadWord could be represented by a single load instruction in the actual binary of the
application. After the LoadWord operation, there is a direct branch to the address that is
at an offset which is a value that can fit in 20 bits. However, before the direct branch
instruction there is an AddWord instruction that saves the address to return (by properly
setting the ReturnReg) to after the direct branch takes the control to a different part of
the application. The call to the subroutine is followed by two sets of comparisons and
branching to nearby locations within the pseudo binary code template 1202. Both the
comparisons are done on the first Subroutine Return Value Register (ReturnValueReg0)
to check for specific values (‘0’ and ‘1’) returned by the subroutine and based on the
returned value doing branches locally using BranchEQ and BranchNE operations

respectively. The branch target addresses are provided as a Constant offset from the
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current program counter value. The AddWord operation that adds the Const8bits
operand with the program counter is the “pseudo binary instruction point of interest” in
this pseudo binary code template 1202 for the functional point of interest denoted by
DOCUMENT WRITE 2. It is to be noted that the actual binary of the application
could have this address computation operation (AddWord) together with the LoadWord
operation in the pseudo binary code template match to a single actual binary instruction
(as “ldr rl, [pc,#80]), and in this case the actual binary instruction where the “pseudo
binary instruction point of interest” matches either in full or as a subpart of, becomes
the instruction that determines the updated virtual address in the new version of the
binary of the application.

[0076] FIG. 15 illustrates the matching of each of the pseudo code instructions in the
pseudo binary code template 1202 to equivalent corresponding binary code in the
matched region 1206 of the updated version 1204 of the application binary code 108. In
operation, when the pseudo binary code template 1202 matches the region 1206, the
virtual addresses of the corresponding instructions in the binary code that match the
functional points of interest 304 become the new virtual addresses and are updated in
the VAFMT 120. The new base and offsets may be computed based on the new virtual
addresses, and the metadata 1200 may be updated.

[0077] FIG. 16 illustrates an embodiment of a method 1600 implemented in the
computing system 100 for automatically updating the VAFMT 120 when a new or
updated version of the application binary code 108 is installed. At block 1602, a virtual
address mapping table 120 for an application registered with the HLOS 106 may be
stored in the computing system 100, as described above. The VAFMT 120 may be
stored in a secure memory in the HLOS 106. As illustrated in FIG. 12, the VAFMT
120 may comprise a plurality of sets of virtual addresses 302 mapped to corresponding
target application functionalities (functional points of interest 304) in the application
binary code 108 for the registered application. In response to receiving an updated
version 1204 of the application binary code 108 (decision block 1604), the
corresponding pseudo binary code templates 1202 associated with one or more of the
plurality of sets of virtual addresses 302 in the virtual address mapping table 120 may
be determined (block 1606). As mentioned above, in an embodiment, the pseudo binary
code templates 1202 may initially be acquired through over-the-air (OTA) updates to
the system 100 together with the initial VAFMT 120, or by any other means of
downloading and installing code/date on the system 100. Both these pseudo binary
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code templates 1202 and the VAFMT 120 may be stored in the system 100 in locations
accessible by the HLOS 106 and the kemel. The actual storage location is
implementation dependent. Various levels of security protection or secure memory
configurations can be considered for the storage locations and is dependent on the
implementation choice. The pseudo binary code templates 1202 may be updated when,
for example, one or more of the existing templates are not able to find any matches in
the updated binary of the application. Mismatches may happen due to large scale
change in the application code in the regions of interests, or other kinds of changes
described above. During such situations, updated pseudo binary code templates 1202
and an updated VAFMT 120 may be OTA downloaded and installed in the system 100.
At decision block 1608, the pseudo binary code template 1202 is used to search the
updated version 1204 of the application binary code 108 and match the pseudo code
instruction(s) to the equivalent binary instructions. When matches are found, at block
1610, the new virtual addresses corresponding to the binary instructions are determined.
At block 1612, the virtual address mapping table 120 may be updated with the new
virtual addresses and corresponding updated base/offset metadata 1200.

[0078] As illustrated in FIG. 16, blocks 1606, 1608, 1610, and 1612 may be iterated for
all the different pseudo binary code templates 1202 until all the pseudo binary code
templates 1202 are matched and all the virtual addresses in the VAFMT 120 are
updated. At decision block 1611, the method 1600 may determine if all pseudo binary
code templates 1202 have been processed. If “yes”, the method 1600 may end at block
1613. If “no”, a new pseudo binary code template 1202 may be selected at block 1606.
At decision block 1608, as matching binary sequences are identified in the updated
binary of the application for a particular pseudo binary code template 1202, the method
1600 may iterate to the next pseudo binary code template 1202 for matching. If at some
iteration there is no match for a pseudo binary code template 1202 in the updated binary
of the application, it is first determined if the functionality of interest, represented by the
pseudo binary code template 1202, can be deleted from the VAFMT 120 (decision
block 1607). If it can be deleted (which may be due to different reasons, including the
importance of the functionality being low), all the virtual address point of interest
entries for this functionality of interest may be deleted from the VAFMT 120 (block
1605) and the iteration continues to block 1606 to search for a match for the next
pseudo binary code template 1202. However, if the functionality (and hence the pseudo

binary code templatel1202) is important and should not be deleted (block 1609), an
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automatic update mechanism fails, in which case a complete over—the-air (OTA) update
for the wvirtual addresses and/or the pseudo binary code templates 1202 may be
performed. This may represent the case where there is a drastic change/modification in
the updated binary of the application (e.g., that happens with less frequency, once in a
6-month).

[0079] FIGS. 17 — 23 illustrates various embodiments of systems and methods for
detecting the target application functionality using an offset-based virtual address
mapping scheme. In general, the offset-based virtual address mapping scheme involves
a mapping of the wvirtual addresses in the application binary code 108 to the
corresponding high-level target application functionalities using virtual address offsets.
It should be appreciated that offset-based virtual address mapping may be particularly
useful to enable the detection of the target application functionality for simultaneous
execution of multiple processes of the same application. In an embodiment, the target
application functionality may be detected in simultaneous execution of multiple browser
tabs or instances of a web browser application. Furthermore, the offset-based virtual
address mapping scheme may employ dynamic shared libraries with relocatable
addresses.

[0080] FIG. 17 illustrates the architecture and/or operation of an exemplary
embodiment of an offset-based virtual address mapping scheme 1700. As illustrated in
FIG. 17, the offset-based virtual address mapping scheme 1700 involves a two-stage
scheme supported by two different types of virtual address-to-function mapping tables:
an application-specific VAFMT 1702 and one or more process-specific VAFMTs 1714.
Each registered application 112 may have an application-specific VAFMT 1702 that
may be generated for the corresponding application binary code 108. The application-
specific VAFMT 1702 comprises a plurality of virtual address offsets in the application
binary code 108, which are mapped to the corresponding target application
functionalities. In this regard, the application-specific VAFMT 1702 comprises virtual
address offsets rather than directly defining the actual virtual addresses as described
above. It should be appreciated that a virtual address offset defines a location difference
in the virtual address range. In an embodiment, the virtual address offset may define a
location difference with respect to a base virtual address defined from the start of the
application binary code 108 or, in other embodiments, a relative difference in the virtual

address range between target application functionalities.
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[0081] As further illustrated in FIG. 17, when the application is loaded, an O/S
application launcher and loader 1704 may initiate two or more instances of the
application or two or more instances of a process associated with the application
(collectively referred to as “application process instances” 1708), which are
simultaneously executed. For example, where the application comprises a web browser,
the application process instances 1708 may comprise multiple instances of the web
browser or multiple browser tabs. In the embodiment of FIG. 17, the O/S application
launcher and loader 1704 has initiated three application process instances 1708a, 1708b,
and 1708c. For each application process instance 1708, a corresponding process-
specific VAFMT 1714 is generated. Process-specific VAFMT 1714a is generated for
the application process instance 1708a. Process-specific VAFMT 1714b is generated
for the application process instance 1708b. Process-specific VAFMT 1714c is
generated for the application process instance 1708c¢.

[0082] As illustrated in the embodiment of FIG. 17, a kernel module 1706, in
response to launch of the application process instances 1708, may create the
corresponding process-specific VAFMTs 1714. A process-specific VAFMT 1714 is
generated using the virtual address offsets stored in the application-specitic VAFMT
1702 (reference numeral 1712) and a base virtual address provided by the O/S
application launcher and loader 1704 (reference numeral 1710). For example, when
application process instance 1708a is initiated, the O/S application launcher and loader
1704 may provide the virtual address base where application process instance 1708a has
been loaded. Kernel module 1706 may determine the actual virtual addresses for the
target application functionalities by adding the virtual address offsets to the virtual
address base. The calculated actual virtual addresses for the application process
instance 1708a are stored in the process-specific VAFMT 1714a. When application
process instance 1708b is initiated, the O/S application launcher and loader 1704 may
provide the virtual address base where application process instance 1708b has been
loaded. Kermnel module 1706 may determine the actual virtual addresses for the target
application functionalities by adding the virtual address offsets to the virtual address
base. The calculated actual virtual addresses for the application process instance 1708b
are stored in the process-specific VAFMT 1714b. When application process instance
1708c is initiated, the O/S application launcher and loader 1704 may provide the virtual
address base where application process instance 1708c has been loaded. Kernel module

1706 may determine the actual virtual addresses for the target application functionalities
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by adding the virtual address offsets to the virtual address base. The calculated actual
virtual addresses for the application process instance 1708c are stored in the process-
specific VAFMT 1714c.

[0083] In this manner, the process-specific VAFMTs 1714a, 1714b, and 1714c
comprise the actual virtual addresses for application process instances 1708a, 1708b,
and 1708c, respectively, mapped to the target application functionalities in the
application binary code 108. During simultaneous execution of the application process
instances 1708a, 1708b, and 1708c, the process-specific VAFMTs 1714a, 1714b, and
1714c, respectively, are used to detect the target application functionalities in the
manner described above. It should be appreciated that the structure of the other
mapping tables described above in connection with FIGS. 1 — 16 (e.g., IVAMTs 122,
“JavaScript Source Code List Tables”, etc.) may remain unchanged. These mapping
tables may comprise unique instances for the application process instances 1708, which
may be initialized with the actual process-specific virtual addresses. In an embodiment,
the mapping tables may be dynamically initialized during the application process
execution. It should be further appreciated that any process-specific adjustments to the
virtual addresses (e.g., for activities such as ASLR, e7c.) may be done on the process-
specific VAFMT instances and for the other tables (e.g., IVAMT 122, erc.) that are
dynamically initialized during process runtime because they are under kernel control.
The application-specific VAFMT 1702 has virtual address offsets, which may not need
to be adjusted for ASLR and other activities.

[0084] FIG. 18 illustrates an exemplary embodiment of the application-specific
VAFMT 1702. It should be appreciated that the application-specific VAFMT 1702 may
be configured in the same manner as VAFMT 120 with the exception that column 1800
defines virtual address offsets instead of the actual virtual addresses as in VAFMT 120.
In this regard, FIG. 18 illustrates a logical mapping of the virtual address offsets
(column 1800) associated with code in the application binary code 108 to the respective
functional meanings that the code at those virtual address offsets represent (the
functional points of interest identified in column 1802). The application-specific
VAFMT 1702 may similarly comprise metadata (column 1804) used in combination
with the pseudo binary code templates 1202 to enable the HLOS 106 to determine new
virtual address offsets for the functional points of interest (column 1802) when the

application binary code 108 is updated with a new version.
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[0085]  FIG. 19 illustrates an exemplary embodiment of a process-specific VAFMT
1714. The process-specific VAFMT 1714 may include columns 1802 and 1804
identifying the functional points of interest and the metadata, respectively, in the same
manner as the application-specific VAFMT 1702. As illustrated in FIG. 19, the
process-specific VAFMT 1714 may comprise a column 1900 for storing the actual
virtual addresses for the corresponding application process instance 1708 instead of the
virtual address offsets identified in the application-specific VAFMT 1702. The values
stored in column 1900 for the actual virtual addresses may be determined by the kernel
module 1706 using the virtual address offsets stored in the application-specific VAFMT
1702 and a base virtual address provided by the O/S application launcher and loader
1704. In the example of FIG. 19, the application process instance 1708 may be loaded
from a base virtual address having the value 0x30000000. The kernel module 1706 may
receive this base virtual address value and, in response, calculate the actual virtual
addresses for the application process instance 1708. Referring to the first row in the
application-specific VAFMT 1702 in FIG. 18, an EVAL FUNCTION (column 1802)
may have a virtual address offset value of 0x373ea94 (column 1800). To calculate the
actual virtual address for EVAL. FUNCTION in the application process instance 1708,
the kernel module 1706 may add the base virtual address value (0x30000000) and the
virtual address offset value (0x373ea94). As illustrated in the first row of FIG. 19, the
calculated actual virtual address for EVAL FUNCTION has the value 0x3373ea%4 (the
sum of the values 0x30000000 and 0x373ea94). In the second row of FIG. 19, the
calculated actual virtual address for DOCUMENT WRITE FUNCTION START has
the value 0x3473fac8 (the sum of the values 0x30000000 and Ox473fac8). It should be
appreciated that the actual virtual addresses for the remaining rows in FIG. 19 may be

similarly calculated according to Equation 1 and stored in column 1900.

Actual VA = base VA + virtual address offset
Equation 1

[0086] The above exemplary embodiments employ an addition operation to calculate
the actual virtual addresses. However, it should be appreciated that in other
embodiments the actual virtual addresses may be obtained by subtracting the virtual

address offset from the base virtual address depending on, for instance, the conventions
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used to calculate, the direction of memory allocation (e.g., towards the higher or lower
address) for the particular operation system/platform, ezc.

[0087]  FIG. 20 illustrates another embodiment of an application-specific VAFMT
2000 comprising a URL buffer virtual address mapping using virtual address offsets.
The application-specific VAFMT 2000 generally corresponds to the VAFMT 120
illustrated in FIG. 11 with the exception that the table stores virtual address offsets
instead of actual virtual addresses. In this regard, the application-specific version
comprises a custom virtual address offset table that has virtual address offsets for
specific buffer allocator functions that may be used to determine virtual addresses of the
start and the end of dynamically allocated buffers comprising objects of specific data
structure types (e.g., class, structure, union). The URL buffer virtual address mapping
of FIG. 20 comprises separate rows for applications using a built-in HTTPS stack
(column 2002). A first row defines the URL buffer virtual address mapping for a first
such application (Application-1), and the second row defines the URL buffer virtual
address mapping for a second such application (Application-2). Column 2004 stores the
virtual address offset values of Application-1 and Application-2 for a function
performing, for example, URL data structure allocation. Columns 2006, 2008, 2010,
2012, 2014, and 2016 correspond directly with columns 1104, 1106, 1108, 1110, 1112,
and 1114 in FIG. 11. In this regard, it should be appreciated that the values of the
members/fields of the objects allocated in the buffer may be determined using the offset
and the length fields, which may also be maintained in the table for a particular
field/member that is a point of interest. The virtual addresses of the buffer allocation
functions may be used to detect the size and the addresses of the allocated buffer by, for
example, tracking the execution of the system memory allocator functions from the
region covered by the virtual addresses of the allocator functions. Once the buffer start
and end virtual addresses are known, the offset and the length fields may be used to
determine the value of a particular member/field of the objects for the particular data
structure type.

[0088] FIGS. 21 and 22 illustrate an embodiment of the process-specific VAFMTs
2100 and 2200 generated for Application-1 and Application-2, respectively. The
process-specific VAFMTs 2100 and 220 are generated using the virtual address offset
values (column 2004) in FIG. 20 and the base virtual addresses where Application-1
and Application-2 are respectively loaded by the OS application launcher/loader 1704.

The actual virtual address for Application-1 calculated according to Equation 1 above is
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stored in column 2102 (FIG. 21), and the actual virtual address for Application-2 is
stored in column 2202.

[0089] FIG. 23 is a flowchart illustrating an embodiment of a method 2300 for
detecting target application functionality using the offset-based virtual address mapping
described above in connection with FIGS. 17 - 22. At block 2302, an application-
specific VAFMT 1702 is generated for an application. As described above, the
application-specific VAFMT 1702 comprises a plurality of virtual address offsets of
interest mapped to corresponding high-level application functionality. At block 2304,
the application may be installed on a computing device, such as, for example, a portable
computing device. At block 2306, the application may be registered for security
support provided by the HLOS 106 (e.g., registered applications 112). At block 2308,
the application may be launched. In response to launching the application, a process-
specific VAFMT 1714 may be generated for an instance of the application or an
application process instance 1708. The process-specific VAFMT 1714 defines the
actual virtual addresses of the high-level application functionality using the virtual
address offsets stored in the application-specific VAFMT 1702 and the base virtual
address from which the application or instance is loaded. The application binary code
108 may begin executing.

[0090] At block 2310, the HLOS 106 may intercept the application’s running
processes. At block 2312, the HLOS 106 may use the process-specific VAFMT 1714 to
detect and record the functional points of interest as they are executed. At block 2314,
the recorded points may be provided to the malicious code detection algorithm(s) 116 to
detect and resolve malicious attacks. The malicious code detection algorithm(s) 116
may comprise signature-based algorithm(s), pattern matching algorithms, or employ
machine learning, or other techniques. As illustrated by reference numeral 2318, blocks
2308, 2310, 2312, 2314, and 2316 may be repeated for multiple application process
instances, such that malicious code may be detected for simultaneously executing
application process instances.

[0091] It should be appreciated that one or more of the method steps described herein
may be stored in the memory as computer program instructions, such as the modules
described above. These instructions may be executed by any suitable processor in
combination or in concert with the corresponding module to perform the methods

described herein.
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[0092] Certain steps in the processes or process flows described in this specification
naturally precede others for the invention to function as described. However, the
invention is not limited to the order of the steps described if such order or sequence
does not alter the functionality of the invention. That is, it is recognized that some steps
may performed before, after, or parallel (substantially simultaneously with) other steps
without departing from the scope and spirit of the invention. In some instances, certain
steps may be omitted or not performed without departing from the invention. Further,
words such as “thereafter”, “then”, “next”, etc. are not intended to limit the order of the
steps. These words are simply used to guide the reader through the description of the
exemplary method.

[0093] Additionally, one of ordinary skill in programming is able to write computer
code or identify appropriate hardware and/or circuits to implement the disclosed
invention without difficulty based on the flow charts and associated description in this
specification, for example.

[0094] Therefore, disclosure of a particular set of program code instructions or
detailed hardware devices is not considered necessary for an adequate understanding of
how to make and use the invention. The inventive functionality of the claimed computer
implemented processes is explained in more detail in the above description and in
conjunction with the Figures which may illustrate various process flows.

[0093] In one or more exemplary aspects, the functions described may be
implemented in hardware, software, firmware, or any combination thereof. If
implemented in software, the functions may be stored on or transmitted as one or more
instructions or code on a computer-readable medium. Computer-readable media
include both computer storage media and communication media including any medium
that facilitates transfer of a computer program from one place to another. A storage
media may be any available media that may be accessed by a computer. By way of
example, and not limitation, such computer-readable media may comprise RAM, ROM,
EEPROM, NAND flash, NOR flash, M-RAM, P-RAM, R-RAM, CD-ROM or other
optical disk storage, magnetic disk storage or other magnetic storage devices, or any
other medium that may be used to carry or store desired program code in the form of
instructions or data structures and that may be accessed by a computer.

[0096] Also, any connection is properly termed a computer-readable medium. For
example, if the software is transmitted from a website, server, or other remote source

using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (“DSL”), or
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wireless technologies such as infrared, radio, and microwave, then the coaxial cable,
fiber optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio, and
microwave are included in the definition of medium.

[0097] Disk and disc, as used herein, includes compact disc (“CD”), laser disc, optical
disc, digital versatile disc (“DVD”), floppy disk and blu-ray disc where disks usually
reproduce data magnetically, while discs reproduce data optically with lasers.
Combinations of the above should also be included within the scope of computer-
readable media.

[0098] Alternative embodiments will become apparent to one of ordinary skill in the
art to which the invention pertains without departing from its spirit and scope.
Therefore, although selected aspects have been illustrated and described in detail, it will
be understood that various substitutions and alterations may be made therein without
departing from the spirit and scope of the present invention, as defined by the following

claims.
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CLAIMS

What is claimed is:

1. A method for detecting high-level functionality of an application executing on a
computing device, the method comprising:

storing, in a secure memory on a computing device, an application-specific
virtual address mapping table for an application, the application-specific virtual address
mapping table comprising a plurality of virtual address offsets in the application binary
code mapped to corresponding target application functionalities;

in response to launching the application, generating a process-specific virtual
address mapping table for an instance of an application process to be executed, the
process-specific virtual address mapping table defining actual virtual addresses
corresponding to the target application functionalities using the virtual address offsets in
the application-specific virtual address mapping table; and

during execution of the application binary code for the instance of the
application process, detecting when one or more of the actual virtual addresses
corresponding to the target application functionalities are executed based on the

process-specific virtual address mapping table.

2. The method of claim 1, further comprising:

generating another process-specific virtual address mapping table for another
instance of the application process to be simultaneously executed with the other
instance of the application process;

during execution of the application binary code for the another instance of the
application process, detecting when one or more of the actual virtual addresses
corresponding to the target application functionalities are executed based on the another

process-specific virtual address mapping table.

3. The method of claim 1, wherein the actual virtual addresses are determined
using a base virtual address for the instance of the application process and the virtual
address offsets in the application-specific virtual address mapping table.

4, The method of claim 1, wherein the secure memory resides in a trusted zone in a

high-level operating system (HLOS).
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5. The method of claim 1, further comprising:

providing the executed target application functionalities as detected from the
actual virtual addresses in the process-specific virtual address mapping table into an
exception handling module configured to detect one or more exceptions or behaviors
associated with execution of the application binary code for the instance of the

application process.

6. The method of claim 5, wherein the exception handling module comprises a

malicious code detection algorithm.

7. The method of claim 1, wherein the application comprises one of a secure web

application and a web browser.

8. The method of claim 1, wherein the application binary code is executed as

native binary code.

9. A system for detecting high-level functionality of an application executing on a
computing device, the system comprising:

means for storing on a computing device an application-specific virtual address
mapping table for an application, the application-specific virtual address mapping table
comprising a plurality of virtual address offsets in the application binary code mapped
to corresponding target application functionalities;

means for generating, in response to launching the application, a process-
specific virtual address mapping table for an instance of an application process to be
executed, the process-specific virtual address mapping table defining actual virtual
addresses corresponding to the target application functionalities using the virtual
address offsets in the application-specific virtual address mapping table; and

means for detecting, during execution of the application binary code for the
instance of the application process, when one or more of the actual virtual addresses
corresponding to the target application functionalities are executed based on the

process-specific virtual address mapping table.
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10. The system of claim 9, further comprising:

means for generating another process-specific virtual address mapping table for
another instance of the application process to be simultaneously executed with the other
instance of the application process;

means for detecting, during execution of the application binary code for the
another instance of the application process, when one or more of the actual virtual
addresses corresponding to the target application functionalities are executed based on

the another process-specific virtual address mapping table.

11. The system of claim 9, wherein the actual virtual addresses are determined using
a base virtual address for the instance of the application process and the virtual address

offsets in the application-specific virtual address mapping table.

12. The system of claim 9, wherein the means for storing resides in a trusted zone in

a high-level operating system (HLOS).

13. The system of claim 9, further comprising:

means for providing the executed target application functionalities as detected
from the actual virtual addresses in the process-specific virtual address mapping table
into an exception handling module configured to detect one or more exceptions or
behaviors associated with execution of the application binary code for the instance of

the application process.

14. The system of claim 13, wherein the exception handling module comprises a

malicious code detection algorithm.

15. The system of claim 9, wherein the application comprises one of a secure web

application and a web browser.

16. The system of claim 9, wherein the application binary code is executed as native

binary code.
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17. A computer program embodied in a memory and executable by a processor for
detecting high-level functionality of an application executing on a computing device,
the computer program comprising logic configured to:

store, in a secure memory on a computing device, an application-specific virtual
address mapping table for an application, the application-specific virtual address
mapping table comprising a plurality of virtual address offsets in the application binary
code mapped to corresponding target application functionalities;

generate, in response to launching the application, a process-specific virtual
address mapping table for an instance of an application process to be executed, the
process-specific virtual address mapping table defining actual virtual addresses
corresponding to the target application functionalities using the virtual address offsets in
the application-specific virtual address mapping table; and

detect, during execution of the application binary code for the instance of the
application process, when one or more of the actual virtual addresses corresponding to
the target application functionalities are executed based on the process-specific virtual

address mapping table.

18. The computer program of claim 17, further comprising logic configured to:
generate another process-specific virtual address mapping table for another
instance of the application process to be simultaneously executed with the other
instance of the application process;
during simultaneous execution of the application binary code for both instances
of the application process, detect when one or more of the actual virtual addresses
corresponding to the target application functionalities are executed based on the another

process-specific virtual address mapping table.
19. The computer program of claim 17, wherein the actual virtual addresses are
determined using a base virtual address for the instance of the application process and

the virtual address offsets in the application-specific virtual address mapping table.

20. The computer program of claim 17, wherein the secure memory resides in a

trusted zone in a high-level operating system (HLOS).
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21. The computer program of claim 17, further comprising logic configured to:
provide the executed target application functionalities as detected from the
actual virtual addresses in the process-specific virtual address mapping table into an
exception handling module configured to detect one or more exceptions or behaviors
associated with execution of the application binary code for the instance of the

application process.

22. The computer program of claim 21, wherein the exception handling module

comprises a malicious code detection algorithm.

23. The computer program of claim 17, wherein the application comprises one of a

secure web application and a web browser.

24. The computer program of claim 17, wherein the application binary code is

executed as native binary code.

25. A system for detecting high-level functionality of an executing application, the
system comprising;
a processing device configured to execute application binary code; and
a high-level operating system (HLOS) comprising:
an application-specific virtual address mapping table comprising a
plurality of virtual address offsets in the application binary code mapped to
corresponding target application functionalities; and
a kernel module configured to generate, in response to launching the
application, a process-specific virtual address mapping table for an instance of an
application process to be executed, the process-specific virtual address mapping table
defining actual virtual addresses corresponding to the target application functionalities
using the virtual address offsets in the application-specific virtual address mapping
table;
the HLOS configured to detect, during execution of the application binary code
for the instance of the application process, when one or more of the actual virtual
addresses corresponding to the target application functionalities are executed based on

the process-specific virtual address mapping table.
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26. The system of claim 25, wherein the HLOS is further configured to:

generate another process-specific virtual address mapping table for another
instance of the application process to be simultaneously executed with the other
instance of the application process; and

detect, during simultanecus execution of the application binary code for both
instances of the application process, when one or more of the actual virtual addresses
corresponding to the target application functionalities are executed based on the another

process-specific virtual address mapping table.

27. The system of claim 26, wherein the actual virtual addresses are determined
using a base virtual address for the instance of the application process and the virtual

address offsets in the application-specific virtual address mapping table.

28. The system of claim 26, wherein the application-specific virtual address

mapping table is stored in a trusted zone in the HLOS.

29. The system of claim 26, wherein the HLOS further comprises an exception
handling module configured to receive the executed target application functionalities as
detected from the actual virtual addresses in the process-specific virtual address
mapping table and detect one or more exceptions or behaviors associated with execution

of the application binary code for the instance of the application process.

30. The system of claim 29, wherein the exception handling module comprises a

malicious code detection algorithm.
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GENERATE A VIRTUAL ADDRESS-TO-FUNCTION MAPPING TABLE
(VAFMT) FOR AN APPLICATION, THE VAFMT COMPRISING A
PLURALITY OF VIRTUAL ADDRESSES OF INTEREST MAPPED TO
CORRESPONDING HIGH-LEVEL APPLICATION FUNCTIONALITY

'

INSTALL THE APPLICATION ON A COMPUTING DEVICE |— 404

l

REGISTER THE APPLICATION FOR SECURITY SUPPORT
WITH A HIGH-LEVEL OPERATING SYSTEM (HLOS)

l

LAUNCH THE APPLICATION AND BEGIN
EXECUTING THE APPLICATION BINARY CODE

l

INTERCEPT RUNNING PROCESSES FOR THE
APPLICATION BINARY CODE

l

DETECT AND RECORD VIRTUAL ADDRESSES OF
INTEREST FROM THE VAFMT WHEN EXECUTED

l

PROVIDE THE RECORDED VIRTUAL ADDRESSES OF
INTEREST TO A MALICIOUS CODE DETECTION ALGORITHM

|

DETERMINE MALICIOUS CODE ACTIVITY BASED ON THE
RECORDED VIRTUAL ADDRESSES OF INTEREST — 416

— 402

— 406

— 408

— 410

— 412

L 414
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GENERATE A VIRTUAL ADDRESS-TO-FUNCTION MAPPING TABLE
(VAFMT) FOR AN APPLICATION, THE VAFMT COMPRISING A
PLURALITY OF VIRTUAL ADDRESSES OF INTEREST MAPPED TO
CORRESPONDING HIGH-LEVEL APPLICATION FUNCTIONALITY

v
INSTALL THE APPLICATION ON A COMPUTING DEVICE [— 1004

v

REGISTER THE APPLICATION FOR SECURITY SUPPORT
WITH A HIGH-LEVEL OPERATING SYSTEM (HLOS)

v

LAUNCH THE APPLICATION AND BEGIN
EXECUTING THE APPLICATION BINARY CODE

v

INTERCEPT RUNNING PROCESSES FOR THE
APPLICATION BINARY CODE
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FUNCTION(S) WHEN EXECUTED
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VIRTUAL ADDRESS OFFSETS IN THE APPLICATION BINARY CODE
MAPPED TO CORRESPONDING HIGH-LEVEL APPLICATION
FUNCTIONALITY

v

INSTALL THE APPLICATION ON A COMPUTING DEVICE |—2304

v

REGISTER THE APPLICATION FOR SECURITY SUPPORT
WITH A HIGH-LEVEL OPERATING SYSTEM (HLOS)

LAUNCH THE APPLICATION, GENERATE A PROCESS-SPECIFIC
VAFMT FOR AN INSTANCE OF AN APPLICATION PROCESS TO
BE EXECUTED (THE PROCESS-SPECIFIC VAFMT DEFINING
ACTUAL VIRTUAL ADDRESSES USING THE VA OFFSETS IN THE|_ 550g
APPLICATION-SPECIFIC VAFMT), AND BEGIN EXECUTING THE
APPLICATION BINARY CODE

I

INTERCEPT RUNNING PROCESSES FOR THE

APPLICATION BINARY CODE — 2310
INTEREST FROM THE VAFMT WHEN EXECUTED — 2312

:

PROVIDE THE RECORDED VIRTUAL ADDRESSES OF D314
INTEREST TO A MALICIOUS CODE DETECTION ALGORITHM |
DETERMINE MALICIOUS CODE ACTIVITY BASED ON THE
RECORDED VIRTUAL ADDRESSES OF INTEREST — 2316

(REPEATED FOR MULTIPLE APPLICATION PROCESS
2318 |NSTANCES EXECUTED SIMULTANEOUSLY)
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FIG. 23
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