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(57) Abstract: An image producing device includes two vector processors for conducting geometry processing for expressing the 
respective images in parallel to produce graphic element lists, a graphic processor for conducting graphic processing on the basis of 
the graphic element lists, and an arbitrator. The graphic processor includes two buffers for storing graphic contexts corresponding 
to the graphic element lists together with identification information on the graphic contexts, and a unit for reading a specific graphic 
context from the buffers upon inputting the graphic element lists from the arbitrator to conduct the graphic processing. Each of the 
vector processors produces the graphic element lists having, as their contents, the identification information of the graphic context 
specified by the geometry processing assigned to each of the vector processors.
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DESCRIPTION

IMAGE PRODUCING DEVICE 

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to an image producing device 

utilized in computer graphics. 

Description of the Related Art

In the computer graphics, an object to be displayed is made into a 

model by an assembly of a plurality of polygons. The respective vertexes 

of the polygons are represented by the columns of coordinates (x, y, z, w). 

The respective vertexes are coordinates-converted in accordance with a 

visual point position and then subjected to through-vision conversion in 

accordance with distances. In other words, the conversions are 

conducted in such a manner that a position far from a certain visual 

point is viewed to be small. The above sequential processing is called 

"geometry processing". The vertex coordinates columns of each the 

polygon are obtained through the geometry processing. The vertex 

coordinates columns are transmitted to a graphic processing means as a 

display list (a graphic element list).

The graphic processing means draws a basic graphic in a frame 

memory in accordance with the display list. The drawing result is 

converted into an analog signal from a digital signal and then displayed 

on a display unit. Because the drawing result is updated every video 

rate, for example, every 1/60 seconds, a moving picture is displayed on a
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screen of the display unit. The above sequential graphic processing is

called "rendering processing".

In recent years, the semiconductor technology is remarkably 

progressive, and it is possible to realize that the frame memory and the 

graphic processing means are mounted on one LSI together. The 

graphic processing means includes a large number of circuits which are 

disposed in parallel with each other, and the parallel arrangement of the 

large number of circuits is compatible with the rendering processing 

where simple processing is frequently repeated. Also, if a memory is 

mounted in an unoccupied area, the band width of the frame memory 

can be widened. For that reason, the performance of the graphic 

processing means, in particular, a pixel driving speed can be 

significantly improved as compared with the conventional art. On the 

other hand, the performance of the corresponding geometry processing 

becomes relatively short. In other words, even if more polygons can be 

drawn in the frame memory, a process of calculating the vertex 

coordinates of the respective polygons is delayed.

In order to solve the above problem, it is effective to dispose 

geometry engines that execute the geometry processing in parallel with 

the graphic processing means. However, in drawing the graphic, 

because there are a large number of graphic contexts which are 

parameters to be predetermined, for example, a large number of clip 

regions, a large number of semi-transparent processing rates and so on, 

and parameters used in the individual geometry engines are different 

from each other, it is necessary to change over an input of the graphic 

processing means for each of the geometiy engines. However, if the 
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graphic contexts are changed over eveiy times, an overhead at an input 

stage of the drawing means is too large. In addition, the change-over of 

the graphic context disturbs the coherence (consistency) of a cash 

memory and remarkably deteriorates the hit rate of the cash.

SUMMARY OF THE INVENTION

The present invention has been made under the above 

circumstances, and therefore an object of the present invention is to 

provide an image producing device which is capable of eliminating the 

above problem.

In order to solve the above problem, according to the present 

invention, there is provided an image producing device comprising: a 

plurality of geometiy processing means for conducting geometry 

processing for expressing respective images in parallel to produce 

graphic element lists; graphic processing means for conducting graphic 

processing on the basis of the graphic element lists; and an arbitrator for 

arbitrating the graphic element lists produced by the plurality of 

geometry processing means to lead the graphic element lists to the 

graphic processing means; wherein the graphic processing means 

includes a buffer for storing graphic contexts corresponding to the 

graphic element lists together with identification information on the 

graphic contexts, and means for reading a specific graphic context from 

the buffer upon inputting the graphic element lists from the arbitrator to 

conduct the graphic processing; and wherein each of the plurality of 

geometiy processing means produces the graphic element list having, as 

its contents, the identification information of the graphic context 

specified by the geometry processing assigned to each of the geometry
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processing means.

In the present specification, the graphic context is directed to 

polygon definition information, that is, graphic region setting information 

and polygon formation, for example, in the case where a graphic is 

formed by polygons. The graphic region setting information is directed 

to the offset coordinates of the graphic region and the coordinates of a 

drawing clipping region for canceling the drawing in the case where the 

coordinates of the polygon exist in the exterior of the graphic region. 

The polygon information is normally made up of polygon attribute 

information and vertex information. The polygon attribute information 

is directed to information that designates a shading mode, an a 

-blending mode, a texture mapping mode and so on which have been 

well known. The vertex information is directed to information on vertex 

drawing in-region coordinates, vertex texture in-region coordinates, a 

vertex color and so on. The above information is data large in size, and 

therefore overhead is caused by frequently changing over the above 

information at a forestage of the rendering processing means. Under 

the above circumstances, in the present invention, the graphic context 

per se is held at the graphic processing means side, and the rendering 

processing means designates an appropriate graphic context on the 

basis of the identification information of the graphic context. The 

graphic processing means reads the designated graphic context and 

subjects the graphic context thus designated to the graphic processing. 

With the above operation, the overhead occurring when the geometry 

processing is conducted in parallel is reduced.

In a preferred embodiment, the graphic context of a kind different 
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in each of the plurality of geometry processing means is stored in the 

buffer. Also, each of the plurality of geometry processing means is so 

designed as to produce the graphic element list including information 

representative of the priority of graphics, and the arbitrator is so 

designed as to guide the graphic element list higher in priority to the 

graphic processing means when a plurality of graphic element lists 

compete with each other. In the case where the change-over of the 

graphic context is intended to be inhibited for only a certain time zone, 

the arbitrator is so designed as to block the graphic element list from 

another geometry processing means while a specific code is set in a 

specific field of the graphic element list sent from a certain geometry 

processing means in a time-series manner.

In the case where an image processing is more effectively 

conducted, at least one of the plurality of geometry processing means is 

comprised of a processor that conducts a formulaic geometry processing, 

and at least another geometry processing means is comprised of a 

processor that is tightly coupled with another processor so as to conduct 

an informulaic geometry processing in cooperation with the foregoing 

another processor.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects and advantages of this invention 

will become more fully apparent from the following detailed description 

taken with the accompanying drawings in which:

Fig. 1 is a diagram showing an internal structure of an 

entertainment device in accordance with an embodiment of the present 

invention;



WO 01/65491 PCT/JP01/01582
6

Fig. 2 is a conceptually explanatory diagram showing geometry

processing in accordance with this embodiment;

Fig. 3 is a diagram showing an example of an image produced 

through arithmetic processing conducted by a second VPU;

Fig. 4 is a diagram showing an example that an image produced 

asynchronously by a first VPU is superimposed on an image shown in 

Fig. 3 while a second VPU threads its way through a bus for a GS;

Fig. 5 is a diagram showing the structure of the GS and a 

connection state of its peripheral elements;

Fig. 6 is a diagram showing an example of how to designate 

graphic contexts in display lists; and

Fig. 7 is a diagram showing that a display list outputted from a 

first VPU precedes other display lists when the display lists are merged, 

at a time ta.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMETNS

Now, a description will be given in more detail of a preferred 

embodiment where an image producing device according to the present 

invention is applied to an entertainment device that produces a 

computer graphic image for entertainment with reference to the 

accompanying drawings.

An entertainment device according to this embodiment is so 

designed as to express a moving picture by polygons on a display unit 

and to output a sound corresponding to the motion of the picture from a 

speaker in accordance with program or data recorded on an 

interchangeable media such as a CD-ROM or a DVD-ROM.

Fig. 1 is a diagram showing an internal structure of the 
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entertainment device. The entertainment device 1 has two buses 

consisting of a main bus Bl and a sub-bus B2, and those buses Bl and 

B2 are connected to or disconnected from each other through a bus 

interface INT.

The main bus Bl is connected with a main CPU (central 

processing unit) 10 made up of a microprocessor, a first vector 

processing unit (VPU (vector processing unit) 0, hereinafter referred to as 

"first VPU") 20, and so on; a main memory 11 made up of a RAM 

(random access memory); a main DMAC (direct memory access 

controller) 12; an MPEG (moving picture experts group) decoder (MDEC) 

13; a second vector processing unit (VPU 1, hereinafter referred to as 

"second VPU") 21; and a GIF (graphical synthesizer interface) 30 that 

functions as an arbitrator of the first VPU 20 and the second VPU 21. 

In addition, the main bus Bl is connected with a graphic processing 

means (graphical synthesizer, hereinafter referred to as "GS") 31 through 

a GSIF 30. The GS 31 is connected with a CRTC (CRT controller) 33 

that produces a video output signal.

The main CPU 10 reads a start program from a ROM 17 on the 

sub-bus B2 through the bus interface INT and executes the start 

program to operate an operating system when the entertainment device 1 

starts. The main CPU 10 also controls a media drive 60 so as to read 

application program or data from a media 61, and allows the application 

program or the data to be stored in the main memory 11. In addition, 

the main CPU 10 conducts geometry processing on various data read 

from the media 61, for example, three-dimensional object data (the 

coordinates of the vertexes (representative points) of a polygon, etc.)
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made up of a plurality of basic graphics (polygons) in cooperation with

the first VPU 20 to produce a display list.

Within the main CPU 10 is disposed a high-speed memory which 

is called "SPR (scratch pad RAM)" for temporarily storing the results of 

the geometry processing conducted in cooperation with the first VPU 20.

The second VPU 21 conducts geometry processing while the first 

VPU 20 conducts the geometry processing, to produce a display list. 

The display lists produced by the first VPU 20 and the second VPU 21 

are transferred to the GS 31 through the GIF 30. The GS 31 conducts 

the rendering processing on the basis of the display lists. The GIF 30 

basically conducts arbitration so that the display lists produced by the 

first VPU 20 and the second VPU 21 do not collide with each other when 

those display lists are transferred to the GS 31. In this embodiment, a 

function of arranging those display lists in the order of the higher 

priority and transferring the more superior display lists to the GS 31 in 

order is added to the GIF 30. The information representative of the 

priority of the display lists is normally described in a tag region when the 

respective VPUs 20 and 21 produce the display lists. Alternatively, the 

priority of the display lists may be originally judged by the GIF 30.

The first VPU 20, the second VPU 21 and the GS 31 will be 

described in more detail later.

The main DMAC 12 conducts a DMA transfer control on the 

respective circuits connected to the main bus Β1, and conducts the DMA 

transfer control on the respective circuits connected to the sub-bus B2 

in accordance with a state of the bus interface INT.

The MDEC 13 operates in parallel with the main CPU 10 and
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expands data compressed through an MPEG (moving picture experts

group) system, a JPEG (joint photographic experts group) system or the

like.

On the other hand, the sub-bus B2 is connected with the 

sub-CPU 14 made up of a microprocessor and so on; a sub-memoiy 15 

made up of a RAM; a sub-DMAC 16; the ROM 17 in which program such 

as an operating system is stored; a sound processing unit (SPU) 40 that 

reads sound data stored in a sound memory 41 and outputs the sound 

data as an audio output; a communication control unit (ATM) 50 that 

conducts the transmit/receive of data through a public line or the like; 

the media drive 60 for installing the media 61 such as a CD-ROM or a 

DVD-ROM; and an input portion 70. The input portion 70 includes a 

connection terminal 71 for connecting an operating device 81, a 

connection terminal 72 for connecting a memory card MC, a video input 

circuit 73 for inputting image data from the external, and an audio input 

circuit 74 for inputting audio data from the external.

The sub-CPU 14 conducts various operations in accordance with 

the program stored in the ROM 17. The sub-DMAC 16 controls the 

DMA transfer and so on with respect to the respective circuits connected 

to the sub-bus B2 only in a state where the bus-interface INT 

disconnects the main bus Bl and the sub-bus B2.

Subsequently, a description will be given in more detail of the 

featured geometry processing in the entertainment device 1 structured 

as described above.

As described above, in this embodiment, the first VPU 20 and the

second VPU 21 operate at the same time, thereby being capable of
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conducting the geometry processing which can be adapted to high-speed

rendering processing.

The first VPU 20 includes a plurality of operational elements that 

arithmetically operate a real number of a floating point, and conducts 

floating pint arithmetic by those operational elements at the same time 

where the second VPU 21 operates. In this embodiment, the 

microprocessor in the main CPU 10 and the first VPU 20 are tightly 

coupled to each other, to thereby conduct arithmetic processing that 

requires fine operation by a polygon unit among the geometry processing 

in cooperation with each other. Then, the first VPU 20 produces a 

display list having polygon definition information such as a vertex 

coordinates column or shading mode information which is obtained 

through the above arithmetic processing as its contents.

The polygon definition information essentially consists of graphic 

region setting information and polygon information. The contents of the 

graphic region setting information and the polygon information are 

described above.

The second VPU 21 operates in the same manner as the first VPU 

20, that is, includes a plurality of operational elements that 

arithmetically operate a real number of a floating point and conducts 

floating point arithmetic by those operational elements, independently, 

while the first VPU 20 operates. Then, the second VPU 21 produces a 

display list having, as its contents, what can produce an image due to 

the operation of the operating device 81 and the operation of a matrix, 

for example, a relatively simple two-dimensional polygon definition 

information which can be produced through processing such as
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through-vision conversion with respect to an object having a simple

configuration such as a building or a vehicle, parallel light source

calculation, or two-dimensional curved surface generation.

Fig. 2 shows a process of producing display lists by the first VPU 

20 and the second VPU 21.

That is, a three-dimensional object (coordinates columns of X, Y 

and Z) identified by "DMA tag" is coordinate-converted by the respective 

VPUs 20 and 21, respectively, to thereby produce two-dimensional 

display lists identified by "DMA tag" and "GIF tag". Those display lists 

are merged and sent to the GIF 30.

Although the first VPU 20 and the second VPU 21 are identical in 

structure, they function as geometiy engines that take charge of the 

arithmetic processing which is different in contents, respectively.

Normally, the processing of the motion of a character or the like 

which requires complicated movement calculation (informulaic geometry 

processing) is assigned to the first VPU 20, and an object that requires a 

large number of polygons which are simple, for example, the processing 

of a background building or the like (formulaic geometry processing) is 

assigned to the second VPU 21.

Also, the first VPU 20 conducts a macro-arithmetic processing 

which synchronizes with a video rate, and the second VPU 21 is so set as 

to operate in synchronism with the GS 31. For that reason, the second 

VPU 21 includes a direct path which is connected directly to the GS 31. 

Conversely, the first VPU 20 is so designed as to readily conduct the 

programming of a complicated processing. This is a reason that the first 

VPU 20 is tightly coupled to the microprocessor of the main CPU 10.
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Fig. 3 shows an image produced through the arithmetic

processing made by the second VPU 21, and Fig. 4 shows that the

second VPU 21 superimposes images produced asynchronously by the

first VPU 20 while threading their ways through a bus for the GS 31.

The reason that a required task and process can be determined 

by those two VPUs 20 and 21 as in this embodiment is because the 

intended use of this device is specialized to entertainment multi-media. 

If it is a general-purpose device, there is a fear that the retreat of various 

registers or the disturbance of a floating point arithmetic pipeline occurs.

Subsequently, the GIF 30 and the GS 31 which are other features 

of the entertainment device 1 will be described in more detail.

The GIF 30 includes a function of transferring the display lists to 

the GS 31 in the order of the higher priority as described above.

The GS 31 includes a context selector 311, a pair of graphic 

context buffers 312 and 313, and a rendering processing mechanism 

(rendering logic, "RL") 314 as shown in Fig. 5. The RL 314 per se is well 

known.

The first graphic context buffer (GC0, hereinafter referred to as 

"first GO") 312 stores the individual graphic contexts which are plural 

pairs of parameter sets for the first VPU 20 together with their 

identification information, and the second graphic context buffer (GC1, 

hereinafter referred to as "second GC") 313 stores the individual graphic 

contexts which are plural pairs of parameter sets for the second VPU 21 

together with their identification information. Which graphic contexts 

should be held at the GC 312 or 313 side can be arbitrarily set in 

accordance with a purpose of the entertainment.



WO 01/65491 PCT/JP01/01582
13

The context selector 311 outputs an appropriate graphic context 

to the first GC 312 or the second GC 313 on the basis of a context ID 

(GC0/GC1) and the identification information which are announced from 

the GIF 30.

The RL 314 conducts the rendering processing with the use of the 

graphic context and the display list and draws a polygon in a frame 

buffer or memory 32. Because the frame memory 32 can be also 

employed as a texture memory, the frame memory 32 can be stuck on 

the drawn polygon with a pixel image on the frame memory as a texture.

As described above, since the GS 31 stores the graphic contexts 

in the first GC 312 and the second GC 313 therein in advance, the 

contents of the display lists are sufficient if which graphic contexts to be 

used are designated with the results that not only the length of the 

display list per se is shortened, but also the overhead at the input stage 

of the RL 314 can be remarkably reduced. For that reason, the overall 

image processing of from the geometry processing to the rendering 

processing is made high in efficiency and high in performance.

Also, since which graphic context stored in any one of the first GC 

312 and the second GC 313 to be used is arbitrarily selected by 

describing the context ID and the identification information in the 

display list, if how to identify the context which is used by the first VPU 

20 and the second VPU 21 is promised in advance, the different display 

lists from the respective VPUs 20 and 21 can be merged by the GIF 30 as 

shown in Fig. 5, which is very useful.

Although the overhead when the graphic context is changed over

is reduced as described above, there is a case in which the change-over
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of the graphic context is intended to be absolutely inhibited, for example,

as in a case where any one of the respective VPUs 20 and 21 uses the

common region of the frame memory 32 as a primary region.

For this case, a mode for absolutely inhibiting the change-over of 

the graphic context is provided in the GIF 30. Specifically, while a 

specific code (for example, a mark such as "EOP") is set in a specific field 

of the display list sent from one VPU in a time-series manner (for 

example, a region subsequent to a GIFtag in the display list shown in Fig. 

2), a display list from another VPU is blocked.

The above-described example will be described with a specific 

example.

Figs. 6 and 7 are diagrams showing examples of how to designate 

the graphic contexts in the display lists produced by the respective VPUs 

20 and 21, respectively. In the respective figures, the left side shows a 

display list outputted from the first VPU 20, the center shows a display 

list outputted from the second VPU 21 and the right side shows a display 

list merged by the GIF 30. The axis of ordinate represents a time.

Fig. 6 shows an example that designates the use of a parameter 

identified by "XBO" or the like among the graphic contexts of the context 

0 (ID indicating that the graphic context is stored in the first GC 312) in 

the first VPU 20, and the use of a parameter identified by "XCO" or the 

like among the graphic contexts of the context 1 (ID indicating that the 

graphic context is stored in the second GC 313) in the second VPU 21. 

The display lists are sequentially merged along the time-series, and as 

shown in the figure, it is readily identified that the display list is 

produced from any one of those first and second VPUs 20 and 21 by the
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GIFtag and the context ID. The "idol" represents a standby state.

Fig. 7 shows that a display list outputted from the first VPU 20 

precedes other display lists when the display list is merged by the GIF 30, 

at a certain time ta, by describing "EOP" in the region of GIFtag. During 

the above operation, the graphic context for the first VPU 20 is 

transferred to the RL 314 without being interrupted from the second VPU 

21.

As described above, in the entertainment device 1 according to 

this embodiment, since the first VPU 20 and the second VPU 21 which 

execute the geometry processing are disposed in parallel with the GS 31, 

the graphic contexts used in the respective VPUs 20 and 21 are provided 

at the GS side, and the contents of the display lists are only information 

for identifying the graphic context to be used, the high efficiency of the 

geometry processing and a reduction in the load occurring when the 

context at the input stage of the GS 31 is changed over can be performed 

at the same time.

This embodiment shows an example in which two VPUs 20 and 

21 are employed as the geometry engines. However, it is needless to say 

that the number of VPUs may be three or more, and another arithmetic 

processing means having a function equivalent to the VPU may be used. 

Also, the image producing device according to the present invention is 

not limited by or to the entertainment device 1, but can be applied to 

image producing mechanisms of the same type likewise. In other words, 

an image to be drawn may not always be a computer graphics image for 

the entertainment, and the image contexts are not also limited to or by 

those in this embodiment.
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As was apparent from the above description, the present

invention can provide the inherent advantages that the overhead at a

forestage of the rendering processing when the geometry processing is

conducted at the same time can be suppressed.

The foregoing description of the preferred embodiments of the 

invention has been presented for purposes of illustration and description. 

It is not intended to be exhaustive or to limit the invention to the precise 

form disclosed, and modifications and variations are possible in light of 

the above teachings or may be acquired from practice of the invention. 

The embodiments were chosen and described in order to explain the 

principles of the invention and its practical application to enable one 

skilled in the art to utilize the invention in various embodiments and 

with various modifications as are suited to the particular use 

contemplated. It is intended that the scope of the invention be defined 

by the claims appended hereto, and their equivalents.
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CLAIMS

1. An image producing device comprising:

a plurality of geometry processing means for conducting geometiy 

processing for expressing respective images in parallel to produce 

graphic element lists;

graphic processing means for conducting graphic processing on 

the basis of said graphic element lists; and

an arbitrator for arbitrating the graphic element lists produced by 

said plurality of geometry processing means to lead said graphic element 

lists to said graphic processing means;

wherein said graphic processing means includes a buffer for 

storing graphic contexts corresponding to said graphic element lists 

together with identification information on said graphic contexts, and 

means for reading a specific graphic context from said buffer upon 

inputting said graphic element lists from said arbitrator to conduct the 

graphic processing; and

wherein each of said plurality of geometiy processing means 

produces said graphic element list having, as its contents, the 

identification information of the graphic context specified by the 

geometry processing assigned to each of said geometry processing 

means.

2. The image producing device as claimed in claim 1, wherein the 

graphic context of a kind different in each of the plurality of geometiy 

processing means is stored in said buffer.
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3. The image producing device as claimed in claim 1,

wherein each of said plurality of geometry processing means 

produces said graphic element list including information representative 

of the priority of graphics; and

wherein said arbitrator guides the graphic element list higher in 

priority to said graphic processing means when a plurality of graphic 

element lists compete with each other.

4. The image producing device as claimed in claim 1, wherein said 

arbitrator blocks the graphic element list from another geometry 

processing means while a specific code is set in a specific field of the 

graphic element list sent from a certain geometry processing means in a 

time-series manner.

5. The image producing device as claimed in claim 1, wherein at 

least one of said plurality of geometry processing means comprises a 

processor that conducts a formulaic geometry processing, and at least 

another geometry processing means comprises a processor that is tightly 

coupled with another processor so as to conduct an informulaic 

geometry processing in cooperation with said another processor.

6. The image producing device as claimed in claim 1, wherein an 

image to be drawn comprises a computer graphic image for 

entertainment.
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GlFtag(EOP=O) ID=O GIF tag ID=0

XAO YAO ZAO GIF tag ID=1 XAO YAO ZAO

SAO TAO QAO XCO YCO ZCO SAO TAO QAO

XA1 YA1 ZA1 SCO TCO QCO XA1 YA1 ZA1

SA1 TA1 QA1 XC1 YC1 ZC1C SA1 TA1 QA1

SC1 TC1 Q1 1 ·1 ·

Xn Yn Zn
a

ta I
Xn Yn Zn

Sn Tn Qn
Sn Tn QnGIF tag ID=O
GIF tag ID=0

XBO YBO ZBO XBO YBO ZBO
SBO TBO QBO SBO TBO QBO
XB1 YB1 ZB1 XB1 YB1 ZB1
SB1 TB1 QB1 SB1 TB1 QB1

GIF tag ID=1
XCO YCO ZCO
SCO TCO QCO
XC1 YC1 ZC1C

SC1 TC1 Q1

\______________ /
OUTPUT FROM 
SECOND VPU

TIME \
OUTPUT FROM

FIRST VPU

FIG. 7


