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1. 

IMAGING SYSTEMAND METHOD 

TECHNICAL FIELD OF THE INVENTION 

The present invention relates generally to the field of elec 
tronic equipment and, more particularly, to an imaging sys 
tem and method. 

BACKGROUND OF THE INVENTION 

A variety of types of devices may be used to capture an 
image of an object Such as a scanner, a facsimile machine, and 
various types of reader devices for reading checks, bar codes, 
or other types of objects. These devices may use a combina 
tion of mirrors, lenses, and illumination Sources to illuminate 
and collect optical information for generating an image of an 
object. Alternatively, contact image sensors may be used to 
collect optical information for generating an image of the 
object. Generally, contact image sensors include an array of 
optical sensors disposed on a die Such as a chip, wafer, or 
printed circuit board. In operation, light emitting diodes or 
other types of illumination devices generate light which is 
captured by the sensors for generating in image of the object. 
When using contact image sensors to generate the image of 

the object, alignment of the die with an imaging area of the 
device becomes an important issue. For example, misalign 
ment of the die with the viewing area of the device may result 
in the production of a skewed image which may then require 
modification to align the image correctly to accommodate 
copying, printing or other uses. Additionally, to produce an 
imaging area to accommodate a variety of sizes of objects, 
multiple contact image sensor dies are often used to create the 
array of optical sensors. However, when using multiple dies, 
alignment of the dies and, correspondingly, alignment of the 
sensors relative to each other, is important. For example, 
misalignment of the dies and sensors may result in a broken 
image which may be especially prevalent in higher resolution 
image generation. 

SUMMARY OF THE INVENTION 

In accordance with one embodiment of the present inven 
tion, an imaging system comprises a plurality of optical sen 
sors adapted to capture an image of an object. The system also 
comprises a controller adapted to determine an actuation 
order for the optical sensors based on an alignment of the 
SSOS. 

In accordance with another embodiment of the present 
invention, an imaging method comprises determining an 
alignment of a plurality of sensors where the sensors are 
adapted to capture an image of an object. The method also 
comprises actuating the sensors based on the alignment. 

BRIEF DESCRIPTION OF THE DRAWINGS 

For a more complete understanding of the present inven 
tion and the advantages thereof, reference is now made to the 
following descriptions taken in connection with the accom 
panying drawings in which: 

FIG. 1 is a diagram illustrating an embodiment of an imag 
ing system in accordance with the present invention; 

FIG. 2 is a diagram illustrating an example sensor die 
alignment of a scanning device; 

FIG. 3 is a diagram illustrating a time-based sensor actua 
tion sequence for the sensor die alignment illustrated in FIG. 
2 using an embodiment of an imaging system in accordance 
with the present invention; 
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2 
FIG. 4 is a flow chart illustrating an embodiment of an 

imaging method in accordance with the present invention; 
and 

FIG.5 is a flow chart illustrating an embodiment of another 
imaging method in accordance with the present invention. 

DETAILED DESCRIPTION OF THE DRAWINGS 

The preferred embodiments of the present invention and 
the advantages thereof are best understood by referring to 
FIGS. 1-5 of the drawings, like numerals being used for like 
and corresponding parts of the various drawings. 

FIG. 1 is a diagram illustrating an embodiment of an imag 
ing system 10 in accordance with the present invention. 
Briefly, system 10 automatically determines and controls the 
actuation or triggering of optical sensors of an imaging device 
to compensate for sensor and/or sensor die misalignment. For 
example, according to one embodiment of the present inven 
tion, system 10 automatically determines the positions of the 
optical sensors relative to each other and automatically deter 
mines timing and order information for actuating each of the 
sensors, thereby reducing or Substantially eliminating imag 
ing abnormalities or defects caused by sensor and/or sensor 
die misalignment. 

In the embodiment illustrated in FIG. 1, system 10 com 
prises a processor 12 coupled to a memory 14. Embodiments 
of the present invention also encompass computer Software 
that may be stored in memory 14 and executed by processor 
12. In the illustrated embodiment, system 10 comprises a 
controller 20 stored in memory 14. Controller 20 may com 
prise Software, hardware, or a combination of hardware and 
software. In FIG. 1, controller 20 is illustrated as being stored 
in memory 14, where it can be executed by processor 12. 
However, controller 20 may be otherwise stored, even 
remotely, so as to be accessible by processor 12. 

In the embodiment illustrated in FIG. 1, system 10 also 
comprises a sensor system 30 for capturing an image of an 
object via an imaging device. Sensor System 30 may be incor 
porated into any type of imaging device that performs a scan 
ning and/or imaging capturing process such as, but not lim 
ited to, a document Scanner, a facsimile machine, or a copy 
machine. In this embodiment, sensor System 30 comprises at 
least one die 32 and at least one illuminator 34. Illuminator(s) 
34 may comprise any type of device for illuminating an object 
of which an image is to be captured such as, but not limited to, 
light emitting diodes or other types of light Sources. 

Die?s) 32 comprise(s) a chip, wafer, printed circuit board, 
or other type of device having optical sensors 36 for capturing 
an image of an object. For example, optical sensors 36 may 
comprise charge-coupled devices (CCDs), complementary 
metal-oxide semiconductor (CMOS) devices, or other types 
of sensors for capturing optical information. Additionally, in 
the embodiment illustrated in FIG. 1, optical sensors 36 may 
also comprise a non-volatile memory 38 adapted to store 
information Such as, but not limited to, order information, 
timing information, or other types of information associated 
with operating functions corresponding to obtaining or cap 
turing an image of an object. 
As illustrated in FIG. 1, memory 14 also comprises a data 

base 40 having information associated with obtaining an 
image of an object. For example, in the illustrated embodi 
ment, database 40 comprises die data 42, alignment data 44. 
and actuation order data 46. Die data 42 comprises informa 
tion associated with die(s) 32 of sensor system 30. For 
example, die data 42 may comprise information associated 
with a quantity of dies 32 within sensor system 30, positional 
information relating to dies 32 relative to each other, a quan 
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tity of optical sensors 36 disposed on each die 32, or other 
types of information associated with dies 32. Alignment data 
44 comprises information associated with the alignment or 
position of sensors 36 relative to each other and/or the align 
ment or position of dies 32 relative to each other. For example, 
as will be described in greater detail below, system 10 deter 
mines an alignment of sensors 36 relative to each other to 
actuate sensors 36 in a particular timing order to compensate 
for sensor 36 misalignment. Actuation order data 46 com 
prises information associated with the actuation timing and 
order of sensors 36. For example, in the embodiment illus 
trated in FIG. 1, actuation order data 46 comprises order data 
50 and timing data 52. Order data 50 comprises information 
associated with a particular order of sensor 36 actuation cor 
responding to alignment data 44. Timing data 52 comprises 
information associated with timing or time delay between 
sensor 36 actuation corresponding to alignment data 44. 

Briefly, in operation, controller 20 performs a calibration 
scan using sensor System 30 to determine positional informa 
tion of sensors 36 and/or dies 32 relative to each other so that 
sensors 36 may be actuated in a particular order and timing to 
compensate for misalignment between sensors 36 and/or dies 
32. For example, controller 20 performs a calibration scan 
using sensor System 30 to determine alignment data 44 cor 
responding to sensors 36 and/or dies 32. Alignment data 44 
may be acquired by performing a calibration scan of an object 
having predetermined or predefined distinct color demarca 
tions or other properties such that the positions of sensors 36 
and/or dies 32 may be determined. For example, alignment 
data 44 may be determined by Scanning multiple lines in a 
particular region of an object having distinct color transitions 
while triggering simultaneous exposure of all sensors 36 of 
die(s) 32, thereby generating an actuating pattern for sensors 
36. After obtaining alignment data 44, controller 20 may then 
determine actuation order data 46 for actuating sensors 36 in 
future Scanning operations to compensate for misalignment 
between sensors 36 and/or dies 32. However, it should also be 
understood that alignment data 44 corresponding to the posi 
tion of sensors 36 and/or dies 32 relative to each other may be 
otherwise determined. 

FIG. 2 is a diagram illustrating an example of die 32 align 
ment of a scanning device. In FIG. 2, two sensor dies 32 are 
illustrated; however, it should be understood that a greater or 
fewer quantity of sensor dies 32 may be configured within a 
particular scanning device. As illustrated in FIG. 2, dies 32 
comprise a sensor die 60 and a sensor die 62 each having a 
plurality of sensors 36 identified in FIG. 2 as a-p. In the 
embodiment illustrated in FIG. 2, only a single line of optical 
sensors 36 is illustrated for each of dies 60 and 62; however, 
it should be understood that additional lines of sensors 36 may 
be disposed on each sensor die 60 and/or 62. 
As illustrated in FIG. 2, dies 60 and 62 are misaligned 

relative to each other and relative to a set of axes identified 
generally at 70 and 72. Axes 70 and 72 may represent a 
scanning area of a scanning device or another reference frame 
from which the alignment of dies 60 and 62 and, correspond 
ingly, sensors 36 disposed on dies 60 and 62, may be evalu 
ated. As illustrated in FIG. 2, die 60 comprises a negative 
skew angle relative to axis 70 while sensor die 62 comprises 
a positive skew angle relative to axis 70. Additionally, as 
illustrated in FIG. 2, the positions of sensors 36 disposed on 
each of dies 60 and 62 vary relative to axis 72. 

FIG. 3 is a diagram illustrating a time-based actuation of 
sensors 36 of dies 60 and 62 in accordance with an embodi 
ment of system 10 of the present invention. In FIG. 3, sensor 
system 30 is illustrated as moving in a direction indicated 
generally at 80 relative to an object; however, it should be 
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4 
understood that the movement direction may be reversed or 
the object may move relative to sensor system 30. As 
described above, the orientation and location of dies 60 and 
62 and, correspondingly, sensors 36 of dies 60 and 62, may be 
determined by Scanning multiple lines in a region of an object 
having distinct color transitions while triggering simulta 
neous exposure of all sensors 36 of dies 60 and 62, thereby 
generating an actuating pattern for sensors 36 of dies 60 and 
62. For example, from the diagram illustrated in FIG. 2, it 
would be determined that for a given scan line, sensor 36 
identified as “p' of sensor die 62 is exposed first while sensor 
36 identified as “p' of sensor die 60 is exposed last. Accord 
ingly, sensor 36 identified as “a” of sensor die 60 is the first 
sensor 36 exposed on sensor die 60 and sensor 36 identified as 
“a” on sensor die 62 is the last sensor 36 exposed on sensor die 
62. Therefore, from the exposure information generated by 
the calibration scan, controller 20 determines a sensor 36 
actuation timing and order for the Scanning device and stores 
the actuation timing and order information as actuation order 
data 46. 

Additionally, for dies 32 having a generally linear pattern 
of sensors 36, controller 20 may determine the location of 
sensors 36 on a particular die 32 by determining a linear 
alignment of each line of sensors 36 for the particular die 32. 
For example, controller 20 may be used to determine a loca 
tion of at least two sensors 36 on a particular die 32 and 
interpolate a linear line segment extending through the cor 
responding two sensors 36 to determine an alignment of the 
remaining sensors 36 on the particular die 32. The selected 
sensors 36 for determining linear alignment are preferably 
located near each endofaparticular die32; however, it should 
be understood that other sensors 36 for a particular die32 may 
be used to determine the linear alignment of sensors 36 rela 
tive to each other for the particular die 32. 

For linear arrangements of sensors 36, it should also be 
noted that the exposure or actuation pattern is linear for the 
particular die 32 such that for any given sensor 36 on the 
particular die 32 that has finished actuating, the next sensor 36 
to actuate is immediately adjacent. As illustrated in FIGS. 2 
and 3, the exposure timing on sensor die 60 illustrates that 
sensor 36 identified as “p' of sensor die 60 finishes exposure 
one-third of an exposure cycle later than sensor 36 identified 
as 'a' on sensor die 60 to compensate for an approximate 
one-third sensor 36 location error. 
As described above, controller 20 may also automatically 

determine a quantity of dies 32 of system 30 and identify 
which sensors 36 reside on which dies 32. For example, die 
data 42 may comprise information associated with a quantity 
and position of dies 32 of system 30 and/or a quantity of 
sensors 36 residing on each die 32 such that controller 20 may 
access die data 42 to determine the quantity of dies 32 of 
system 30 and/or the quantity of sensors 36 residing on each 
die 32. Alternatively, controller 20 may also determine the 
quantity and location of dies 32 and sensors 36 by analyzing 
information obtained during a calibration scan. For example, 
as described above, sensors 36 are generally disposed on 
die(s) 32 in a linear arrangement. Thus, controller 20 may 
perform a calibration scan and determine linear patterns for 
sensors 36 of system 30. Controller 30 may then analyze the 
linear patterns to determine a quantity of dies 32 of system 30 
by associating each linear arrangement of sensors 36 to a 
particular die 32. Further, after associating linear patterns to 
corresponding dies 32, controller 20 may then identify which 
sensors 36 reside on which dies 32. However, it should be 
understood that other methods may also be used to determine 
a quantity of dies 32 and/or sensors 36 of system 30. 
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Thus, System 10 automatically determines the alignment of 
sensors 36 for a particular scanning device and automatically 
compensates for any sensor 36 misalignment in the scanning 
device by determining an actuation order for sensors 36 of the 
scanning device. System 10 may be used to control actuation 
of sensors 36 on a single die 32 or correlate actuating orders 
for sensors 36 disposed on a plurality of dies 32. Additionally, 
system 10 may be configured to store the actuation informa 
tion in database 40 or directly to memory 38 of sensors 36. For 
example, in one embodiment, system 10 may be configured 
Such that in response to each scanning request, controller 20 
retrieves actuation order data 46 and controls actuation of 
each of sensors 36 of sensor system 30 to compensate for 
detected misalignment. In another embodiment, system 10 
may be configured such that the actuation order and timing 
information is stored directly to memories 38 of sensors 36. 
For example, in this embodiment, controller 20 may transmit 
a scan initiation signal to each of optical sensors 36. The 
information stored in memory 38 may indicate to each sensor 
36 of a particular die 32 a timing pattern or time delay period 
for actuation in response to the receipt of the scan initiation 
signal Such that each sensor 36 for each die 32 of the scanning 
device triggers or actuates according to a predetermined order 
and timing pattern. 

FIG. 4 is a flowchart illustrating an embodiment of an 
imaging method in accordance with the present invention. 
The method begins at block 100, where controller 20 deter 
mines a quantity of sensor dies 32 for a particular scanning 
device. At block 102, controller 20 determines the coordi 
nates for the determined quantity of sensor dies 32 for the 
scanning device. For example, as described above, controller 
20 may access die data 42 to determine the quantity and/or 
positional information corresponding to dies 32 for the par 
ticular scanning device. At block 104, controller 20 initiates a 
calibration scan. 

At block 106, controller 20 determines a location of a 
portion of sensors 36 for a particular die 32. At block 108, 
controller 20 determines a location of another portion of 
sensors 36 for the selected die 32. For example, as described 
above, controller 20 may select two sensors 36 each located at 
an opposite end of a sensor 36 line of a particular die 32, 
controller 20 may select two or more groups of sensors 36 
disposed at different locations along a sensor 36 line of a 
particular die 32, or controller 20 may otherwise select at least 
two sensors 36 of a particular die 32 for generating a linear 
analysis of the particular sensor 36 line. At block 110, con 
trolleruses the information obtained in blocks 106 and 108 to 
determine the linear alignment of sensors 36 for the selected 
die32. At block112, controller 20 identifies the first sensor 36 
to actuate for a particular actuation order for the selected die 
32. At block 114, controller 20 determines an actuation order 
and timing pattern for the remaining sensors 36 for the par 
ticular die 32. 

At decisional block 116, a determination is made whether 
the scanning device comprises another die 32. If the scanning 
device comprises another die 32, the method returns to block 
106 and an actuation order and timing pattern is determined 
for another die 32. If the scanning device does not contain 
another die 32, the method proceeds to decisional block 118, 
where a determination is made whether the scanning device 
comprises multiple dies 32. If the scanning device comprises 
multiple dies 32, the method proceeds to block 120, where 
controller 20 correlates the actuation orders for each of the 
dies 32. If the Scanning device does not comprise multiple 
dies 32, the method proceeds from block 118 to decisional 
block 122, where a determination is made whether sensors 36 
comprise memory 38 for storing the actuation order and tim 
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6 
ing information. If sensors 36 comprise memory 38 for stor 
ing actuation information, the method proceeds to block 124. 
where controller 20 stores the actuation order and timing 
information to memories 38 of sensors 36. If sensors 36 do 
not comprise memory 38 for storing the actuation informa 
tion, the method proceeds to block 126, where controller 20 
stores the actuation order and timing information in memory 
14, e.g., database 40. 

FIG. 5 is a flowchart illustrating another embodiment of an 
imaging method in accordance with the present invention. 
The method begins at block 200, where system 10 receives a 
scanning request. At block 202, controller 20 determines a 
location of stored sensor 36 actuation order and timing infor 
mation. At decisional block 204, controller 20 determines 
whether the actuation order and timing information is stored 
at optical sensors 36. If the actuation order and timing infor 
mation is not stored at optical sensors 36, the method pro 
ceeds from block 204 to block 206, where controller 20 
retrieves actuation order data 46 from database 40. At block 
208, controller 20 initiates the requested scan. At block 210, 
controller 20 transmits actuation signals to optical sensors 36 
of each die 32 of the scanning device corresponding to actua 
tion order data 46. 

If controller 20 determines that the actuation order and 
timing information is stored at optical sensors 36 at block 
204, the method proceeds from block 204 to block 212, where 
controller 20 transmits a scan initiation signal to optical sen 
sors 36 of each of dies 32. At block 214, each of optical 
sensors 36 retrieves the actuation order antiming information 
from memories 38 such as order data 50 and/or timing data 52 
for determining when to actuate in response to the scan ini 
tiation signal. At block 216, optical sensors 36 actuate corre 
sponding to timing data 52 stored in memory 38 and the scan 
initiation signal. 

It should be understood that in the described methods, 
certain functions may be omitted, combined, or accomplished 
in a sequence different than that depicted in FIGS. 4 and 5. 
Also, it should be understood that the methods depicted may 
be altered to encompass any of the other features or aspects of 
the invention as described elsewhere in the specification. 

What is claimed is: 
1. An imaging System, comprising: 
a plurality of optical sensors to capture an image of an 

object; and 
a controller to determine an actuation order for the optical 

sensors based on an alignment of the sensors. 
2. The system of claim 1, wherein the controller actuates 

the sensors based on a position of the sensors relative to each 
other. 

3. The system of claim 1, wherein the controller determines 
a location of each of the sensors relative to each other. 

4. The system of claim 1, wherein at least two of the 
plurality of sensors reside on different dies. 

5. The system of claim 1, wherein the controller determines 
a linear alignment of the sensors from at least two of the 
SSOS. 

6. The system of claim 1, wherein the controller determines 
a time interval for actuating each of the sensors. 

7. The system of claim 1, wherein the controller stores data 
corresponding to the alignment of the sensors to a non-vola 
tile memory. 

8. The system of claim 1, wherein the controller stores data 
corresponding to the alignment of the sensors to the sensors. 
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9. The system of claim 1, wherein the imaging system is 
disposed on a device consisting of at least one of the follow 
ing: 

a Scanner, 
a facsimile machine; and 
a copy machine. 
10. The system of claim 1, wherein the controller initiates 

a calibration scan to determine the alignment of the sensors. 
11. A method for actuating image sensors based on align 

ment, comprising: 
determining by a controller an alignment of a plurality of 

sensors, the sensors adapted to capture an image of an 
object; and 

actuating the sensors with the controller based on the align 
ment. 

12. The method of claim 11, further comprising the con 
troller determining a linear alignment of the sensors. 

13. The method of claim 11, wherein determining the 
alignment comprises performing a calibration scan to deter 
mine the alignment of the sensors. 

14. The method of claim 11, further comprising the con 
troller determining whether at least two of the sensors reside 
on different dies. 

15. The method of claim 11, further comprising storing 
information associated with the alignment to a non-volatile 
memory. 

16. The method of claim 11, further comprising storing 
information associated with the alignment to the sensors. 

17. The method of claim 11, further comprising storing, to 
the sensors, information associated with an actuation 
sequence of the sensors based on the alignment. 
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18. The method of claim 11, wherein determining the 

alignment comprises determining a position of each of the 
sensors relative to each other. 

19. The method of claim 11, further comprising determin 
ing the controller a time interval for actuating each of the 
sensors based on the alignment. 

20. An imaging system, comprising: 
a plurality of means for optically capturing an image of an 

object; and 
means for actuating the plurality of image capturing means 

based on an alignment of the image capturing means. 
21. The system of claim 20, wherein the means for actuat 

ing comprises means for storing information associated with 
the alignment to a non-volatile memory. 

22. The system of claim 20, wherein the means for actuat 
ing comprises means for storing information associated with 
the alignment to the plurality of image capturing means. 

23. The system of claim 20, wherein the means for actuat 
ing comprises means for determining a linear alignment of 
the plurality of image capturing means. 

24. The system of claim 20, wherein the means for actuat 
ing comprises means for determining a time interval for actu 
ating the plurality of image capturing means. 

25. The system of claim 20, wherein the means for actuat 
ing comprises means for determining whether at least two of 
the plurality of image capturing means reside on different 
dies. 

26. The system of claim 20, wherein the means for actuat 
ing comprises means for determining a location of each of the 
plurality of image capturing means relative to each other. 
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