(57) Abrégé/Abstract:
A system and method of tracking an error condition detectable in a communication network is provided. The method includes generating first derived communication attributes from collected statistics from the communication network in a first time interval.
and retaining the first derived communication attributes. The method further includes generating second derived communication attributes from collected statistics from the communication network in a second time interval, comparing values for the first and the second derived communication attributes to generate a comparison result and utilizing the comparison result as a factor in determining a status of the error condition.
ABSTRACT

A system and method of tracking an error condition detectable in a communication network is provided. The method includes generating first derived communication attributes from collected statistics from the communication network in a first time interval and retaining the first derived communication attributes. The method further includes generating second derived communication attributes from collected statistics from the communication network in a second time interval, comparing values for the first and the second derived communication attributes to generate a comparison result and utilizing the comparison result as a factor in determining a status of the error condition.
TITLE: SYSTEM AND METHOD FOR COLLECTING STATISTICS FOR A
COMMUNICATION NETWORK

FIELD OF THE INVENTION

The invention relates generally to data communications, and more particularly to a
system and method for collecting statistics for a communication network.

BACKGROUND OF THE INVENTION

Communication networks comprise a plurality of nodes, or switches, which are
interconnected to form a web of nodes. Users communicate with other users in the network by
transmitting messages and data through the network. Data is routed or switched through a path
of connected nodes from the node associated with the sender to the node associated with the
recipient.

Each node may maintain a set of statistics relating to the network traffic passing
therethrough. Statistics include performance, usage or billing data collected from a
communication network. The statistics may be used for billing purposes, evaluation of network
performance at a node and fault diagnostics that may be present about a node. Typically,
statistics are tracked using software modules which accumulate statistics in counters or registers
internal to the nodes. The counters may be embodied in hardware or software using techniques
known in the art. Generally, to conserve resources, the counters maintain only recent data.
Further, the counters may be configured to be reset after a predetermined time period or interval.
Typical reset intervals are 15 minutes, 60 minutes and 24 hours. The counter occupies a portion
of memory on the node to store data from the previous interval while compiling data for the
current interval. At the end of the current interval, interval data is written over the memory
contents for the previous interval. The counter for the current interval is reset and then begins to accumulate data for the current interval. As such, statistics must be collected in every interval to retain timely statistics.

In prior art systems, there are statistics collection systems for a communication network which typically send statistics requests to the network using various protocols such as the known simple network management protocol (SNMP), file transfer protocol (FTP) or other protocols appropriate for the nodes. A statistics collection system typically communicates with the network using a statistics collection unit. The statistics collection unit is typically external to the network and is connected to the network using a dedicated network management functionality communication link.

The statistics collection unit typically sends collected statistics to a statistics aggregation unit for aggregation. It also sends indications of errors encountered when collecting statistics to the statistics aggregation unit. An operator at a network administrator node of the network can then use the indications of errors in the file created by the statistics aggregation unit to maintain the network. Some statistics collection systems of the prior art may use an error monitor to indicate errors in statistics collection. The error monitor may communicate with the network manager to raise an alarm if a certain number of errors are encountered. Even with the error monitor in place, it may not be able to track errors that indicate a problem with the integrity of the statistics collection system. These errors may include non-collection of statistics from nodes in the network.

There remains a need for a system and method for collecting statistics for a communication network which identifies integrity errors of the statistics collection system.
SUMMARY OF THE INVENTION

In a first aspect, a method of tracking an error condition detectable in a communication network is provided. The method includes generating first derived communication attributes from collected statistics from the communication network in a first time interval and retaining the first derived communication attributes. The method further includes generating second derived communication attributes from collected statistics from the communication network in a second time interval, comparing values for the first and the second derived communication attributes to generate a comparison result and utilizing the comparison result as a factor in determining a status of the error condition.

The method may also include initiating an alarm to the communication network when the status of the error condition indicates an error.

The comparison result may be determined utilizing the values for the first derived communication attributes, the values of the second derived communication attributes and a threshold value relating limits for deviations of the second derived communication attributes from the first derived communication attributes.

The comparison result may be determined utilizing a difference of the values of the second derived communication attributes from the values of the first derived communication attributes.

The comparison result may be determined utilizing a percentage change between the values for the second derived communication attributes from the values of the first derived communication attributes.
In a second aspect, an error monitor for tracking an error condition detectable in a communication network is provided. The error monitor includes a generation unit generating first derived communication attributes from collected statistics from the communication network in a first time interval and second derived communication attributes from collected statistics from the communication network in a second time interval. The error monitor further includes a storage device for storing the first derived communication attributes and a comparison module comparing values for the first and the second derived communication attributes to generate a comparison result. The comparison result is utilized as a factor in determining a status of the error condition.

In a third aspect, a method of tracking an error condition detectable in a communication network is provided. The method includes transmitting at least one statistic collected from the communication network in a time interval to an aggregation unit for inclusion in an aggregated statistics file for the time interval and determining existence of the aggregated statistics file for the time interval. The existence of the aggregated statistics file for the time interval is utilized as a factor in determining a status of the error condition.

In other aspects of the invention, various combinations and subsets of the above aspects are provided.

**BRIEF DESCRIPTION OF THE DRAWINGS**

The foregoing and other aspects of the invention will become more apparent from the following description of specific embodiments thereof and the accompanying drawings which illustrate, by way of example only, the principles of the invention. In the drawings, where like
elements feature like reference numerals (and wherein individual elements bear unique alphabetical suffixes):

Figure 1 is a block diagram of a communication network having a statistics collection system of the prior art;

Figure 2 is a block diagram of a node and its subcomponents in the communication network of Figure 1;

Figure 3 is a block diagram of a communication network with a statistics collection system of the embodiment;

Figure 4 is a table of integrity error types identified by the statistics collection system of Figure 3;

Figure 5 is a table of collection error types identified by the statistics collection system of Figure 3;

Figure 6 is an exemplary configuration file for an error monitor in the statistics collection system of Figure 3;

Figure 7 is an exemplary error log file created by the error monitor of the statistics collection system of Figure 3;

Figure 8 is a table illustrating an example of errors identified by the statistics collection system of Figure 3;

Figure 9 is a block diagram illustrating a configuration of the error monitor in the statistics collection system of Figure 3; and
Figure 10 is a block diagram illustrating another configuration of the error monitor in the statistics collection system of Figure 3.

**DETAILED DESCRIPTION OF AN EMBODIMENT**

The description which follows, and the embodiments described therein, are provided by way of illustration of an example, or examples, of particular embodiments of the principles of the present invention. These examples are provided for the purposes of explanation, and not limitation, of those principles and of the invention. In the description which follows, like parts are marked throughout the specification and the drawings with the same respective reference numerals.

Briefly, the statistics collection system of the embodiment identifies errors in the collection of statistics and communicates with the network manager to raise alarms of those errors. Errors identified include errors in the collection of statistics itself or errors indicating a problem with the integrity of the statistics collection system of the embodiment.

First, a description of a network employing a statistics collection system of the prior art is provided followed by a description of the network employing a statistics collection system of the embodiment. Following, an example is provided identifying and indicating errors in the collection of statistics by the statistics collection system of the embodiment. Finally, two exemplary configurations of the error monitor in the statistics collection system are provided.

Now referring to Figure 1, prior art data communication network 100 provides the capability for compiling statistics that are recorded by various nodes included within communication network 100. Communication network 100 comprises network cloud 102 which
includes a plurality of interconnected nodes, or switches, 104, 106 and 108. Statistics collection system 110 for network cloud 102 comprises statistics collection units 114, 116 and 118 and a statistics aggregation unit 120. Statistics collection units 114, 116 and 118 generate statistics files 128, 130 and 132, respectively. Statistics aggregation unit 120 generates aggregated statistics file 134.

It will be appreciated that network cloud 102 may be any packet switched network. For example, network cloud 102 may utilize asynchronous transfer mode (ATM) protocol for communication. In an ATM network, nodes 104, 106 and 108 may be ATM nodes or switches.

Nodes 104, 106 and 108 in network cloud 102 are grouped into segments, or subnets, 136, 138 and 140. First segment 136 includes nodes 104; second segment 138 includes nodes 106; and third segment 140 includes nodes 108.

End users 142, 144, 146 and 148 may be connected to network cloud 102 via routers 150 and 152, allowing data to be transmitted amongst end users 142, 144, 146 and 148 through nodes 104, 106 and 108 in network cloud 102. For example, a packet may be sent from end user 144 to end user 146 by sending it from end user 144 to router 150, to network cloud 102, to router 152 and finally to end user 146.

As is illustrated, each of node segments 136, 138 and 140 operably communicates with its associated statistics collection unit 114, 116 and 118. Statistics collection units 114, 116 and 118 may communicate with node segments 136, 138 and 140 via dedicated network management functionality communication links 154, 156 and 158. Each statistics collection unit 114, 116 and 118 is responsible for gathering the appropriate statistics within its associated node segment 136,
138 and 140 in one or more statistics files 128, 130 and 132. Statistics collection units 114, 116 and 118 typically use a general purpose computer with specialized network management software operating thereon which gathers and analyzes statistics from their segments 136, 138 and 140.

The following description refers to statistics collection unit 118, link 158, segment 140, and nodes 108 to illustrate aspects of the embodiment within a segment of network cloud 102. It will be appreciated that the same general description will apply to statistics collection unit 114, link 154, segment 136, and nodes 104 and statistics collection unit 116, link 156, segment 138, and nodes 106.

Referring to Figure 2, each node 108 in segment 140 may include a number of subcomponents. The hierarchical structure of each node 108 may include a number of cards 200a, 200b, ... 200n, where the cards 200 may process communications utilizing a number of devices 202a, 202b, ..., 202n, and where the devices 202 may each support a number of connections, 204a, 204b, ... 204n. A card 200 is a physical entity having a number of devices 202. A device (or port) 202 is a physical or logical entity that groups connections 204. Connections 204 carry user data and are dynamically made between devices 202 by the controlling software on node 108. There may be many connections 204 per device 202.

As described earlier, traffic transmitted through network cloud 102 may be monitored using counters which store a set of statistics relating to traffic flow through the nodes and possibly other characteristics of the node. As such, each of the objects (node 108, card 200, device 202, connection 204) may include specific counters 220 for collecting statistics for that particular object. Statistics requests from statistics collection unit 118 may be targeted at a
particular counter 220 within a particular object within each associated node 108 of each request. Counters 220 may be embodied in hardware, software or other means known in the art. Typically, counters 220 are reset after a predetermined time interval regardless as to whether or not their data has been collected. If data from counters 220 are not collected in each interval, some data will be lost and the overall statistics collection process will produce incomplete or inaccurate results.

Referring to Figure 1, statistics collection units 114, 116 and 118 are provided with information by a statistics management unit (not shown) concerning the objects required to determine the protocol, frequency of polling and other parameters needed for the requests. When statistics collection unit 118 receives this information, statistics collection unit 118 will form and send statistics requests to nodes 108 in node segment 140. Each individual request from statistics collection unit 118 is associated with, i.e. addressed to, a node 108 in segment 140 from which it requests statistics. It will be appreciated that statistics requests sent to the various nodes in network cloud 102 may be sent using SNMP or other polling protocols. It will be appreciated that statistics collection unit 118 may use appropriate software and/or hardware modules for processing requests to nodes 108 in its segment 140. As described previously, statistics collection unit 118 typically uses a general purpose computer with specialized network management software operating thereon. However, other embodiments of a statistics collection unit 118 may have hardware embodied in customized circuitry, an ASIC, a microcontroller, and other electronics. The software may be embodied in one or more computer programs executing on one or many elements in the hardware.
Statistics are sent from nodes 108 to statistics collection unit 118 in response to scheduled polling and event driven collection. In scheduled polling, the statistics collection unit 118 periodically sends requests to nodes 108 to respond with requested data. The requests may be sent at regular or irregular intervals. In event driven collection, requests are not sent by statistics collection unit 118. In event driven collection, statistics collection unit 118 initially enables the node 108 for collection then the node 108 periodically spools the data automatically to statistics collection unit 118.

When nodes 108 respond to the outstanding sent statistics requests, the responses are received by statistics collection unit 118 and stored in one or more statistics files 132. Statistics collection unit 118 may store the responses in a separate statistics file 132 for each protocol on which statistics were requested. Statistic collection unit 118 sends the information contained in all of its statistics files 132 to statistics aggregation unit 120 in each interval. Statistics aggregation unit 120 compiles this information in an aggregated statistics file 134 for all protocols in an interval for the purposes of billing, evaluation of network performance at a node and fault diagnostics. One aggregated statistics file 134 is created for each interval. Statistics file 132 may be stored in non-volatile memory systems such as a hard drive or electrically erasable PROMs. Alternatively, but not preferably, statistics file 132 may be stored in a volatile memory device, such as RAM.

Hardware and software failures, link failures, maintenance actions and other events may prevent a statistics collection unit 114, 116 and 118 from collecting a statistic in an interval. For example, a node 104, 106 and 108 may not respond to a statistics request from its statistics collection unit 114, 116 and 118 if its communication link 154, 156 or 158 is down or if the node...
104, 106 and 108 is down or is too busy to respond to the request. Since statistics are
overwritten by nodes 104, 106 and 108 in each interval, if statistics are not collected, statistics
collection units 114, 116 and 118 may collect incomplete information. To identify when a
statistic was not collected for an interval, a statistics collection unit 114, 116 and 118 identifies
statistics requests in its associated statistics file 128, 130 and 132 for which it did not receive a
response. Statistics collection units 114, 116 and 118 also record in statistics files 128, 130 and
132 the type of error which caused the lack of response to the statistics request. This information
in statistics files 128, 130 and 132 is sent to aggregated statistics file 134 along with the statistics
gathered from successful statistics requests. An operator can then identify errors resulting in
incomplete statistical information from aggregated statistics file 134. This information can in
turn be used to maintain nodes 104, 106 and 108 in network cloud 102. However, often the
aggregated statistics file 134 is not regularly checked for network faults resulting in incomplete
statistics gathering. One consequence of prolonged faults leading to loss of statistics is loss of
revenue because the fault prevented the gathering of billing information.

The statistics collection system of the embodiment provides an error monitor to indicate
faults in a timely manner. The error monitor reviews the aggregated statistics file 134 and
reports on faults in collecting statistics and on faults that indicate an integrity problem with the
statistics collection system.

Referring to Figure 3, a statistics collection system 300 of the embodiment for network
cloud 102 is illustrated. Statistics collection system 300 comprises statistics collection units 314,
316 and 318, statistics aggregation unit 320, aggregated statistics file 334, error monitor 302 and
error log file 308. Error monitor 302 has configuration file 304 for configuring error monitor
302 and memory 306 to assist in tracking integrity errors in statistics collection system 300. Error monitor 302 communicates with error log file 308, indicated by arrow 344 to record statistics collection errors. Error monitor 300 also communicates with fault handler 322 of network manager 310 to indicate statistics collection errors to the operator.

Statistics collection units 314, 316 and 318, statistics aggregation unit 320 and aggregated statistics file 334 are the same as statistics collection units 114, 116 and 118, statistics aggregation unit 320 and aggregated statistics file 134 above and function as is described in relation to statistics collection system 110, statistics collection units 314, 316 and 318 generating one or more statistics files 128, 130 and 132 for aggregation by statistics aggregation unit 320 into aggregated statistics file 334. Although three statistics collection units 314, 316 and 318 are shown in the illustrated statistics collection system 300, it will be appreciated that there may be more or less in another statistics collection system 300. The statistics collection system 300 of the embodiment supports up to 20 statistics collection units reporting to a statistics aggregation unit 320.

Error monitor 302 is provided with a configuration file 304. Configuration file 304 contains data used by error monitor 302 to indicate which types of errors to monitor in aggregated statistics file 334 and when to report to the operator that such errors have occurred. These types of errors fall into two categories: integrity error types and collection error types.

Integrity error types indicate errors affecting a large portion of network cloud 102, such as a recent increase in the percentage of errors, or those that may indicate a problem with the statistics collection system, such as collecting fewer statistics than the previous interval. Some integrity errors compare derived communication attributes from errors detected in a previous
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interval with derived communication attributes from errors detected in the current interval to
determine if an integrity error has occurred. Referring to Figure 4, table 400 of integrity error
types is provided. Row 402 of table 400 describes the “Error Percentage Difference” error type. This error type tracks recent increases in the percentage of errors detected when collecting

statistics. Error monitor 302 detects this error type by storing the derived communication attribute indicating the percentage of errors in the previous interval. It then calculates the derived communication attribute indicating the percentage of errors in the current interval and subtracts the percentage of errors in the last interval from the percentage of errors in the current interval.

Row 404 of table 400 describes the “Aggregated File Size Difference” error type. This error type tracks situations where fewer statistics are gathered for an interval than the previous interval of the same duration. This may occur, for example, when the operator unintentionally disables statistics collection for a certain portion of network cloud 102. Error monitor 302 detects this error type also by storing the derived communication attribute indicating the number of statistics records in aggregated statistics file 334 from the previous interval of the same duration as the current interval. It then calculates the derived communication attribute indicating the number of statistics records in the aggregated statistics file 334 from the current interval and compares it with the derived communication attribute stored.

A third integrity error, the “Missing Aggregated Statistics File” is described in row 406 of table 400. Error monitor 302 detects this error when aggregated statistics file 334 has not been created for an interval.
Accordingly, analysis of the derived communication attributes and the statistics records may provide an operator with information indicating a source of a problem in the network. For example, if the operator mistakenly configures the statistics collection system 300 to not collect statistics from a particular node, then in comparing sequential derived communication attributes, the embodiment can report and analyze the potential source of the problem, including prompting the operator to determine whether the statistics collection for that node should be re-engaged. Other reports may be used to indicate a problem in network cloud 102.

It will be appreciated that other integrity error types for detecting integrity errors in a statistics collection system 300 of the embodiment may be provided.

Referring to Figure 5, table 500 of collection error types is provided. Row 502 describes the “Object Down” error type. An “Object Down” error type occurs when the object in network cloud 102, i.e. node, card, device or connection, does not respond to the statistics request and is presumed to be unavailable. The statistics collection unit 314, 316 and 318 detects this error type and indicates it in its associated statistics file 328, 330 and 332 with the failed statistics request. This information is passed along to aggregated statistics file 334 by statistics aggregation unit 320. Row 504 describes “Communication Error” error type. This error type occurs when a communication error occurs in retrieving statistics from an object. The occurrence of this error is similarly recorded in the appropriate statistics file 328, 330 and 332 and passed along to aggregated statistics file 334. It will be appreciated that other collection error types for detecting collection errors by a statistics collection system 300 of the embodiment may be provided.
Referring to Figure 6, an exemplary configuration file 304 is illustrated. Configuration file has two sections 602 and 604. Section 602 lists integrity errors, such as those described for Figure 4, to be monitored by error monitor 302. Section 604 lists collection errors, such as those described for Figure 5, to be monitored by error monitor 302.

Each integrity error and collection error is associated with a threshold value, indicated in columns 606 and 608 respectively. Error monitor 302 uses the threshold value to determine if an alarm should be raised for this error type. For example, for “Error Percentage Difference” error type, column 606 of row 620 indicates that if the error percentage for the current interval increases by 25% (calculated by subtracting the current percentage from that of the previous interval), error monitor 302 will communicate with network manager 310 to raise an alarm, described later. For “Object Down” error type, column 608 of row 622 indicates that if more than “12” errors of this type occur in an interval, error monitor 302 will communicate with network manager 310 to raise an alarm, described later. Error monitor 302 does not search in aggregated statistics file for error types with a threshold value of “0”. The threshold values in configuration file 304 are user configurable.

Also, each integrity error and collection error is associated with a priority value, indicated in columns 610 and 612 respectively. This priority is used by network manager 310 when alarms are raised, described later. The priority values in configuration file 304 are user configurable.

Referring again to Figure 3, after statistics aggregation unit 320 aggregates statistics into aggregated statistics file 334, error monitor 302 reviews the contents of aggregated statistics file 334, indicated by arrow 342, searching for types of errors as indicated in configuration file 304.
If aggregated statistics file 334 for an interval does not exist and an entry in configuration file 304 indicates that the presence of aggregated statistics file 334 should be monitored, error monitor 302 communicates with network manager 310 to raise an alarm for this error indicating the error condition. This error condition is indicated in error log file 308 using the entry for “Aggregated File Size Difference” error type, the file size effectively being zero for the interval.

It will be appreciated that other methods of indicating this error condition may be used including having a separate entry in error log file 308 to indicate the error condition.

If aggregated statistics file 334 for an interval exists, error monitor 302 calculates the count for each type of error monitored and the total number of errors of all types, including types not monitored by error monitor 302. Error monitor 302 calculates derived communication attributes such as the total number of statistics records in aggregated statistics file 334 and the percentage of errors for this interval from the total number of errors and the total number of statistics records in aggregated statistics file 334.

Some types of errors, such as “Error Percentage Difference” and “Aggregated File Size Difference”, monitored by error monitor 302 are detected by comparing current derived communication attributes with derived communication attributes gathered from a previous interval. Derived communication attributes required for these comparisons are stored by error monitor 302 in memory 306. In this embodiment, error monitor 302 stores the error percentage from the last interval and the total number of statistics recorded in aggregated statistics file 334 from the last interval for each interval type in memory 306. For example, if statistics collection system 300 uses intervals of 15 minutes, 60 minutes and 24 hours, three values for total number of statistics is stored in memory 306, one for each of these intervals. It will be appreciated that
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memory 306 may store other derived communication attributes than those listed above which may be used by error monitor 302 to detect other types of integrity errors. It will also be appreciated that error monitor 302 may store derived communication attributes in non-volatile memory systems such as a hard drive or electrically erasable PROMs.

Error monitor 302 retrieves derived communication attributes from a previous interval from memory 306 and compares it to the information from the current interval for these errors as described above. After this comparison, error monitor updates the derived communication attributes in historical file 306 with derived communication attributes from the current interval. For example, the error percentage from the previous interval is updated with that of the current interval. Also, the total number of statistics recorded in aggregated statistics file 334 for the last interval with the same duration as the current interval is updated with the total number of statistics recorded in aggregated statistics file 334 of the current interval.

Error monitor 302 summarizes the errors detected and writes a summary record to error log file 308, indicated by arrow 344. Referring to Figure 7, aspects of an exemplary error log file 308 is illustrated. Error log file 308 records the total number of errors detected in aggregated statistics file 334 (column 720) and the total number of statistics in the file (column 722). Error log file 308 also records the number of individual errors of each collection error type if the number is above the threshold indicated by configuration file 304 (columns 724 to 734). If the number of errors of a type is above this threshold, an error condition exists. As mentioned previously, error monitor 302 communicates with network manager 310 to raise an alarm if an error condition exists. If the number of an error type in an interval does not exceed its threshold, error log file 308 records a "0" value for the number of errors of this type and no error condition
of this type exists. The number of errors of an error type which is below the threshold is counted in the total errors recorded in column 720.

Error log file 308 also records the status of the error conditions for the "Error Percentage Difference" and the "Aggregated File Size Difference" using a boolean value. An error of this type encountered in an interval is indicated by the value "1" in the appropriate column 736 or 738. As mentioned previously, error monitor 302 communicates with network manager 310 to raise an alarm if it encounters such an error. The value "0" in the appropriate column 736 or 738 indicates that this error was not encountered in the interval. Error log file 308 reveals the integrity and collection error conditions that have caused alarms in the interval, indicated by the non-zero entries for the summary record for an interval.

Referring again to Figure 3, if error monitor 302 identifies that an error type should be reported to the operator because it has exceeded the threshold in configuration file 304 (columns 606 and 608 of Figure 6), it sends a message of the fault to fault handler 322 of network manager 310, indicated by arrow 346. This message includes the priority of the error type as indicated in configuration file 304 (columns 610 and 612 in Figure 6). Fault handler 322 raises alarms 340 of detected errors to a terminal (not shown). Fault handler 322 may use the priority of the fault indicated in the message to prioritize alarms 340. Alarms 340 are visible to the operator at the terminal.

Referring to Figure 8, table 800 illustrates an example of errors identified by statistics collection system 300. In this example, the collection error types and integrity error types are those monitored by the exemplary configuration file 304 shown in Figure 6 and error monitor
302 produces exemplary error log file 308 shown in Figure 7. Aggregated statistics file 334 is present for all intervals in the example.

Column 802 of table 800 indicates the interval in which errors were identified. Columns 804 to 812 indicate the number of collection error types encountered in an interval. Columns 814 and 816 indicate the total number of errors and the total number of statistics in an interval, respectively. Column 818 indicates the error percentage for the current interval, as calculated by error monitor 302, based on the values of columns 814 and 816.

In the example of Figure 8, two interval lengths are used, 15 minutes and 60 minutes. Statistics collection units 314, 316 and 318 gather statistics every 15 minutes, every fourth time gathering statistics for the 60 minute interval. Therefore, in the example, intervals 1, 2 and 3 are 15 minute intervals, as are intervals 5, 6 and 7. Intervals 4 and 8 are 60 minute intervals in which statistics collection units 314, 316 and 318 gather hourly data from the objects.

Entries in row 820 track the errors encountered in the first interval. In interval 1, aggregated statistics file 334 indicates 5 errors of "No Time" error type (row 820, column 804) and 5 errors of "Timeout" error type (row 820, column 812) were detected. The total number of errors is 10 (row 820, column 814). There are 102 statistics records in aggregated statistics file 334 (row 820, column 816). The error percentage for this interval is 9.8% (row 820, column 818).

Error monitor 302 reviews aggregated statistics file 334 with reference to configuration file 304. Since the threshold of "Timeout" error type is 20 but only 5 were detected, error monitor 302 will not raise an alarm for this error type and will record a "0" in error log file 308.
(row 742, column 734 in Figure 7). This error type is counted in the total errors, indicated in row 742, column 720 of Figure 7 where "10" total errors are reported. The number of "No Time" errors is over the threshold of 1 indicating an error conditions for this error type. Accordingly error monitor 302 communicates with network manager 310 to raise an alarm and records the number of errors of this type in error log file 308 (row 742, column 726 of Figure 7). Since this is the first interval, no comparisons are made with previous intervals for error percentage or number of statistics gathered. Error monitor 302 stores the derived communication attributes such as the total number of statistics (row 820, column 816) and the error percentage (row 820, column 818) in memory 306.

Row 822 illustrates the errors encountered in the second interval. In interval 2, aggregated statistics file 334 indicates 15 "Object Down" errors (row 822, column 806), 15 "Communication Error" errors (row 822, column 808) and 5 "Timeout" errors (row 822, column 812) were encountered. The total number of errors is 40 (row 822, column 814). There are 100 statistics records in aggregated statistics file 334 (row 822, column 816). The error percentage for this interval is 40% (row 822, column 818).

The number of "Object Down" and "Communication Error" errors are above their thresholds indicating an error condition for both of these error types. Accordingly, error monitor 302 communicates with network manager 310 to raise an alarm and inserts the number of errors of this type in error log file 308 (row 744, columns 728 and 730, respectively, of Figure 7).

Error monitor 302 reads the previous derived communication attributes such as the total number of statistics (102) and error percentage (9.8%) from memory 306 and compares these to the current interval. Error monitor 302 determines that the total number of statistics gathered has
decreased from 102 to 100 from the current and historical data. Error monitor 302 communicates with network manager 310 to raise an alarm of this error type and inserts the value “1” in error log file 308 (row 744, column 738 of Figure 7) to indicate an error condition for this error type. Error monitor 302 also detects that the error percentage has increased by more than the threshold value of 25% indicated by configuration file 304 (error monitor 302 calculates the percentage difference by subtracting the current error percentage, 40%, from the previous error percentage, 9.8%). Error monitor 302 communicates with network manager 310 to raise an alarm of this error type and inserts the value “1” in error log file 308 (row 744, column 736 of Figure 7) to indicate an error condition for this error type. Error monitor 302 again stores the derived communication attributes such as the total number of statistics (row 822, column 816) and the error percentage (row 822, column 818) in memory 306.

Error monitor 302 continues this process for intervals 3 and 4, indicted by rows 824 and 826 of table 800. In interval 5 (row 828 of table 800), aggregated statistics file 334 indicates 13 “Object Down” errors (row 828, column 806), 3 “Communication Error” errors (row 828, column 808) and 21 “Timeout” errors (row 828, column 812) were encountered. The total number of errors is 37 (row 828, column 814). There are 100 statistics records in aggregated statistics file 334 (row 828, column 816). The error percentage for this interval is 37% (row 828, column 818).

Error monitor 302 records error type numbers in error log file 308 and raises alarms of error conditions as described previously. Error monitor 302 reads the derived communication attributes indicating the previous total number of statistics from the interval as the same duration as the current interval, 15 minutes, from memory 306. Therefore, error monitor reads the value
"100" from the third interval. It also reads the derived communication attributes indicating the error percentage from the previous interval (10%). It compares these values to those from the current interval. Error monitor 302 detects that the total number of statistics gathered is the same as interval 3. Error monitor 302 inserts the value zero (0) in error log file 308 (row 750, column 738 of Figure 7). Error monitor 302 detects that the error percentage has increased by more than the threshold value of 25%. Error monitor 302 communicates with network manager 310 to raise an alarm of this error type and inserts the value "1" in error log file 308 (row 750, column 736 of Figure 7) to indicate this error was encountered. Error monitor 302 again stores the derived communication attributes such as the total number of statistics and the error percentage in memory 306.

Error monitor 302 continues this process for intervals 6 and 7, indicated by rows 830 and 832 of table 800. For interval 8, indicated by row 834 of table 800, error monitor compares the total number of statistics (row 834, column 816) with that of the previous 60 minute interval, interval 4. Error monitor again raises alarms and inserts appropriate values in error log file 308 as described previously.

The software that comprises error monitor 302 as shown in Figure 3 may reside on the same workstation as that of the software comprising statistics aggregation unit 320. This configuration for error monitor 302 is illustrated in Figure 9 where error monitor 302 and statistics aggregation unit 320 are illustrated within workstation 900. Alternatively, the software that comprises error monitor 302 as shown in Figure 3 may reside on a workstation separate from that of the software comprising statistics aggregation unit 320. This configuration is illustrated in Figure 10 where error monitor 302 is illustrated within workstation 1000 and statistics
aggregation unit 320 is illustrated within workstation 1002. It will be appreciated that there may be other configurations for error monitor 302.

It is noted that those skilled in the art will appreciate that various modifications of detail may be made to the embodiments described herein, which would come within the spirit and scope of the invention as defined in the following claims.
WE CLAIM

1. A method of tracking an error condition detectable in a communication network, said method comprising:
   generating first derived communication attributes from collected statistics from said communication network in a first time interval;
   retaining said first derived communication attributes;
   generating second derived communication attributes from collected statistics from said communication network in a second time interval;
   comparing values for said first and said second derived communication attributes to generate a comparison result; and
   utilizing said comparison result as a factor in determining a status of said error condition.

2. A method of tracking an error condition detectable in a communication network, as claimed in claim 1, said method further comprising initiating an alarm to said communication network when said status of said error condition indicates an error.

3. A method of tracking an error condition detectable in a communication network, as claimed in claim 2, wherein said comparison result is determined utilizing said values for said first derived communication attributes, said values of said second derived communication attributes and a threshold value relating limits for deviations of said second derived communication attributes from said first derived communication attributes.

4. A method of tracking an error condition detectable in a communication network, as claimed in claim 2, wherein said comparison result is determined utilizing a difference of said
values of said second derived communication attributes from said values of said first derived communication attributes.

5. A method of tracking an error condition detectable in a communication network, as claimed in claim 2, wherein said comparison result is determined utilizing a percentage change between said values for said second derived communication attributes from said values of said first derived communication attributes.

6. An error monitor for tracking an error condition detectable in a communication network, said error monitor comprising:

   a generation unit generating first derived communication attributes from collected statistics from said communication network in a first time interval and second derived communication attributes from collected statistics from said communication network in a second time interval;

   a storage device for storing said first derived communication attributes;

   a comparison module comparing values for said first and said second derived communication attributes to generate a comparison result;

   wherein said comparison result utilized as a factor in determining a status of said error condition.

7. An error monitor for tracking an error condition detectable in a communication network, as claimed in claim 6, wherein said error monitor communicates with a fault manager to initiate an alarm to said communication network when said status of said error condition indicates an error.
8. An error monitor for tracking an error condition detectable in a communication network, as claimed in claim 7, wherein said comparison result is determined utilizing said values for said first derived communication attributes, said values of said second derived communication attributes and a threshold value relating limits for deviations of said second derived communication attributes from said first derived communication attributes.

9. An error monitor for tracking an error condition detectable in a communication network, as claimed in claim 7, wherein said comparison result is determined utilizing a difference of said second derived communication attributes from said values of said first derived communication attributes.

10. An error monitor for tracking an error condition detectable in a communication network, as claimed in claim 7, wherein said comparison result is determined utilizing a percentage change between said values for said second derived communication attributes from said values of said first derived communication attributes.

11. A method of tracking an error condition detectable in a communication network, said method comprising:

   transmitting at least one statistic collected from said communication network in a time interval to an aggregation unit for inclusion in an aggregated statistics file for said time interval; and

   determining existence of said aggregated statistics file for said time interval;

   wherein said existence of said aggregated statistics file for said time interval is utilized as a factor in determining a status of said error condition.
12. A method of tracking an error condition detectable in a communication network, as claimed in claim 11, said method further comprising initiating an alarm to said communication network when said status of said error condition indicates an error.

13. A method of tracking an error condition detectable in a communication network, as claimed in claim 11, wherein when said aggregated statistics file for said time interval does not exist, said status of said error condition in said time interval is set to indicate an error.
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Figure 2
<table>
<thead>
<tr>
<th>Error Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>402 Error Percentage Difference</td>
<td>If the percentage difference between the number of errors detected in the current interval and the number of errors detected in the previous interval is more than the threshold, a fault is generated.</td>
</tr>
<tr>
<td>404 Aggregated File Size Difference</td>
<td>If the number of statistics records in the aggregated statistics file for the current interval is less than the number of statistics records in the aggregated statistics file for the previous interval of the same duration, a fault is generated.</td>
</tr>
<tr>
<td>406 Missing Aggregated Statistics File</td>
<td>If the aggregated statistics file has not been created for an interval, a fault is generated.</td>
</tr>
</tbody>
</table>

**Figure 4**
<table>
<thead>
<tr>
<th>Error Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Time</td>
<td>Not enough time to collect data in the current interval.</td>
</tr>
<tr>
<td>Object Down</td>
<td>The object was down, no data was collected.</td>
</tr>
<tr>
<td>Communication Error</td>
<td>Communication error while retrieving data from the object.</td>
</tr>
<tr>
<td>New Object</td>
<td>New object for the current interval, no data was collected.</td>
</tr>
<tr>
<td>Out of Memory</td>
<td>Insufficient memory</td>
</tr>
<tr>
<td>Cannot Open Socket</td>
<td>Unable to open a socket to the object.</td>
</tr>
<tr>
<td>Too Many Retries</td>
<td>Too many retries.</td>
</tr>
<tr>
<td>Timeout</td>
<td>Object did not reply within the timeout period.</td>
</tr>
<tr>
<td>Could Not Enable</td>
<td>Statistics Collector could not turn on the statistics for an object.</td>
</tr>
<tr>
<td>Unknown Failure</td>
<td>Unknown failure.</td>
</tr>
<tr>
<td>No Such Object</td>
<td>No such object.</td>
</tr>
</tbody>
</table>
### SECTION 1:
Error types in this section are used to check the integrity of the system.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Severity</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Percentage Difference</td>
<td>MAJOR</td>
<td>25</td>
</tr>
<tr>
<td>Aggregated File Size Difference</td>
<td>MINOR</td>
<td>1</td>
</tr>
<tr>
<td>Missing Aggregated Statistics File</td>
<td>CRITICAL</td>
<td>1</td>
</tr>
</tbody>
</table>

### SECTION 2:
Error types in this section are the errors that occur during statistics collection.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Severity</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Time</td>
<td>MAJOR</td>
<td>1</td>
</tr>
<tr>
<td>Object Down</td>
<td>MAJOR</td>
<td>12</td>
</tr>
<tr>
<td>Communication Error</td>
<td>MAJOR</td>
<td>10</td>
</tr>
<tr>
<td>New Object</td>
<td>MAJOR</td>
<td>0</td>
</tr>
<tr>
<td>Out of Memory</td>
<td>MAJOR</td>
<td>0</td>
</tr>
<tr>
<td>Cannot Open Socket</td>
<td>MAJOR</td>
<td>0</td>
</tr>
<tr>
<td>Too Many Retries</td>
<td>MAJOR</td>
<td>1</td>
</tr>
<tr>
<td>Timeout</td>
<td>MAJOR</td>
<td>20</td>
</tr>
<tr>
<td>Could Not Enable</td>
<td>MAJOR</td>
<td>0</td>
</tr>
<tr>
<td>Unknown Failure</td>
<td>MAJOR</td>
<td>0</td>
</tr>
<tr>
<td>No Such Object</td>
<td>MAJOR</td>
<td>0</td>
</tr>
</tbody>
</table>
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Figure 6
<table>
<thead>
<tr>
<th>Interval</th>
<th>No Time</th>
<th>Object Down</th>
<th>Communication Error</th>
<th>Too Many Retries</th>
<th>Timeout</th>
<th>Error Percentage Difference</th>
<th>Aggregated File Size Difference</th>
<th>Total Errors</th>
<th>Total Number of Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>102</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>15</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>7</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>37</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>98</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>98</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>3</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>145</td>
</tr>
</tbody>
</table>
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**Figure 7**
<table>
<thead>
<tr>
<th>Interval</th>
<th>No Time</th>
<th>Object Down</th>
<th>Communication Error</th>
<th>Too Many Retries</th>
<th>Total Number of Errors</th>
<th>Total Error Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>820</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.8</td>
</tr>
<tr>
<td>822</td>
<td>2</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>824</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>7</td>
<td>21</td>
<td>40</td>
</tr>
<tr>
<td>826</td>
<td>4</td>
<td>2</td>
<td>13</td>
<td>0</td>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>828</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>830</td>
<td>6</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>37</td>
</tr>
<tr>
<td>832</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>834</td>
<td>8</td>
<td>15</td>
<td>1</td>
<td>3</td>
<td>27</td>
<td>31.7</td>
</tr>
</tbody>
</table>

Table 800

Figure 8