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SEQUENCE DETECTION FOR FLASH
MEMORY WITH INTER-CELL
INTERFERENCE

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present disclosure is a continuation of U.S. patent
application Ser. No. 13/335,037 (now U.S. Pat. No. 8,339,
874), filed on Dec. 22, 2011, which is a continuation of U.S.
patent application Ser. No. 12/191,619 (now U.S. Pat. No.
8,085,605), filed on Aug. 14, 2008, which claims the benefit
of'U.S. Provisional Application No. 60/968,741 filed on Aug.
29,2007. The entire disclosures of the above applications are
incorporated herein by reference.

FIELD

The present disclosure relates to semiconductor memory,
and more particularly to estimating data stored in semicon-
ductor memory using sequence detection when inter-cell
interference is present.

BACKGROUND

The background description provided herein is for the pur-
pose of generally presenting the context of the disclosure.
Work of the presently named inventors, to the extent the work
is described in this background section, as well as aspects of
the description that may not otherwise qualify as prior art at
the time of filing, are neither expressly nor impliedly admitted
as prior art against the present disclosure.

Semiconductor memory (memory) that stores binary data
is generally of two types: volatile and nonvolatile. Volatile
memory loses stored data when power to the memory is
turned off. Nonvolatile memory, on the other hand, retains
stored data even when power to the memory is turned off.

Memory is typically packaged in memory integrated cir-
cuits (ICs). Memory ICs comprise memory arrays. Memory
arrays include rows and columns of memory cells (cells).
Cells store binary data (bits). Cells of memory such as flash
memory and phase change memory can store more than one
bit per cell.

Referring now to FIG. 1, an exemplary memory IC 10 is
shown. The memory IC 10 comprises amemory array 12, abit
line decoder 14, a word line decoder 16, and a control module
18. The memory array 12 comprises (m+1)=M rows and
(n+1)=N columns of (M*N) cells 20, where m and n are
integers greater than 1. Each of the M rows includes N cells.
The bit line decoder 14 selects N columns of cells 20 via bit
lines BLO-BLn. The word line decoder 16 selects M rows of
cells 20 via word lines WL0-WLm.

The control module 18 comprises an address control mod-
ule 22 and a read/write (R/W) control module 24. The address
control module 22 controls addressing of the cells 20 via the
bit line decoder 14 and the word line decoder 16. The R/'W
control module 24 controls R/W operations of the cells 20 via
the bit line decoder 14 and the word line decoder 16.

The memory IC 10 communicates with a host 26 via a bus
28. The bus 28 comprises address, data, and control lines. The
host 26 issues R/W and control instructions to the memory IC
10 via the bus 28 when reading and writing data from and to
the cells 20. The control module 18 reads and writes data from
and to the cells 20 based on the R/W and control instructions.

SUMMARY

A memory integrated circuit (IC) comprises a read module
and a sequence detector module. The read module reads S
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2

memory cells (cells) located along one of a bit line and a word
line and generates S read signals, where S is an integer greater
than 1. The sequence detector module detects a data sequence
based on the S read signals and reference signals. The data
sequence includes data stored in the S cells. Each of the
reference signals includes an interference-free signal associ-
ated with one of the S cells and an interference signal asso-
ciated with another of the S cells that is adjacent to the one of
the S cells.

In another feature, the S cells each store N bits of data,
where N is an integer greater than or equal to 1.

In another feature, the S cells include NAND flash cells.

In another feature, each of the reference signals includes
another interference signal associated with yet another of the
S cells that is adjacent to the one of the S cells and that is
different than the other of the S cells.

In another feature, the sequence detector module detects
the data sequence using one of a Viterbi detector, a decision
feedback equalizer (DFE), and a fixed-depth delay tree search
with DFE.

In another feature, the memory IC further comprises a
reference generator module that generates the reference sig-
nals by writing reference data to the S cells and by reading
back the S cells.

In another feature, the reference generator module gener-
ates the reference signals using a lookup table.

In another feature, the sequence detector module further
comprises a trellis generator module that generates a trellis
that includes states each comprises data from an i” and an
(i+1)” of the S cells, where 1=i<S.

In other features, the sequence detector module further
comprises a trellis initialization module that initializes the
trellis based on a first of the S read signals and the reference
signals corresponding to the first of the S cells. The trellis
initialization module generates initial path metrics for paths
of'the trellis. The paths selectively connect the states.

In another feature, the initial path metrics include squared
Euclidean distances between the first of the S read signals
generated by the read module by reading the first of the S cells
and the reference signals corresponding to the first of the S
cells.

In other features, the sequence detector module further
comprises a branch metric generator module that generates
branch metrics for branches of the trellis. The branches con-
nect one of the states to another of the states when the one of
the states transitions to another of the states based on the S
read signals.

In another feature, the branch metrics include squared
Euclidean distances between ones of the S read signals gen-
erated by the read module by reading a second through a
penultimate of the S cells and ones of the reference signals
corresponding to the second through the penultimate of the S
cells.

In other features, the sequence detector module further
comprises a trellis termination module that terminates the
trellis based on a last of the S read signals and the reference
signals corresponding to the last of the S cells. The trellis
termination module generates final branch metrics.

In another feature, the final branch metrics include squared
Euclidean distances between the last of the S read signals
generated by the read module by reading the last of the S cells
and the reference signals corresponding to the last of the S
cells.

In another feature, the sequence detector module further
comprises a path metric generator module that generates
cumulative path metrics based on the initial path metrics, the
branch metrics, and the final branch metrics.
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In another feature, the sequence detector module further
comprises a survivor path selection module that selects one of
the paths having a smallest of the cumulative path metrics as
a survivor path.

In other features, the sequence detector module further
comprises a state selection module that selects a sequence of
S of the states that are connected by the survivor path. The
state selection module generates the data sequence from the
sequence of S of the states.

In another feature, the sequence detector module further
comprises a survivor path selection module that selects one of
the paths having a smallest of the cumulative path metrics as
a survivor path before the trellis is terminated.

In other features, the sequence detector module further
comprises a state selection module that selects a sequence of
less than S of the states that are connected by the survivor
path. The state selection module generates the data sequence
from the sequence of less than S of the states.

In another feature, the data sequence includes an at least
S-bit word of the data when the S cells are located along the
word line.

In other features, the memory IC includes N bit lines and
the S cells are located along each of the N bit lines, where N
is an integer greater than 1. The sequence detector generates
N data sequences when the read module reads the S cells
located along the N bit lines and generates S N-bit words. The
trellis generator module generates the trellis for each of the N
bit lines.

In still other features, a method comprises reading S
memory cells (cells) located along one ofa bit line and a word
line, and generating S read signals, where S is an integer
greater than 1. The method further comprises generating ref-
erence signals comprising an interference-free signal associ-
ated with one of the S cells and an interference signal asso-
ciated with another of the S cells that is adjacent to the one of
the S cells. The method further comprises detecting a data
sequence based on the S read signals and the reference sig-
nals. The data sequence includes data stored in the S cells.

In another feature, the method further comprises storing N
bits of data in each one of the S cells, where N is an integer
greater than or equal to 1.

In another feature, the method further comprises generat-
ing the reference signals that include another interference
signal associated with yet another of the S cells that is adja-
cent to the one of the S cells and that is different than the other
of the S cells.

In another feature, the method further comprises detecting
the data sequence using one of a Viterbi detector, a decision
feedback equalizer (DFE), and a fixed-depth delay tree search
with DFE.

In another feature, the method further comprises generat-
ing the reference signals by writing reference data to the S
cells and by reading back the S cells.

In another feature, the method further comprises generat-
ing the reference signals using a lookup table.

In another feature, the method further comprises generat-
ing a trellis that includes states each comprises data from an
i and an (i+1)” of the S cells, where 1=i<S.

In other features, the method further comprises initializing
the trellis based on a first of the S read signals and the refer-
ence signals corresponding to the first of the S cells. The
method further comprises generating initial path metrics for
paths of the trellis, and selectively connecting the states by the
paths.

In another feature, the method further comprises generat-
ing the initial path metrics that include squared Euclidean
distances between the first of the S read signals generated by
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4

reading the first of the S cells and the reference signals cor-
responding to the first of the S cells.

In other features, the method further comprises generating
branch metrics for branches of the trellis. The method further
comprises connecting one of the states to another of the states
by the branches when the one of the states transitions to the
other of the states based on the S read signals.

In another feature, the method further comprises generat-
ing the branch metrics that include squared Euclidean dis-
tances between ones of the S read signals generated by read-
ing a second through a penultimate of the S cells and ones of
the reference signals corresponding to the second through the
penultimate of the S cells.

In another feature, the method further comprises terminat-
ing the trellis based on a last of the S read signals and the
reference signals corresponding to the last of the S cells, and
generating final branch metrics.

In another feature, the method further comprises generat-
ing the final branch metrics that include squared Euclidean
distances between the last of the S read signals generated by
reading the last of the S cells and the reference signals corre-
sponding to the last of the S cells.

In another feature, the method further comprises generat-
ing cumulative path metrics based on the initial path metrics,
the branch metrics, and the final branch metrics.

In another feature, the method further comprises selecting
one of the paths having a smallest of the cumulative path
metrics as a survivor path.

In another feature, the method further comprises selecting
a sequence of S of the states that are connected by the survivor
path, and generating the data sequence from the sequence of
S of the states.

In another feature, the method further comprises selecting
one of the paths having a smallest of the cumulative path
metrics as a survivor path before terminating the trellis based
on the last of the S read signals and the reference signals
corresponding to the last of the S cells.

In another feature, the method further comprises selecting
asequence of less than S of the states that are connected by the
survivor path, and generating the data sequence from the
sequence of less than S of the states.

In another feature, the method further comprises generat-
ing the data sequence that includes an at least S-bit word of
the data when the S cells are located along the word line.

In other features, the method further comprises reading the
S cells that are located along each of N bit lines, where N is an
integer greater than 1. The method further comprises gener-
ating N data sequences and generating S N-bit words. The
method further comprises generating the trellis for each of the
N bit lines.

In still other features, a memory integrated circuit (IC)
comprises reading means for reading S memory cells (cells)
located along one of a bit line and a word line and for gener-
ating S read signals, where S is an integer greater than 1. The
memory IC further comprises sequence detector means for
detecting a data sequence based on the S read signals and
reference signals. The data sequence includes data stored in
the S cells. Each of the reference signals includes an interfer-
ence-free signal associated with one of the S cells and an
interference signal associated with another of the S cells that
is adjacent to the one of the S cells.

In another feature, the S cells each store N bits of data,
where N is an integer greater than or equal to 1.

In another feature, the S cells include NAND flash cells.

In another feature, each of the reference signals includes
another interference signal associated with yet another of the
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S cells that is adjacent to the one of the S cells and that is
different than the other of the S cells.

In another feature, the sequence detector means detects the
data sequence using one of Viterbi detector means for detect-
ing the data sequence, decision feedback equalizer (DFE)
means for detecting the data sequence, and fixed-depth delay
tree search with DFE means for detecting the data sequence.

In another feature, the memory IC further comprises ref-
erence generator means for generating the reference signals
by writing reference data to the S cells and by reading back
the S cells.

In another feature, the reference generator means generates
the reference signals using a lookup table.

In another feature, the sequence detector means further
comprises trellis generator means for generating a trellis that
includes states each comprises data from an i and an (i+1)”
of the S cells, where 1=i<S.

In other features, the sequence detector means further com-
prises trellis initialization means for initializing the trellis
based on a first of the S read signals and the reference signals
corresponding to the first of the S cells. The trellis initializa-
tion means generates initial path metrics for paths of the
trellis. The paths selectively connect the states.

In another feature, the initial path metrics include squared
Euclidean distances between the first of the S read signals
generated by the reading means by reading the first of the S
cells and the reference signals corresponding to the first of the
S cells.

In other features, the sequence detector means further com-
prises branch metric generator means for generating branch
metrics for branches of the trellis. The branches connect one
of the states to another of the states when the one of the states
transitions to the other of the states based on the S read
signals.

In another feature, the branch metrics include squared
Euclidean distances between ones of the S read signals gen-
erated by the reading means by reading a second through a
penultimate of the S cells and ones of the reference signals
corresponding to the second through the penultimate of the S
cells.

In other features, the sequence detector means further com-
prises trellis termination means for terminating the trellis
based on a last of the S read signals and the reference signals
corresponding to the last of the S cells. The trellis termination
means generates final branch metrics.

In another feature, the final branch metrics include squared
Euclidean distances between the last of the S read signals
generated by the reading means by reading the last of the S
cells and the reference signals corresponding to the last of the
S cells.

In another feature, the sequence detector means further
comprises path metric generator means for generating cumu-
lative path metrics based on the initial path metrics, the
branch metrics, and the final branch metrics.

In another feature, the sequence detector means further
comprises survivor path selection means for selecting one of
the paths having a smallest of the cumulative path metrics as
a survivor path.

In another feature, the sequence detector means further
comprises state selection means for selecting a sequence of S
of the states that are connected by the survivor path and for
generating the data sequence from the sequence of S of the
states.

In another feature, the sequence detector means further
comprises survivor path selection means for selecting one of
the paths having a smallest of the cumulative path metrics as
a survivor path before the trellis is terminated.
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In another feature, the sequence detector means further
comprises state selection means for selecting a sequence of
less than S of the states that are connected by the survivor path
and for generating the data sequence from the sequence of
less than S of the states.

In another feature, the data sequence includes an at least
S-bit word of the data when the S cells are located along the
word line.

In another feature, the memory IC includes N bit lines and
the S cells are located along each of the N bit lines, where N
is an integer greater than 1. The sequence detector means
generates N data sequences when the reading means reads the
S cells located along the N bit lines and generates S N-bit
words. The trellis generator means generates the trellis for
each of the N bit lines.

In still other features, a computer program executed by a
processor comprises reading S memory cells (cells) located
along one of a bit line and a word line, and generating S read
signals, where S is an integer greater than 1. The computer
program further comprises generating reference signals com-
prising an interference-free signal associated with one of the
S cells and an interference signal associated with another of
the S cells that is adjacent to the one of the S cells. The
computer program further comprises detecting a data
sequence based on the S read signals and the reference sig-
nals. The data sequence includes data stored in the S cells.

In another feature, the computer program further com-
prises storing N bits of data in each one of the S cells, where
N is an integer greater than or equal to 1.

In another feature, the computer program further com-
prises generating the reference signals that include another
interference signal associated with yet another of the S cells
that is adjacent to the one of the S cells and that is different
than the other of the S cells.

In another feature, the computer program further com-
prises detecting the data sequence using one of a Viterbi
detector, a decision feedback equalizer (DFE), and a fixed-
depth delay tree search with DFE.

In another feature, the computer program further com-
prises generating the reference signals by writing reference
data to the S cells and by reading back the S cells.

In another feature, the computer program further com-
prises generating the reference signals using a lookup table.

In another feature, the computer program further com-
prises generating a trellis that includes states each comprises
data from an i” and an (i+1)” of the S cells, where 1=i<S.

In other features, the computer program further comprises
initializing the trellis based on a first of the S read signals and
the reference signals corresponding to the first of the S cells.
The computer program further comprises generating initial
path metrics for paths of the trellis, and selectively connecting
the states by the paths.

In another feature, the computer program further com-
prises generating the initial path metrics that include squared
Euclidean distances between the first of the S read signals
generated by reading the first of the S cells and the reference
signals corresponding to the first of the S cells.

In other features, the computer program further comprises
generating branch metrics for branches of the trellis. The
computer program further comprises connecting one of the
states to another of the states by the branches when the one of
the states transitions to the other of the states based on the S
read signals.

In another feature, the computer program further com-
prises generating the branch metrics that include squared
Euclidean distances between ones of the S read signals gen-
erated by reading a second through a penultimate of the S
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cells and ones of the reference signals corresponding to the
second through the penultimate of the S cells.

In another feature, the computer program further com-
prises terminating the trellis based on a last of the S read
signals and the reference signals corresponding to the last of
the S cells, and generating final branch metrics.

In another feature, the computer program further com-
prises generating the final branch metrics that include squared
Euclidean distances between the last of the S read signals
generated by reading the last of the S cells and the reference
signals corresponding to the last of the S cells.

In another feature, the computer program further com-
prises generating cumulative path metrics based on the initial
path metrics, the branch metrics, and the final branch metrics.

In another feature, the computer program further com-
prises selecting one of the paths having a smallest of the
cumulative path metrics as a survivor path.

In another feature, the computer program further com-
prises selecting a sequence of S of the states that are con-
nected by the survivor path, and generating the data sequence
from the sequence of S of the states.

In another feature, the computer program further com-
prises selecting one of the paths having a smallest of the
cumulative path metrics as a survivor path before terminating
the trellis based on the last of the S read signals and the
reference signals corresponding to the last of the S cells.

In another feature, the computer program further com-
prises selecting a sequence of less than S of the states that are
connected by the survivor path, and generating the data
sequence from the sequence of less than S of the states.

In another feature, the computer program further com-
prises generating the data sequence that includes an at least
S-bit word of the data when the S cells are located along the
word line.

In other features, the computer program further comprises
reading the S cells that are located along each of N bit lines,
where N is an integer greater than 1. The computer program
further comprises generating N data sequences and generat-
ing S N-bit words. The computer program further comprises
generating the trellis for each of the N bit lines.

Further areas of applicability of the present disclosure will
become apparent from the detailed description, the claims
and the drawings. It should be understood that the detailed
description and specific examples are intended for purposes
of illustration only and are not intended to limit the scope of
the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will become more fully understood
from the detailed description and the accompanying draw-
ings, wherein:

FIG. 1 is a functional block diagram of an exemplary
memory integrated circuit (IC) according to the prior art;

FIG. 2 is a schematic representation of a portion of a
memory array;

FIG. 3 is a functional block diagram of an exemplary
system that detects data stored in memory using sequence
detection according to the present disclosure;

FIG. 4A is a functional block diagram of an exemplary
sequence detector module used by the system of FIG. 3
according to the present disclosure;

FIG. 4B is a schematic of a trellis used by the sequence
detector module of FIG. 4A according to the present disclo-
sure;
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FIG. 5 is a flowchart of a method for detecting data stored
in memory using sequence detection according to the present
disclosure;

FIG. 6A is a functional block diagram of a hard disk drive;

FIG. 6B is a functional block diagram of a DVD drive;

FIG. 6C is a functional block diagram of a high definition
television;

FIG. 6D is a functional block diagram of a vehicle control
system,

FIG. 6E is a functional block diagram of a cellular phone;

FIG. 6F is a functional block diagram of a set top box; and

FIG. 6G is a functional block diagram of a mobile device.

DETAILED DESCRIPTION

The following description is merely exemplary in nature
and is in no way intended to limit the disclosure, its applica-
tion, or uses. For purposes of clarity, the same reference
numbers will be used in the drawings to identify similar
elements. As used herein, the phrase at least one of A, B, and
C should be construed to mean a logical (A or B or C), using
a non-exclusive logical or. It should be understood that steps
within a method may be executed in different order without
altering the principles of the present disclosure.

As used herein, the term module refers to an Application
Specific Integrated Circuit (ASIC), an electronic circuit, a
processor (shared, dedicated, or group) and memory that
execute one or more software or firmware programs, a com-
binational logic circuit, and/or other suitable components that
provide the described functionality.

Referring now to FIG. 2, a portion of a memory array
comprising cells of a nonvolatile memory (e.g., NAND flash
memory) is shown. When data stored in a target cell (shown
shaded) is read, data stored in neighboring cells that are
adjacent to the target cell may generate interference signals.
The interference signals may interfere with a read signal that
is generated when data stored in the target cell is read. The
interference is called inter-cell interference and may cause the
data in the target cell to be read incorrectly. The inter-cell
interference increases as cell density of memory integrated
circuits (ICs) increases and/or a number of bits stored per cell
increases.

The inter-cell interference is data-dependent. That is, the
inter-cell interference depends on the data stored in the target
cell and/or the data stored in neighboring cells that are adja-
cent to the target cell. For example, when the target cell is
read, the target cell may receive interference signals d,(x;)
from the neighboring cells i that store data x,, respectively.
The interference signals d,(x,) may depend on the states of the
datax, stored in the cells i. The interference signals d,(x,) may
cause the state of the target cell to be read incorrectly. Being
data-dependent, the inter-cell interference may be linear or
nonlinear.

Traditional nonvolatile memory systems (e.g., flash
memory systems) ignore the inter-cell interference. Ignoring
inter-cell interference, however, may trigger error-correction
employed by the nonvolatile memory systems to fail. Error-
correction failures, in turn, may degrade the performance of
the nonvolatile memory systems.

The present disclosure proposes systems and methods for
correctly estimating data stored in cells of nonvolatile
memory using sequence detection when inter-cell interfer-
ence is present. Unlike traditional systems that detect data
stored in cells one cell at a time, the proposed systems and
methods detect data stored in multiple cells at a time by
collectively processing signals read from multiple cells.



US 8,705,285 B2

9

The detailed description is organized as follows. First, a
mathematical model for a read signal generated by reading
the target cell that includes interference signals received from
neighboring cells is presented. Next, an exemplary sequence
detection scheme using the mathematical model, a trellis, and
a Viterbi detector is discussed. Specifically, generating the
trellis, initializing the trellis, terminating the trellis, generat-
ing path metrics and branch metrics, detecting a sequence of
states along a selected path of the trellis, and estimating the
data stored in cells from the sequence of states is discussed.

In most memory systems, the inter-cell interference may
occur only in one dimension: along bit lines or along word
lines. For example, in floating-gate NAND flash memory
systems, the inter-cell interference due to parasitic capaci-
tance coupling between floating gates occurs mainly in cells
along bit lines. Cells located along a bit line may receive
interference signals from neighboring cells located along the
same bit line. Since metal shields are placed between adjacent
bit lines, interference signals received by cells located along
abitline from cells located along neighboring bit lines may be
attenuated. Thus, the inter-cell interference may exist mainly
along bit lines. If, on the other hand, the metal shields are
placed between adjacent word lines instead of between adja-
cent bit lines, the inter-cell interference may exist along word
lines.

Accordingly, only one-dimensional inter-cell interference
along bit lines is considered to simplify discussion. Addition-
ally, since interference signals from cells beyond immedi-
ately neighboring cells along a bit line may diminish expo-
nentially, the interference signals from non-immediate
neighboring cells along the bit line are not considered. The
interference signals from non-immediate neighboring cells,
however, may be considered by extending the mathematical
model of the read signal to include the interference signals
from non-immediate neighboring cells.

The systems and methods of the present disclosure are
discussed using memory systems having cells that store one
bit per cell as an example only. The teachings of the present
disclosure can be extended and made applicable to memory
systems having cells that store more than 1 bit per cell.

A mathematical model for a noise-free read signal gener-
ated by reading a cell that includes one-dimensional inter-cell
interference generated by immediate neighboring cells is now
presented. A noise-free read signal generated by reading an i”
cell (i.e., the target cell) along a bit line may be mathemati-
cally represented as follows.

s(r)=gx)+do(xe )+ (%p0)

where g(x,) denotes an interference-free read signal that may
be received from the i” cell if no inter-cell interference is
present. x, denotes data stored in the i”* cell. dy(x,_,) and
d,(x,,,) denote interference signals received by the i cell
from the neighboring cells that are immediately adjacent to
the i” cell along the same bit line and that store the data x,_,
and x,, ;, respectively.

Referring now to FIG. 3, a memory IC 50 comprising a
system for detecting data stored in cells 20 using sequence
detection is shown. The memory IC 50 comprises the memory
array 12, the bit line decoder 14, the word line decoder 16, a
reference generator module 52, a read module 54, and a
sequence detector module 56. The reference generator mod-
ule 52 generates reference signals that include all possible
read signals that may be generated when the cells 20 are read
during normal operation. The reference generator module 52
may generate the reference signals empirically or by using
estimation. For example, the reference generator module 52
may generate the reference signals by writing different data
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combinations in adjacent cells and by reading the data com-
binations back from the adjacent cells. Accordingly, the ref-
erence signals can be generated via a predefined/program-
mable lookup table.

The read module 54 reads data stored in the cells 20 and
generates read signals when read commands are received
from the host 26 during normal operation. The sequence
detector module 56 correctly detects data stored in the cells 20
based on the read signals and the reference signals using a
sequence detector. The sequence detector may include a trel-
lis and a Viterbi detector. Alternatively, the sequence detector
may include a sequence detector such as a decision feedback
equalizer (DFE) and a fixed-depth delay tree-search with
DFE.

More specifically, the reference generator module 52 may
generate the reference signals when the cells 20 are blank
(e.g., when the memory IC 50 is manufactured). The refer-
ence generator module 52 may generate reference signals
s(x,) by reading each of the cells 20 when x,, X,_;, and Xx,,,
have different states. Values of the reference signals s(x,),
called reference values, denote values of data stored in the
cells 20 that include effects of inter-cell interference gener-
ated by different data stored in adjacent cells. Specifically, the
reference values include effect on every possible data stored
(e.g., abinary O or abinary 1) in each of the cells 20 along the
bit lines due to every possible data stored in adjacent cells
along the same bits lines.

For example, the reference generator module 52 may write
a 0 in a first target cell along a first bit line and read back the
first target cell to obtain a reference signal g(0) for the target
cell when the adjacent cell is blank (i.e., in an erased state).
£(0) is the interference-free read signal for the first target cell
when a 0 is stored in the first target cell and when the adjacent
cell is blank.

Next, the reference generator module 52 may writeaOin a
first neighboring cell that is adjacent to the first target cell
along the same bit line and read back the first target cell to
obtain a reference signal s(0)=(g(0)+d,(0)). The reference
signal s(0) generated by reading the first target cell having
data 0 now includes g(0) and the interference signal d,(0)
generated by the first neighboring cell having data 0.

When a target cell is neither the first nor the last cell along
a bit line, the reference generator module 52 may write a 0 in
a second neighboring cell that is adjacent to the target cell
along the same bit line and read back the target cell to obtain
a reference signal s(0)=(g(0)+d,(0)+d,(0)), and so on. The
reference signal s(0) now additionally includes the interfer-
ence signal d,(0) generated by the second neighboring cell
having data 0.

The reference generator module 52 may write and read
back all possible combinations of reference data (i.e., 0’s and
1’s) in each of the cells 20 and in corresponding neighboring
cells along each bit line. The reference generator module 52
may generate reference signals s(x;) for each of the cells 20
when x,, x,_,, and x,, ; have different states (i.e., 0’s and 1’s).
Alternatively, or additionally, the reference generator module
52 may generate reference signals along the word lines. The
reference generator module 52 may store the reference values
of' the reference signals.

Subsequently, when the read module 54 reads the data
stored in the cells 20 during normal operation, the sequence
detector module 56 uses the reference values that include all
possible inter-cell interference that may occur when the read
module 54 reads the data stored in the cells 20. Accordingly,
the sequence detector module 56 correctly estimates data
stored in the cells 20 when inter-cell interference is present.
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As an example only, the read module 54 may read M cells
along bit lines BLO-BLn, one bit line at a time, by selecting
word lines WLO-WLm. The read module 54 may generate M
read signals by reading M cells along each bit line. Alterna-
tively, the read module 54 may read N cells along word lines
WLO0-WLm, one word line at a time. The read module 54 may
generate N read signals by reading N cells along each word
line.

The order of processing the cells 20 may be different from
the order of reading the cells 20. Specifically, the order in
which the sequence detector module 56 processes the cells 20
may be different than the order in which the read module 54
reads the cells 20. For example, in NAND flash, all the cells
20 along a selected word line are read at the same time
whereas the sequence detector module 56 may process the
cells 20 along a selected bit line at the same time.

As an example only, the sequence detector module 56 may
utilize a trellis and a Viterbi detector for sequence detection.
Alternatively, the sequence detector module 56 may use any
other sequence detector including a decision feedback equal-
izer (DFE) and a fixed-depth delay tree-search with DFE.

Referring now to FIGS. 4A and 4B, an exemplary sequence
detector module 56 that utilizes a trellis and a Viterbi detector
for sequence detection is shown. In FIG. 4A, the sequence
detector module 56 may comprise a trellis generator module
58 and a Viterbi detector module 60. The Viterbi detector
module 60 may comprise a trellis initialization module 62, a
branch metric generator module 66, a trellis termination mod-
ule 68, a path metric generator module 70, a survivor path
selection module 72, and a state selection module 74.

The trellis generator module 58 may generate a trellis
based on a number of cells (M) read by the read module 54
along each bit line during normal operation. Since all bit lines
are typically read when a word line is selected to read a word,
a separate trellis for each bit line may be concurrently gener-
ated when a word line is selected. Alternatively, the trellis
generator module 58 may generate one trellis per word line
based on N read signals generated by the read module 54 by
reading N cells along a word line.

In FIG. 4B, an exemplary trellis generated by the trellis
generator module 58 is shown. As an example, the memory
array 12 may include 32 cells per bit line (i.e., M=32), and
each ofthe 32 cells may store one bit of data. Accordingly, the
trellis generator module 58 may generate the trellis shown for
the 32 cells along a selected bit line. The numbers 0 through
31 shown denote cell indices for the 32 cells along the
selected bit line.

In the example shown, the trellis may include 32 states. The
states are indexed along the selected bit line. Each of the 32
states is defined by the data stored in a pair of adjacent cells
along the selected bit line. Each of the adjacent cells in a pair
(e.g., a pair comprising an i” and an (i+1)” of the 32 cells)
may store either aOora 1. Accordingly, each state (e.g., a state
X,X,,;) may include one of four possible values (0,0), (0,1),
(1,0), or (1,1) depending on the data stored in each of the
adjacent cells of the pair. In memory systems that store more
than 1 bit of data per cell, the number of possible states and
subsequent processing may increase.

In the trellis, state transitions are defined as cell data
changes with a moving window along the selected bit line.
For example, a state transition occurs when a state x,_;x,=00
changes to a state x,x,,,=01, or when a state x,_;x,=01
changes to a state x,x,,,=10, etc. In other words, a state
transition may occur when the (i+1)* cell stores a different
data than the i? cell along the selected bit line.

Each state transition in the trellis is denoted by a branch. A
branch connects a starting state to a destination state in the
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trellis. Each state except the initial state has at least one
incoming branch. Each state except the final state has at least
one outgoing branch. Each state is connected by a path from
the initial state, where a path is a sequence of connected
branches. States connected by a path form a sequence of
states. Since the trellis shown may have four possible initial
states, the trellis may have four possible paths.

The Viterbi detector module 60 generates path metrics,
branch metrics, and cumulative path metrics based on Viterbi
algorithm. Unlike traditional Viterbi detectors that process
encoded data, the Viterbi detector module 60 processes unen-
coded data comprising the read signals generated by the read
module 54 and the reference signals generated by the refer-
ence generator module 52. Additionally, unlike the traditional
Viterbi detectors that process a stream of encoded data, the
Viterbi detector module 60 processes segmented data. Spe-
cifically, each segment of data has a fixed length determined
by the number of cells along the bit lines. Accordingly, each
segment of data has initial and final boundaries determined by
signals received from the first and last cells along each bit
line.

The Viterbi detector module 60 selects a path of the trellis
having a smallest cumulative path metric as a survivor path.
The Viterbi detector module 60 detects a sequence of states
connected by the survivor path. The Viterbi detector module
60 estimates data stored in the cells along the selected bit line
based on the sequence of states connected by the survivor
path.

The trellis initialization module 62 initializes the trellis at
the beginning of each bit line. The trellis initialization module
62 initializes the trellis based on the first of the 32 read signals
generated by the read module 54 by reading a first cell (i.e.,
cell with cell index i=0) of the selected bit line. The trellis
initialization module 62 initializes the trellis by generating
initial path metrics for each of the four possible paths of the
trellis. The four possible paths begin at the four possible
initial states (0,0), (0,1), (1,0), and (1,1) of the first and second
cells (i.e., cells with cell indices i=0 and i=1), respectively.
The first cell may receive inter-cell interference from only the
second cell since the second cell is the only neighboring cell
adjacent to the first cell.

The initial path metrics of the four paths are Squared
Euclidean distances between a read signal generated by the
read module 54 by reading the first cell during normal opera-
tion and the corresponding reference signals for the first cell.
Specifically, the initial path metrics are Squared Euclidean
distances between a read value of the read signal generated by
the read module 54 by reading the first cell (i.e., r;,, where i=0)
and corresponding reference values of the first cell (i.e., s(x,))
generated by the reference generator module 52. When i=0,
dy(x,_, =0 since the second cell is the only cell adjacent to the
first cell.

The four initial path metrics generated by the trellis initial-
ization module 62 may be mathematically expressed by the
following equations.

P(O00)=(rg~(g(0)+d, (0))
pO1=(rg-(g(01d, (1))
PO (ro=(g(1)+d,(0)?

PADro=(g(L+d, (1))

In other words, the initial path metrics are the Squared
Euclidean distances between the read signal r, read from the
first cell during normal operation and a sum of two compo-
nents generated during reference generation. The first com-
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ponent is the interference-free read signal of the first cell. The
second component is the interference signal received by the
first cell from the second cell. The values of the first and
second components may vary depending on the data bits
stored in the first and second cells during reference genera-
tion.

Specifically, the initial path metric p(00) is the Squared
Euclidean distance between the read value of the read signal
1, and the reference value of the reference signal s(0)=(g(0)+
d,(0)). The reference signal s(0) is a sum of an interference-
free read signal g(0) generated by the first cell that stored a 0
and an interference signal d,(0) generated by the second cell
that stored a 0 during reference generation.

The initial path metric p(01) is the Squared Euclidean
distance between the read value of the read signal r, and the
reference value of the reference signal s(0)=(g(0)+d,(1)). The
reference signal s(0) is a sum of the interference-free read
signal g(0) generated by the first cell that stored a 0 and an
interference signal d,(1) generated by the second cell that
stored a 1 during reference generation.

The initial path metric p(10) is the Squared Euclidean
distance between the read value of the read signal r, and the
reference value of the reference signal s(1)=(g(1)+d,(0)). The
reference signal s(1) is a sum of an interference-free read
signal g(1) generated by the first cell that stored a 1 and the
interference signal d,(0) generated by the second cell that
stored a 0 during reference generation.

Finally, the initial path metric p(11) is the Squared Euclid-
ean distance between the read value of the read signal r, and
the reference value of the reference signal s(1)=(g(1)+d,(1)).
Thereference signal s(1) is a sum of the interference-free read
signal g(1) generated by the first cell that stored a 1 and the
interference signal d,(1) generated by the second cell that
stored a 1 during reference generation.

The branch metric generator module 66 generates a branch
metric for each branch in the trellis based on the read signals
generated by the read module 54 and the respective reference
signals generated by the reference generator module 52. A
branch metric for a transition from a state x,_,x, to a state
X,X,,; may be mathematically expressed by the following
equation.

br(x, %% %) =(r (@ o )4y (52,1 ))

For each i, the branch metric is a Squared Euclidean dis-
tance between the read signal r, generated by the read module
54 by reading the i cell and the corresponding reference
signal comprising a sum of three components generated dur-
ing reference generation. The first component is the interfer-
ence-free read signal received from the i” cell. The second
component is the interference signal received by the i cell
from the (i-1)? cell. The third component is the interference
signal received by the i” cell from the (i+1)* cell. The values
of' the three components may vary depending on the data bits
stored in the (i-1)”, i, and (i+1)* cells during reference
generation.

The reference generator module 52 may not store the val-
ues of the three components g(x,), d,(x,_,) and d, (x,, ;) sepa-
rately. Instead, the reference generator module 52 stores the
values of the sum of the three components indexed by the data
of x,, x,_,, and x,,,, which are used by the Viterbi detector
module 60.

For each 1 from i=1 to i=30, the branch metric generator
module 66 may generate branch metrics for all possible tran-
sitions from the state x,_, x, to the state x x,, , since each of the
states X,_,X; and XX, ; can have one of four values (0,0), (0,1),
(1,0), or (1,1). Specifically, the total number of possible tran-
sitions may be eight since for each of x,=0 and x,=1, x,_, and
X,,,; can have four possible values (0,0), (0,1), (1,0), and (1,1).
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Accordingly, as an example, the branch metric generator
module 66 may generate branch metrics for transitions from
state (0,0) to state (0,1), from state (0,1) to state (1,0), from
state (1,0) to state (0,1), from state (1,1) to state (1,0), and so
on.

When i=31, the trellis termination module 68 terminates
the trellis by generating final branch metrics corresponding to
a last state transition from a state X,5X 5, to a state X, X5, at the
end of the selected bit line. The last cell of the selected bit line
(i.e., the cell with cell index i=31) may receive inter-cell
interference only from the penultimate cell (i.e., the cell with
cell index i=30). Accordingly, the final branch metric may be
mathematically expressed as follows.

br(x29x30—>x30x31):(r31—(g(x31)+d0(x30)))2

Since the states comprising the last and the penultimate cells
may include any of the four values (0,0), (0,1), (1,0), or (1,1),
the trellis termination module 68 may generate four final
branch metrics.

Each final branch metric is a Squared Euclidean distance
between the read signal r;, generated by the read module 54
by reading the 31* cell (i.e., the last cell) and the correspond-
ing reference signal comprising a sum of two components
generated during reference generation. The first component is
the interference-free read signal received from the 31* cell.
The second component is the interference signal received by
the 31% cell from the 30” cell (i.e., the penultimate cell). The
values of the first and second components may vary depend-
ing on the data bits stored in the last and the penultimate cells
during reference generation.

At each i from i=1 to i=31, the path metric generator
module 70 recursively generates cumulative (i.e., accumu-
lated) path metrics for paths that enter each state. The path
metric generator module 70 generates the cumulative path
metrics using Viterbi algorithm.

Specifically, at the beginning of the trellis (i.e., at i=0), the
path metric generator module 70 initializes the cumulative
path metrics for the four possible paths starting at the four
possible initial states (0,0), (0,1), (1,0), and (1,1) with the
initial path metrics p(00), p(01), p(10), and p(11), respec-
tively. Subsequently, at each i from i=1 to i=30, the path
metric generator module 70 recursively adds branch metrics
of each state to the cumulative path metrics of the paths that
enter that state. Finally, when the trellis is terminated (i.e., at
i=31), the path metric generator module 70 adds the final
branch metrics of each state to the cumulative path metrics of
the paths that enter that state.

After the trellis is terminated at i=31, the survivor path
generator module 72 selects the path having the smallest
cumulative path metric as the survivor path. The probability
that the sequence of states at each i from i=0 to i=31 con-
nected by the survivor path represent the most accurate esti-
mates of the data read from the 32 cells along the selected bit
line is highest. Accordingly, the state selection module 74
selects the sequence of states that are connected by the sur-
vivor path as representing the data read from the 32 cells
along the selected bit line.

In some implementations, survivor path generator module
72 may select the path having the smallest cumulative path
metric as the survivor path at any time. That is, the survivor
path generator module 72 may select the path having the
smallest cumulative path metric as the survivor path before
the trellis is terminated at i=31. Accordingly, the state selec-
tion module 74 may select the sequence of states that are
connected by the survivor path as representing the data read
from some of the 32 cells along the selected bit line. The state
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selection module 74 may begin to output a detected data
sequence of the 32 cells without waiting until the trellis is
terminated at i=31. In other words, a decision delay in decid-
ing the detected data sequence of the i cells can be less than i
(e.g., 1=32).

The state selection module 74 may generate 32 bits of data
from the sequence of states connected by the survivor path.
The 32 bits of data are accurate estimates of the data stored in
the 32 cells although read by the read module 54 when inter-
cell interference is present along the selected bit line. The
state selection module 74 may store the 32 bits of data as the
data read from the 32 cells along the selected bit line. The
state selection module 74 may output a sequence of the 32 bits
of'data as the data read from the 32 cells along the selected bit
line. Thus, the sequence detector module 56 jointly detects all
32 bits of data stored in the 32 cells along the selected bit line
by collectively processing the read signals generated by the
read module 54 by reading all the 32 cells along the selected
bit line.

Thereafter, the read module 54 reads next 32 cells along a
next bit line and generates new 32 read signals. The trellis
initialization module 62 initializes the trellis by generating
new initial path metrics based on the first of the new 32 read
signals and the corresponding reference signal. The branch
metric generator module 66 generates new branch metrics
based on the new 32 read signals and the corresponding
reference signal. The trellis termination module 68 terminates
the trellis by generating new final branch metrics for the last
transition along the next bit line based on the last of the new
32 read signals and the respective reference signal.

The path metric generator module 70 recursively generates
cumulative path metrics based on the new initial path metrics,
the new branch metrics, and the new final branch metrics
using Viterbi algorithm. The survivor path selection module
72 generates a new survivor path having the smallest cumu-
lative path metric. The state selection module 74 selects a new
sequence of 32 states connected by the new survivor path,
generates 32 bits of data from the 32 states, and stores/outputs
the 32 data bits as the correct data read from the new 32 cells
along the next bit line. The total number of data bits will be
greater than 32 when the Viterbi algorithm described herein is
extended and applied to cells that store more than one bit per
cell.

Thus, the sequence detector module 56 detects data stored
in M*N cells along N bit lines (i.e., in M N-bit wide words) by
performing sequence detection N times (i.e., once for each bit
line). The sequence detector module 56 may output the M
N-bit wide words of data read from the cells 20, all M words
at once. Alternatively, the sequence detector module 56 may
detect data stored in M*N cells along M word lines (i.e., in M
N-bit wide words) by performing sequence detection M times
(i.e., once for each bit line). The sequence detector module 56
may output the M N-bit wide words of data read from the cells
20, one word at a time.

Occasionally, the inter-cell interference may occur in two
dimensions: along N bit lines as well as along M word lines.
The sequence detector module 56 may detect data stored in
the cells 20 in many ways when two-dimensional inter-cell
interference is present.

In one way, the trellis generator module 58 may generate a
first trellis for bit lines and a second trellis for word lines. The
sequence detector module 56 may use sequence detection to
detect data bits stored in M cells along each of the N bit lines
and generate N sets of M data bits, one set per bit line.
Thereafter, the sequence detector module 56 may use
sequence detection to detect data bits stored in N cells along
each of the M word lines and generate M sets of N data bits,
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one set per word line, by utilizing the detection results
obtained earlier for N bit lines.

The sequence detector module 56 may perform sequence
detection iteratively using two classes of sequence detectors
for bit lines and word lines. The sequence detectors may
communicate with each other. The sequence detector module
56 may repeat sequence detection along all bit lines, one bit
line at a time, followed by sequence detection along all word
lines, one word line at a time, and so on. The sequence
detector module 56 may repeat sequence detection along bit
lines followed by sequence detection along word lines until
data bits detected in all M*N cells by performing sequence
detection along bit lines and word lines match.

Referring now to FIG. 5, an exemplary method 100 for
detecting data stored in non-volatile memory using sequence
detection is shown. The method 100 detects the data when
inter-cell interference is present along bit lines. The method
100 begins in step 102. In step 104, the reference generator
module 52 writes and reads back all possible data combina-
tions in the cells 20 when the cells 20 are blank and generates
reference values for all possible read signals that the read
module 54 may generate during normal operation. The trellis
generator module 58 generates a trellis in step 106 based on
the number of cells along the bit lines. The sequence detector
module 56 selects one of the bit lines in step 108.

The read module 54 generates read signals by reading cells
along the selected bit line in step 110. The trellis initialization
module 62 initializes the trellis in step 112 by generating the
initial path metrics p(00), p(01), p(10), and p(11) based on the
read signal of the first cell along the selected bit line and
respective reference values. The branch metric generator
module 66 generates branch metrics for all branches (i.e.,
state transitions) in the trellis based on the read signals and
respective the reference values in step 114.

The sequence detector module 56 determines in step 116
whether the state transition is the last state transition along the
selected bit line. If the result of step 116 is false, the method
100 repeats step 114. If the result of step 116 is true, the trellis
termination module 68 terminates the trellis in step 118 by
generating final branch metrics for the last state transition
based on the read signal of the last cell along the selected bit
line and respective reference values.

In step 120, the path metric generator module 70 recur-
sively generates cumulative path metrics for paths entering
each state by adding branch metrics entering each state to the
cumulative path metrics of paths entering that state using the
Viterbi detector. The survivor path selection module 72
selects the path having the smallest cumulative path metric as
the survivor path in step 122. The state selection module 74
selects the sequence of states connected by the survivor path
in step 124. The state selection module 74 generates the data
bits from the selected sequence of states in step 126, where the
data bits are accurate estimates of the data stored in the cells
although inter-cell interference is present when the data is
read from the cells.

The sequence detector module 56 determines in step 128
whether the read module 54 read the last bit line. If the result
of'step 128 is false, the method 100 returns to step 108. If the
result of step 128 is true, the sequence detector module 56
outputs words of data bits in step 130 based on the data bits
detected from all bit lines, where the words accurately repre-
sent the data words stored in the cells 20. The method 100
ends in step 132.

Referring now to FIGS. 6A-6G, various exemplary imple-
mentations incorporating the teachings of the present disclo-
sure are shown. In FIG. 6A, the teachings of the disclosure
can be implemented in nonvolatile memory 212 of a hard disk
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drive (HDD) 200. The HDD 200 includes a hard disk assem-
bly (HDA) 201 and an HDD printed circuit board (PCB) 202.
The HDA 201 may include a magnetic medium 203, such as
one or more platters that store data, and a read/write device
204. The read/write device 204 may be arranged on an actua-
tor arm 205 and may read and write data on the magnetic
medium 203. Additionally, the HDA 201 includes a spindle
motor 206 that rotates the magnetic medium 203 and a voice-
coil motor (VCM) 207 that actuates the actuator arm 205. A
preamplifier device 208 amplifies signals generated by the
read/write device 204 during read operations and provides
signals to the read/write device 204 during write operations.

The HDD PCB 202 includes a read/write channel module
(hereinafter, “read channel”) 209, a hard disk controller
(HDC) module 210, a buffer 211, nonvolatile memory 212, a
processor 213, and a spindle/VCM driver module 214. The
read channel 209 processes data received from and transmit-
ted to the preamplifier device 208. The HDC module 210
controls components of the HDA 201 and communicates with
an external device (not shown) via an I/O interface 215. The
external device may include a computer, a multimedia device,
a mobile computing device, etc. The I/O interface 215 may
include wireline and/or wireless communication links.

The HDC module 210 may receive data from the HDA 201,
the read channel 209, the buffer 211, nonvolatile memory
212, the processor 213, the spindle/VCM driver module 214,
and/or the /O interface 215. The processor 213 may process
the data, including encoding, decoding, filtering, and/or for-
matting. The processed data may be output to the HDA 201,
the read channel 209, the buffer 211, nonvolatile memory
212, the processor 213, the spindle/VCM driver module 214,
and/or the I/O interface 215.

The HDC module 210 may use the buffer 211 and/or non-
volatile memory 212 to store data related to the control and
operation of the HDD 200. The buffer 211 may include
DRAM, SDRAM, etc. Nonvolatile memory 212 may include
any suitable type of semiconductor or solid-state memory,
such as flash memory (including NAND and NOR flash
memory), phase change memory, magnetic RAM, and multi-
state memory, in which each memory cell has more than two
states. The spindle/VCM driver module 214 controls the
spindle motor 206 and the VCM 207. The HDD PCB 202
includes a power supply 216 that provides power to the com-
ponents of the HDD 200.

In FIG. 6B, the teachings of the disclosure can be imple-
mented in nonvolatile memory 223 of a DVD drive 218 or of
a CD drive (not shown). The DVD drive 218 includes a DVD
PCB 219 and a DVD assembly (DVDA) 220. The DVD PCB
219 includes a DVD control module 221, a buffer 222, non-
volatile memory 223, a processor 224, a spindle/FM (feed
motor) driver module 225, an analog front-end module 226, a
write strategy module 227, and a DSP module 228.

The DVD control module 221 controls components of the
DVDA 220 and communicates with an external device (not
shown) via an 1/O interface 229. The external device may
include a computer, a multimedia device, a mobile computing
device, etc. The I/O interface 229 may include wireline and/or
wireless communication links.

The DVD control module 221 may receive data from the
buffer 222, nonvolatile memory 223, the processor 224, the
spindle/FM driver module 225, the analog front-end module
226, the write strategy module 227, the DSP module 228,
and/or the /O interface 229. The processor 224 may process
the data, including encoding, decoding, filtering, and/or for-
matting. The DSP module 228 performs signal processing,
such as video and/or audio coding/decoding. The processed
data may be output to the buffer 222, nonvolatile memory
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223, the processor 224, the spindle/FM driver module 225,
the analog front-end module 226, the write strategy module
227, the DSP module 228, and/or the 1/O interface 229.

The DVD control module 221 may use the buffer 222
and/or nonvolatile memory 223 to store data related to the
control and operation of the DVD drive 218. The buffer 222
may include DRAM, SDRAM, etc. Nonvolatile memory 223
may include any suitable type of semiconductor or solid-state
memory, such as flash memory (including NAND and NOR
flash memory), phase change memory, magnetic RAM, and
multi-state memory, in which each memory cell has more
than two states. The DVD PCB 219 includes a power supply
230 that provides power to the components of the DVD drive
218.

The DVDA 220 may include a preamplifier device 231, a
laser driver 232, and an optical device 233, which may be an
optical read/write (ORW) device or an optical read-only (OR)
device. A spindle motor 234 rotates an optical storage
medium 235, and a feed motor 236 actuates the optical device
233 relative to the optical storage medium 235.

When reading data from the optical storage medium 235,
the laser driver provides a read power to the optical device
233. The optical device 233 detects data from the optical
storage medium 235, and transmits the data to the preampli-
fier device 231. The analog front-end module 226 receives
data from the preamplifier device 231 and performs such
functions as filtering and A/D conversion. To write to the
optical storage medium 235, the write strategy module 227
transmits power level and timing data to the laser driver 232.
The laser driver 232 controls the optical device 233 to write
data to the optical storage medium 235.

In FIG. 6C, the teachings of the disclosure can be imple-
mented in nonvolatile portion of memory 241 of a high defi-
nition television (HDTV) 237. The HDTV 237 includes an
HDTV control module 238, a display 239, a power supply
240, memory 241, a storage device 242, a network interface
243, and an external interface 245. If the network interface
243 includes a wireless local area network interface, an
antenna (not shown) may be included.

The HDTV 237 can receive input signals from the network
interface 243 and/or the external interface 245, which can
send and receive data via cable, broadband Internet, and/or
satellite. The HDTV control module 238 may process the
input signals, including encoding, decoding, filtering, and/or
formatting, and generate output signals. The output signals
may be communicated to one or more of the display 239,
memory 241, the storage device 242, the network interface
243, and the external interface 245.

Memory 241 may include random access memory (RAM)
and/or nonvolatile memory. Nonvolatile memory may
include any suitable type of semiconductor or solid-state
memory, such as flash memory (including NAND and NOR
flash memory), phase change memory, magnetic RAM, and
multi-state memory, in which each memory cell has more
than two states. The storage device 242 may include an opti-
cal storage drive, such as a DVD drive, and/or a hard disk
drive (HDD). The HDTV control module 238 communicates
externally via the network interface 243 and/or the external
interface 245. The power supply 240 provides power to the
components of the HDTV 237.

In FIG. 6D, the teachings of the disclosure may be imple-
mented in nonvolatile portion of memory 249 of a vehicle
246. The vehicle 246 may include a vehicle control system
247, a power supply 248, memory 249, a storage device 250,
and a network interface 252. If the network interface 252
includes a wireless local area network interface, an antenna
(not shown) may be included. The vehicle control system 247
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may be a powertrain control system, a body control system,
an entertainment control system, an anti-lock braking system
(ABS), a navigation system, a telematics system, a lane
departure system, an adaptive cruise control system, etc.

The vehicle control system 247 may communicate with
one or more sensors 254 and generate one or more output
signals 256. The sensors 254 may include temperature sen-
sors, acceleration sensors, pressure sensors, rotational sen-
sors, airflow sensors, etc. The output signals 256 may control
engine operating parameters, transmission operating param-
eters, suspension parameters, brake parameters, etc.

The power supply 248 provides power to the components
of'the vehicle 246. The vehicle control system 247 may store
data in memory 249 and/or the storage device 250. Memory
249 may include random access memory (RAM) and/or non-
volatile memory. Nonvolatile memory may include any suit-
able type of semiconductor or solid-state memory, such as
flash memory (including NAND and NOR flash memory),
phase change memory, magnetic RAM, and multi-state
memory, in which each memory cell has more than two states.
The storage device 250 may include an optical storage drive,
such as a DVD drive, and/or a hard disk drive (HDD). The
vehicle control system 247 may communicate externally
using the network interface 252.

In FIG. 6E, the teachings of the disclosure can be imple-
mented in nonvolatile portion of memory 264 of a cellular
phone 258. The cellular phone 258 includes a phone control
module 260, a power supply 262, memory 264, a storage
device 266, and a cellular network interface 267. The cellular
phone 258 may include a network interface 268, a micro-
phone 270, an audio output 272 such as a speaker and/or
output jack, a display 274, and a user input device 276 such as
akeypad and/or pointing device. If the network interface 268
includes a wireless local area network interface, an antenna
(not shown) may be included.

The phone control module 260 may receive input signals
from the cellular network interface 267, the network interface
268, the microphone 270, and/or the user input device 276.
The phone control module 260 may process signals, includ-
ing encoding, decoding, filtering, and/or formatting, and gen-
erate output signals. The output signals may be communi-
cated to one or more of memory 264, the storage device 266,
the cellular network interface 267, the network interface 268,
and the audio output 272.

Memory 264 may include random access memory (RAM)
and/or nonvolatile memory. Nonvolatile memory may
include any suitable type of semiconductor or solid-state
memory, such as flash memory (including NAND and NOR
flash memory), phase change memory, magnetic RAM, and
multi-state memory, in which each memory cell has more
than two states. The storage device 266 may include an opti-
cal storage drive, such as a DVD drive, and/or a hard disk
drive (HDD). The power supply 262 provides power to the
components of the cellular phone 258.

In FIG. 6F, the teachings of the disclosure can be imple-
mented in nonvolatile portion of memory 283 of a set top box
278. The set top box 278 includes a set top control module
280, a display 281, a power supply 282, memory 283, a
storage device 284, and a network interface 285. If the net-
work interface 285 includes a wireless local area network
interface, an antenna (not shown) may be included.

The set top control module 280 may receive input signals
from the network interface 285 and an external interface 287,
which can send and receive data via cable, broadband Inter-
net, and/or satellite. The set top control module 280 may
process signals, including encoding, decoding, filtering, and/
or formatting, and generate output signals. The output signals
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may include audio and/or video signals in standard and/or
high definition formats. The output signals may be commu-
nicated to the network interface 285 and/or to the display 281.
The display 281 may include a television, a projector, and/or
a monitor.

The power supply 282 provides power to the components
of the set top box 278. Memory 283 may include random
access memory (RAM) and/or nonvolatile memory. Nonvola-
tile memory may include any suitable type of semiconductor
or solid-state memory, such as flash memory (including
NAND and NOR flash memory), phase change memory,
magnetic RAM, and multi-state memory, in which each
memory cell has more than two states. The storage device 284
may include an optical storage drive, such as a DVD drive,
and/or a hard disk drive (HDD).

In FIG. 6G, the teachings of the disclosure can be imple-
mented in nonvolatile portion of memory 292 of a mobile
device 289. The mobile device 289 may include a mobile
device control module 290, a power supply 291, memory 292,
a storage device 293, a network interface 294, and an external
interface 299. If the network interface 294 includes a wireless
local area network interface, an antenna (not shown) may be
included.

The mobile device control module 290 may receive input
signals from the network interface 294 and/or the external
interface 299. The external interface 299 may include USB,
infrared, and/or Ethernet. The input signals may include com-
pressed audio and/or video, and may be compliant with the
MP3 format. Additionally, the mobile device control module
290 may receive input from a user input 296 such as a keypad,
touchpad, or individual buttons. The mobile device control
module 290 may process input signals, including encoding,
decoding, filtering, and/or formatting, and generate output
signals.

The mobile device control module 290 may output audio
signals to an audio output 297 and video signals to a display
298. The audio output 297 may include a speaker and/or an
output jack. The display 298 may present a graphical user
interface, which may include menus, icons, etc. The power
supply 291 provides power to the components of the mobile
device 289. Memory 292 may include random access
memory (RAM) and/or nonvolatile memory.

Nonvolatile memory may include any suitable type of
semiconductor or solid-state memory, such as flash memory
(including NAND and NOR flash memory), phase change
memory, magnetic RAM, and multi-state memory, in which
each memory cell has more than two states. The storage
device 293 may include an optical storage drive, such as a
DVD drive, and/or a hard disk drive (HDD). The mobile
device may include a personal digital assistant, a media
player, a laptop computer, a gaming console, or other mobile
computing device.

Those skilled in the art can now appreciate from the fore-
going description that the broad teachings of the disclosure
can be implemented in a variety of forms. Therefore, while
this disclosure includes particular examples, the true scope of
the disclosure should not be so limited since other modifica-
tions will become apparent upon a study of the drawings, the
specification, and the following claims.

What is claimed is:

1. A system comprising:

a read module configured to

read a plurality of memory cells located along a bit line
or a word line of a memory array, and

generate a plurality of read signals based on reading the
plurality of memory cells located along the bit line or
the word line of the memory array; and
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a sequence detector module configured to

detect a sequence of data stored in the plurality of
memory cells based on (i) the plurality of read signals,
and (ii) a plurality of reference signals associated with
the plurality of memory cells,

wherein one of the plurality of reference signals associ-
ated with a first memory cell of the plurality of
memory cells includes (i) a first signal and (ii) a sec-
ond signal,

wherein the first signal is free of interference from a
second memory cell adjacent to the first memory cell
along the bit line or the word line, and

wherein the second signal includes interference from the
second memory cell.
2. The system of claim 1, further comprising a reference
generator module configured to generate the plurality of ref-
erence signals by (i) writing reference data to the plurality of
memory cells, and (i) reading the plurality of memory cells.
3. The system of claim 1, wherein the plurality of memory
cells comprises NAND flash memory cells configured to store
one or more bits in each of the plurality of memory cells.
4. The system of claim 1, wherein the one of the plurality of
reference signals includes a third signal, and wherein the third
signal includes interference from a third memory cell adja-
cent to the first memory cell along the bit line or the word line.
5. The system of claim 1, wherein the sequence detector
module is configured to detect the sequence of data stored in
the plurality of memory cells using (i) a Viterbi detector, (ii)
a decision feedback equalizer (DFE), or (iii) a fixed-depth
delay tree-search with DFE.
6. The system of claim 1, wherein the sequence detector
module further comprises:
a trellis generator module configured to generate a trellis,
wherein the trellis includes states, and wherein each of
the states comprises data from adjacent ones of the plu-
rality of memory cells; and
a trellis initialization module configured to
initialize the trellis based on (i) a first read signal of the
plurality of read signals generated by reading the first
memory cell and (i) a first reference signal of the
plurality of reference signals corresponding to the
first memory cell, and

generate initial path metrics for paths of the trellis,
wherein the paths selectively connect the states.

7. The system of claim 6, wherein the initial path metrics
include squared Euclidean distances between (i) the first read
signal and (ii) the first reference signal.

8. The system of claim 6, wherein the sequence detector
module further comprises:

a branch metric generator module configured to generate

branch metrics for branches of the trellis,

wherein the branches connect a first one of the states to a
second one of the states in response to the first one of the
states transitioning to the second one of the states based
on the plurality of read signals.

9. The system of claim 8, wherein the branch metrics
include squared Euclidean distances between (i) ones of the
plurality of read signals associated with all of the plurality of
memory cells except the first memory cell and (ii) ones of the
plurality of reference signals associated with all of the plu-
rality of memory cells except the first memory cell.

10. The system of claim 8, wherein the sequence detector
module further comprises a trellis termination module con-
figured to:

terminate the trellis based on (i) a last read signal of the
plurality of read signals associated with a last memory
cell of the plurality of memory cells and (ii) a last refer-
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ence signal of the plurality of reference signals associ-
ated with the last memory cell, and

generate final branch metrics.

11. The system of claim 10, wherein the final branch met-
rics include squared Euclidean distances between (i) the last
read signal and (ii) the last reference signal.

12. The system of claim 10, wherein the sequence detector
module further comprises a path metric generator module
configured to generate cumulative path metrics based on (i)
the initial path metrics, (ii) the branch metrics, and (iii) the
final branch metrics.

13. The system of claim 12, wherein the sequence detector
module further comprises:

a path selection module configured to select one of the

paths having a smallest of the cumulative path metrics as

a selected path; and

a state selection module configured to

select a sequence of a predetermined number of the
states connected by the selected path, and

generate the sequence of data stored in the plurality of
memory cells from the sequence of the predetermined
number of the states,

where the predetermined number is a number of the
plurality of memory cells.

14. The system of claim 12, wherein the sequence detector
module further comprises:

a path selection module configured to select one of the

paths having a smallest of the cumulative path metrics as

a selected path before the trellis is terminated; and

a state selection module configured to

selecta sequence of less than a predetermined number of
the states connected by the selected path, and

generate the sequence of data stored in the plurality of
memory cells from the sequence of less than the pre-
determined number of the states,

where the predetermined number is a number of the
plurality of memory cells.

15. The system of claim 1, wherein the sequence of data
stored in the plurality of memory cells includes a predeter-
mined number of bits in response to the plurality of memory
cells being located along the word line, where the predeter-
mined number is a number of the plurality of memory cells.

16. The system of claim 6, further comprising:

a predetermined number of bit lines,

wherein a set of memory cells is located along each of the

predetermined number of bit lines, and

wherein the sequence detector module is configured to

generate a predetermined number of sequences of data
in response to the read module reading the sets of
memory cells located along the predetermined num-
ber of bit lines, and

generate a plurality of words,

wherein each of the plurality of words includes a number
of'bits equal to the predetermined number of bit lines.

17. A method comprising:

reading a plurality of memory cells located along a bit line

or a word line of a memory array;

generating a plurality of read signals based on reading the

plurality of memory cells located along the bit line or the
word line of the memory array; and

detecting a sequence of data stored in the plurality of

memory cells based on (i) the plurality of read signals,
and (ii) a plurality of reference signals associated with
the plurality of memory cells,

wherein one of the plurality of reference signals associated

with a first memory cell of the plurality of memory cells
includes (i) a first signal and (ii) a second signal,
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wherein the first signal is free of interference from a second
memory cell adjacent to the first memory cell along the
bit line or the word line, and

wherein the second signal includes interference from the

second memory cell.

18. The method of claim 17, wherein the one of the plural-
ity of reference signals includes a third signal, and wherein
the third signal includes interference from a third memory
cell adjacent to the first memory cell along the bit line or the
word line.

19. The method of claim 17, further comprising generating
the plurality of reference signals by (i) writing reference data
to the plurality of memory cells and (ii) reading the plurality
of memory cells.

20. The method of claim 17, further comprising detecting
the sequence of data stored in the plurality of memory cells
using (i) a Viterbi detector, (ii) a decision feedback equalizer
(DFE), or (iii) a fixed-depth delay tree-search with DFE.
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