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The invention provides methods and apparatus for
reducing the bandwidth of a multichannel image. In one
aspect, the methods and apparatus call for acquiring a mul-
tichannel training image representing a training scene (10).
Weighting factors (k1, k2, k3) for the respective channels
are determined based on the contrast at corresponding loca-
tions in that multichannel training image. A reduced band-
width runtime image is generated from the multichannel
runtime image as a function of (i) the weighting factors
determined from the training image and (ii) a multichannel
image representing the runtime scene.
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BANDWIDTH REDUCTION OF
MULTICHANNEL IMAGES FOR MACHINE VISION

Reservation of Copyright

The disclosure of this patent document contains material which is subject to
copyright protection. The owner thereof has no objection to facsimile reproduction by
anyone of the patent document or the patent disclosure, as it appears in the U.S. Patent
and Trademark Office patent file or records, but otherwise reserves all copyright rights

whatsoever.

Background of the Invention

The invention pertains to machine vision and, more particularly, to methods for
bandwidth reduction of multichannel images. The invention has application, for

example, in facilitating machine vision analysis of color images.

Machine vision refers to the automated determination of characteristics of
objects and other features shown in an image. It is often employed in automated
manufacturing lines, where images of components are analyzed to determine placement
and alignment prior to assembly. Machine vision is also used for quality assurance.
For example, in the semiconductor electronics assembly industry, images of chips are
analyzed to insure that leads, solder paste and other components do not overrun

designated boundaries.

Machine vision has traditionally been performed on gray-scale images, rather
than color images. Gray-scale images acquired of components on an electrical
equipment assembly are typically processed using gray-scale machine vision "tools,"
1.e., software routines, that determine component orientation and location. Gray-scale
processing has been justified on a number of grounds, including the relatively low cost

of gray-scale cameras and minimal computational demands of gray-scale vision tools.
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Color video cameras are gradually replacing gray-scale cameras as conventional
image acquisition devices. Though potentially increasing the flexibility of machine
vision systems, the processing of color images can be problematic. Color video
cameras generate digitally-encoded images in which each pixel is rendered in not one,
but muitiple, spectral bands. In a conventional RGB (red, green, blue) color video
signal, for example, each image is represented by three monochromatic (or gray-scale)
images: one based on the red portion of the spectrum, one based on the green portion of
the spectrum, and based on the blue portion of the spectrum. A scene represented by a
“color” image is typically reconstructed by aligning and adding together the

corresponding red, green and blue image components.

A color image is an example of a “multichannel” image. More generally, a
multichannel image is an image that is made up of two or more images (which may be
referred to as component images, or sub-images) each representing a respective (albeit,
possibly overlapping) spectral component of a scene. For example, as described above,
an RGB color image is made up red, green and blue component (or sub-) images. The
pixels in each of those component images represent the intensities of the respective
spectral band (i.e., pixels in the red component image represent the intensities of the
“reds” that make up the scene, pixels in the green component image represent the
intensities of the “greens” that make up the scene, and pixels in the blue component
image represent the intensities of the “blues™ that make up the scene). Of course,
multichannel images -- as used in this application -- are not merely limited to the
traditional red, green and blue spectral bands but may include additional or other
spectral bands in the visible, infrared, ultraviolet, x-ray or other portions of the

electromagnetic spectrum.

Many machine vision systems can not process multichannel images because, as
discussed above, their vision tools are designed for processing, at a given time, only a
single gray-scale image -- not sets of gray-scale images (i.e., multichannel images).
One prior art technique for overcoming this requires using the vision tools to process
separately each channel of the multichannel image (e.g., color image). The results are

combined to produce a composite answer. One drawback of this technique is that it
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greatly increases, i.e., by three-fold, the computation required to process an image.
Another drawback is that it can adversely affect the contrast among features shown in

the image.

An object of this invention is provide improved methods for machine vision and,
particularly, for reducing the bandwidth of a multichannel image. As used herein,
“bandwidth” refers to the number of channels, range of values, and/or range of
frequencies necessary to represent an image, e.g., for transmission, processing or
storage. For example, the bandwidth of a digitally-encoded image is the number of
bits necessary to encode the intensities and/or colors of the underlying scene, i.e., eight
bits in the case of a conventional gray-scale image and twenty-four bits in the case of a
conventional RGB color image. Thus, as used herein, reducing the bandwidth of a
color image refers, for example, to reducing the number of bits necessary to transmit,

store and/or process a digital signal representing the underlying scene.

Another object of the invention is to provide such methods as can be used for

permitting multichannel images to be processed with gray-scale machine vision tools.

Still another object of the invention is to provide such methods as can be used
to reduce the bandwidth of multichannel images without adversely affecting useful

information contained therein.
Yet still another object of the invention is to provide such methods as can be
implemented on conventional digital data processors or other conventional machine

vision analysis equipment.

Yet a further object of the invention is to provide such methods as can be

implemented computationally, optically or otherwise.
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Summary of the Invention

The foregoing objects are among those met by the invention which provides
machine vision methods for reducing the bandwidth of multichannel images, e.g., based

on contrasts in selected locations of a training image.

In one aspect of the invention, the method calls for inputting a multichannel
training image, where each channel represents a respective (albeit, possibly overlapping)
spectral band of the image. The method identifies, e.g., via operator input or otherwise,
one or more calibration locations in the image. The method determines weighting
factors for each respective channel based on the contrast in that channel at a location
corresponding to the calibration location. The weighting factors are then used to reduce
the bandwidth of a runtime image, which may be the same as or different from the
training image. Particularly, a reduced bandwidth runtime image signal is generated as
a function of (i) the weighting factors determined from the training image and (ii) the
multichannel runtime image signal. By generating the weighting factors based on
contrast at selected locations in the training image, the invention permits the
preservation, enhancement, or reduction of selected contrasts in the reduced bandwidth

runtime image signal.

To illustrate, by way of example, the invention can be used to facilitate
bandwidth reduction of color images in the automated assembly of printed circuit
boards. Thus, a multichannel color image of a printed circuit board on a conveyor belt
can be input as a training image. A region of the image showing an edge of the circuit
board can be selected, e.g., by the operator, as a calibration location. Weighting factors
can be determined from the contrasts contained in each of the red, blue and green
channels of the color image signal at regions corresponding to the calibration location.
A multichannel runtime image signal can be input, e.g., showing several boards on a
conveyor belt. That signal can be converted to a single-channel, gray-scale image by
multiplying each of the channels by its weighting factor and summing the results. The
resulting gray-scale signal can then be processed using conventional, gray-scale machine

vision tools.
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Yet another aspect of the invention provides a method as described above in
which the weighting factors are generated so as to emphasize contrasts in the
multichannel training signal at the calibration location. Continuing the example above,
where the calibration location shows edge of the circuit board against the conveyor belt,
the weighting factors can be generated to emphasize the color contrast between the
board and the belt.

The invention provides, in still other aspects, methods as described above in
which the reduced bandwidth image signal is generated as a linear function of a

multichannel, e.g., in accord with the following relationship:

I =kC, +kC +... kC,

where,
I; is the reduced bandwidth image signal;
C, - C, are channels of the multichannel runtime image; and
k, - k, are weighting factors for channels C, - C,, as determined from the

training image.

The weighting factors can themselves sum to a selected value, such as one, e.g.,
to normalize or to prevent overflow of the pixel values in the resulting reduced

bandwidth image signal.

Still other aspects of the invention provide methods as described above in which
multiple bandwidth reducing techniques are compared to determine which best
emphasizes contrast at the calibration location in the training image. According to this
aspect of the invention, a first reduced bandwidth signal is generated from the
multichannel training signal as described above. A second reduced bandwidth signal is
generated from that same muitichannel signal using a different function, e.g., a hue

function. Contrasts at the calibration location in the first and second reduced bandwidth
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signals are compared and, depending which is better, the corresponding function is used

to generate reduced bandwidth signals from the runtime image.

In other aspects, the invention provides methods for optically reducing the
bandwidth of images used in machine vision. According to one such aspect, the
method calls for using a multichannel image acquisition device, e.g., a color video
camera, to acquire a training image. As above, a calibration location is identified in
that image and, from it, weighting factors are determined for each channel of the
training image. An optical element is adjusted using those weighting factors to alter the
spectral content of a runtime image. That spectral content-altered image is then
acquired with a reduced-channel image acquisition device, e.g., a gray-scale video
camera. The optical element can be, for example, an optical filter or an illumination

source.

In other aspects, the invention provides improved methods of analyzing
multichannel image signals with conventional gray-scale machine vision tools. The
methods include determining a mapping function from a multichannel training image,
and generating a reduced bandwidth runtime image signal by applying that mapping
function to a multichannel runtime signal. That reduced bandwidth signal is, in turn,

applied to the gray-scale machine vision tool for analysis.

In a related aspect, the invention provides a method as described above in which
the step of generating a mapping function includes generating weighting factors, as

described above.

In yet another related aspect, the invention provides methods as described above
in which a lookup table is used in lieu of weighting factors. According to these aspects
of the invention, a lookup table is generated as a function of the image values in one or
more of the channels of the multichannel training signal. The reduced bandwidth
runtime image signal is, in turn, generated as a function of image values in the

multichannel runtime image and corresponding lookup table values.
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In still other aspects, the invention provides apparatus operating in accord with

the methodology above for reducing the bandwidth of multichannel images.

In yet still other aspects, the invention provides articles of manufacture
embodying a computer program for causing a digital data processing apparatus to

operate in accord with the methods above.

These and other aspects of the invention are evident in the drawings and in the

description that follows.

The invention has wide application in industry and research applications. It
permits the analysis of multichannel images using traditional gray-scale vision tools.
Particularly, for example, the invention can be used to reduce the bandwidth of a
twenty-four bit color image to eight bits, so that gray-scale search, gray-scale edge
finding and other gray-scale vision tools can be applied in order to identify features in
the image. Thus, for example, an existing vision system that is retrofit with a color
video camera can be adapted, in accord with the teachings hereof, for analysis of
images recorded by that camera without use of additional vision tools. Other aspects of
the invention also permit the acquisition of improved gray-scale images from

multichannel scenes.
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Brief Description of the Drawings

A more complete understanding of the invention may be attained by reference to

the drawings, in which:

Figure 1 depicts a processing-based machine vision system for bandwidth

reduction according to one practice of the invention;

Figure 2 depicts an optical filter-based machine vision system for bandwidth

reduction according to one practice of the invention;

Figure 3 depicts an illumination-based machine vision system for bandwidth

reduction according to one practice of the invention;

Figure 4 depicts a methodology for machine vision bandwidth reduction

according to one practice of the invention;

Figure 5 depicts an apparatus for machine vision bandwidth reduction according

to the invention; and
Figures 6A and 6B depict an article of manufacture embodying a computer

program for causing a digital data processing apparatus to operate in accord with

methods according to the invention.
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Detailed Description of the Illustrated Embodiment

Figure 1 depicts a machine vision system for bandwidth reduction according to
one practice of the invention. The system includes a training section 10 that acquires a
multichannel training image and that generates weighting functions k, from that image.
The system also includes a runtime section 11 that applies those weighting functions to
multichannel runtime images to reduce their bandwidth, e. g., so that they can be

processed by gray-scale image processing equipment (not shown).

In the illustrated embodiment, the training section 10 has image acquisition
device 12 that acquires, as the training image, a scene showing an electrical element 14
on a background 16, e.g., a printed circuit board. The device 12 generates a
multichannel, multichannel "training" signal, representing that image, and outputs it on
conductors 18, 20, 22. Those skilled in the art will, of course, appreciate that the
multichannel signal need not be received over multiple separate conductors nor by way
of multiple separate data streams. Rather, the multiple channels can be transmitted via
a single conductor and/or encoded in a single data stream, e.g., as in the case of color

images encoded in 24-bit data streams.

Those skilled in the art will appreciate that the training image may represent any
scene from which the user desires to generate weighting factors. Typically, this will be
an actual or artificial scene with contrasts (e.g., colors and intensities) representative of
those to be altered or preserved in reducing the bandwidth of multichannel runtime
images. For example, the illustrated training image is representative of contrasts
between an electrical element and a printed circuit board and, hence, is used to generate
weighting factors for reducing runtime color images bandwidth generated during printed

circuit board assembly.

Each charmel of the training signal represents a respective, possibly overlapping,
spectral component of the training image. In the illustrated embodiment, for example,
device 12 is conventional "RGB" color video camera. Accordingly, conductor 18

carries the red spectral components of the image; conductor 20, the green spectral
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components; and conductor 22, the blue spectral components. An image represented by
each channel is referred to in the discussion that follows as a channel image, component

image or sub-image, so as to distinguish it from the training image.

In the drawing, the channel images carried by conductors 18, 20, 22 are
graphically depicted as images C,, C,, C,. Those skilled in the art will appreciate that
these channel images are not necessarily displayed during operation or execution of the

invention. They are shown here to facilitate understanding of the invention.

In the illustration, the channel image C, on conductor 18 contains the red
spectral components of the training image and emphasizes the body of the electrical
element 14 against the background 16. Channel image C, on conductor 20 contains the
green spectral components of the training image and emphasizes the leads of the
electrical element 14 against the background 16. Channel image C, on conductor 22
contains the blue spectral components of the training image and emphasizes the

background "against" the entire electrical element 14.

Those skilled in the art will appreciate that the invention is not limited to the
use of three-channel color video image acquisition equipment. It may be used with any
image acquisition device operating in the visual spectra, or otherwise, capable of
generating two or more channels, each representing a respective -- and, possibly,
overlapping -- spectral component of the scene. Such image acquisition equipment

includes, by way of non-limiting example, charge-coupled devices, scanners, etc.

The channel images are routed via conductors 18, 20, 22 to image processing
device 30 that generates weighting factors for each of the channels. That device may
be a general purpose computer, vision processor (e.g., of the type available from the
assignee hereof, Cognex Corporation), or special purpose computing device
programmed, constructed and/or operated in accord with the teachings herein to

generate weighting factors from the multichannel, multichannel training signal.

10
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In the illustrated embodiment, a weighting factor k; is generated for each
respective channel of the training signal (and, as discussed below, of the runtime image
signal) as a function of the contrast at a selected location, or locations, in the channel
image represented by that signal. Thus, for example, a weighting factor k, is generated
for channel 18 as a function of the contrast at locations 32a, 32b in channel mmage C,;
weighting factor k, is generated for channel 20 as a function of the contrast at location
34a, 34b in channel image C,; weighting factor k, is generated for channel 22 as a
function of the contrast at locations 36a, 36b in channel image C,. These locations in
the channel images correspond to calibration locations 31, 32 in the training image, as

shown.

In the illustration, calibration locations 31, 32 denote regions in the multichannel
training image that emphasize contrasts between the body of electrical element 14 and
background 16, as well as between the leads of that electrical element and the
background. The selection of such calibration locations may be appropriate, for
example, in embodiments where the weighting factors are to be used to reduce runtime
color images of printed circuit board assemblies to gray-scale images while, at the same
time, preserving or enhancing contrasts between the electrical element 14 (and its leads)

and the background 16.

Those skilled in the art will appreciate that greater or fewer calibration locations
may be used. For example, in an embodiment where only the contrast between the
background 16 and conductive leads of electrical element 14 body is of interest,
location 32 alone can be selected. Still other locations may be selected so as to
generate weighting factors k;, k,, k; for use by runtime section 11 in enhancing,
preserving or, where appropriate, reducing contrasts in runtime images while reducing

the bandwidth of multichannel runtime signals.

Calibration locations 31, 32 can be selected by a user, e.g., via a keyboard,
mouse or other standard input device of an image processing workstation (not shown).
Alternatively, their locations can be predetermined, e.g., where the location of

contrasting edges of interest are known a priori. Still further, the calibration locations

11
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can be selected automatically using conventional image processing techniques that
operate on the combined or individual channel images. For example, in embodiments
where the general spectral characteristics of the training image are known, the
calibration locations can be identified by conventional image processing edge detection
techniques that are applied to find one or more prominent edges in a designated one of

the channel images.

In the illustrated embodiment, the weighting factors k,, k,, k, are generated as a
function of the contrast, i.e., the pixel-wise change in intensity, of the respective
channel images C,, C,, C, at respective locations 32a, 32b, 34a, 34b, 36a, 36b. Thus,
for example, k; is generated as a function of the contrast and, more particularly, the
change in intensity of channel image C, per unit distance along an axis, e.g., the x-axis.

In this illustrated embodiment, this relationship can be represented by the function:

o) C, (x)
;S ——
ox location

where, location represents the pixels in the corresponding regions 32a, 32b of

the respective channel image C,.

In this embodiment of the invention, the weighting factors k, and k, are likewise
generated as a function of the change in intensity of the respective channel images C,,
C, per unit distance along the respective x-axes. These relationships can be represented

by the functions:

. = o) Cz(x)
2 Ox ,

location
o) C3(x)

3 Ox

location

12
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Those skilled in the art will appreciate that weighting factors k,, can be
determined as other functions of the values in the channel images at the calibration
location(s) as well. For example, the weighting factors can be determined by selecting
from a list of predefined weighting factors that causes the best contrast improvement

5 after testing each member of the list.

In embodiments where the runtime section 11 generates reduced-bandwidth
runtime signals as a linear function of multichannel runtime signals, the weighting
factors k; can be normalized, e.g., so that they sum to a specified value, eg,l. A

10 preferred such relationship for generating normalized weighting factors follows:

where,
k; represents a weighting factor for channel i, and

K, represents a normalized weighting factor for channel i.

15
Where the calibration location includes only a single edge, e.g., an edge between
electrical element 14 and background 16, the channel having the largest weighting
factor k; can be assigned a normalized weighting factor K, of one and the other
channels can be assigned normalized weighting factors of zero.
20

Those skilled in the art will appreciate that normalized weighting factors K, can
be determined as other functions of the weighting factors k. For example,

normalization can be performed, if at all, by setting K, to one if k, is greater than a

13
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threshold value and, otherwise, setting K, to zero. Also, it will be appreciated that the

weighting factors K, k; can be signed, i.e., they can have positive and negative values.

Clamping can also be performed in addition to or instead of normalization. For
eight-bit images, clamping insures that all output values are in the range from 0 to 255.
If the value is greater than 255, it is reset to 255. If the value is less than 0, it is reset

to 0.

Runtime section 11 utilizes the weighting factors or their normalized counterpart
(all collectively referred to as weighting factors, or k) to reduce the bandwidth of
multichannel runtime images acquired by image acquisition device, e.g., so that they

can be processed by gray-scale image processing equipment.

Those runtime images are acquired by image acquisition device 38 that, like
device 12, may comprise any image acquisition device capable of generating an image
signal having channels representing respective (and, possibly, overlapping) spectral
components of a scene. In preferred embodiments, image acquisition devices 12 and 38
represent the same device, e.g., an RGB color video camera, that is used to generate

both training and runtime image signals.

In the illustrated embodiment, the runtime image represents a scene of showing
multiple electrical elements 40a - 40f against a background 42, such as a printed circuit
board. The runtime image can represent any scene. Preferably, of course, the image is
one having contrasting regions similar to those in the training image, though not
necessarily in the same locations. Though the runtime image is preferably generated by
a conventional image acquisition device, it may also be generated artificially (e.g., via

use of computer graphics).

Channels C, - C,, carried on conductors 44a - 44c, represent respective spectral

components of the runtime image, are routed from image acquisition device 38 to

14
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image processing device 46, as shown. Also routed to device 46 are weighting factors

k; generated by training section 10.

As with device 30, discussed above, image processing device 46 may be a
general purpose computer, vision processor (e.g., of the type available from the assignee
hereof, Cognex Corporation), or special purpose computing device programmed,
constructed and/or operated in accord with the teachings that follow to generate
weighting factors from the multichannel, multichannel training signal. In a preferred
embodiment, image processing devices 30, 46 represent the same device, e.g., a vision
processor, that is used to generate both weighting factors and bandwidth-reduced image

signals.

Image processing device 46 generates, from a multichannel runtime image, an
image of reduced bandwidth. In a preferred embodiment, where the multichannel
runtime image is an RGB color video signal (i.e., a three-channel, 24-bit signal), the
reduced bandwidth signal is a one-channel, 8-bit, gray-scale image signal. Those
skilled in the art will, of course, appreciate that other bandwidth reductions may be
accomplished by methods and apparatus according to the invention. For example, the

invention can be applied to reduce the bandwidth of a multichannel radar signal.

In the illustrated embodiment, image processing device 46 generates the reduced
bandwidth signal via mapping image values of the multichannel signal into the reduced
bandwidth signal. One preferred embodiment generates the reduced bandwidth signal
as a linear function of the image intensity values in each channel 44A - 44C of the
runtime image. Weighting factors for that function are those factors k; generated by the
training section 10. One such linear function is represented by the following
relationship:

L =kC +kC,+... kC,
where
I; is the reduced bandwidth runtime image signal;

C, - C, are channels of the multichannel runtime signal; and

k, - k, are weighting factors for the channels C, - C,.

15
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Those skilled in the art will appreciate that the reduced bandwidth runtime
image signal can be generated by other linear, as well as non-linear, functions of the

multichannel runtime image. Other such functions include

m
I, =k, Cl+k,C] +K+k C]

Where the weighting factors k; are generated as a function of the change in
intensity of the respective training image channels per unit distance along an axis, as
discussed above, the reduced bandwidth runtime signal maintains or emphasizes selected
contrasts in the multichannel runtime image, to wit, contrasts similar to those
represented in the calibration locations of the training image. Thus, in the illustrated
embodiment, image processing device 46 generates a reduced bandwidth signal
emphasizing contrasts between the electrical component and background. Such a
reduced bandwidth signal is illustrated by image 48. As above, the invention does not
require that the image 48 be displayed. Typically, for example, it is routed to a gray-
scale vision processing tool (such as search, edge finder, contour angle finder, etc.) for

analysis.

As evident in the illustration, the contrasts in the reduced bandwidth signal
between the component (and its leads) and the background are greater than the
corresponding contrasts in the scene from which the runtime image is generated. Those
skilled in the art will appreciate that the invention can similarly be used to reduce

selected contrasts in the reduced-bandwidth runtime signal.

Figure 2 depicts a system for bandwidth reduction according to an alternate
embodiment of the invention. As above, the system includes a training section 50 that
acquires a multichannel training image and that generates weighting functions k; from
that image. The system also includes a runtime section 52 that utilizes a weighting
factor-controlled optical filter to alter or preserve the spectral content of the runtime
scene -- and, particularly, to preserve selected contrasts in the reduced-bandwidth form

of that scene.
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The training section 50 is constructed an operated identically to training section

10, described above.

As above, the runtime section 52 utilizes image acquisition device 54 to acquire
an image of a scene that preferably has contrasting regions similar to those in the
training image (though, again, not necessarily in the same locations). Image acquisition
device 54 acquires a runtime image that is of reduced bandwidth with respect to image
acquisition device 12 of training section 50. For example, in the illustrated
embodiment, image acquisition device 12 is a conventional RGB color video camera
that generates a three-channel, 24-bit, multichannel signal; whereas device 54 is a
single-channel, 8-bit, gray-scale camera. Those skilled in the art will appreciate that the
teachings herein can be applied to other combinations of image acquisition devices, as
well. One such combination, for example, calls for placing the filter in front of the
eight-bit gray-scale camera at training time and acquiring a 24-bit multichannel signal

by sequentially acquiring three eight-bit images with three different filter settings.

An adjustable optical element 56 filters the image acquired by image acquisition
device 54 to alter or preserve selected contrasts in the scene. The filter is any
conventional optical quality, adjustable filter element, such as a color LCD filter or an
image intensifier. The filter is set using weighting factors k, generated by the training

section 50.

Specifically, the filter 56 is dynamically adjusted, based on the values of the

weighting factors k;, so as to alter the spectral content of the acquired image.

As above, the reduced bandwidth runtime image signal generated by image
acquisition device 54 maintains or emphasizes selected contrasts in the multichannel
runtime image, to wit, contrasts similar to those represented in the calibration locations
of the training image. Thus, in the illustrated embodiment, device 54 generates a
reduced bandwidth image signal emphasizing contrasts between the electrical

component and background. Such a reduced bandwidth signal is illustrated by image
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48. As above, the invention does not necessitate display of that image -- which

typically is simply routed to a gray-scale vision tool.

Those skilled in the art will appreciate that the invention can similarly be used

to reduce selected contrasts in the reduced-bandwidth runtime signal.

Figure 3 depicts a system for bandwidth reduction according to another alternate
embodiment of the invention. The system is constructed and operated identically to the
embodiment shown in Figure 2, except insofar as it utilizes adjustable illumination
sources instead of an optical filter to adjust the contrast of the scene imaged by image

acquisition device 54.

More particularly, the runtime section 52 of the embodiment illustrated in Figure
3 utilizes a controller 58 to control illumination intensities of illumination sources 60,
62, 64 in accord with weighting factors k; generated by training section 50. Those
illumination sources, in turn, alter the spectral content of the runtime scene so as to

alter or preserve contrasts in the reduce bandwidth image acquired by device 54.

In a preferred embodiment, illumination sources 60, 62, 64 are conventional red,
blue and green optical quality lights of the type conventionally used for machine vision
illumination. Although three such sources are shown in the illustration, greater or fewer
sources that can be controiled in order to alter the spectral content of the runtime scene
may also be used. Thus, for example, a single source having an adjustable intensity

and/or adjustable spectral output may be substituted for illustrated sources 60, 62, 64.

Controller 58 is operated and constructed in a conventional manner to respond to
weighting factors ki, e.g., to vary voltage and/or current applied to illumination sources
60, 62, 64 and, thereby, to control their respective intensities. Specifically, controller
58 dynamically adjusts, based on the values of the weighting factors so as to alter the

spectral content of the acquired image.
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As above, the reduced bandwidth runtime image signal generated by image
acquisition device 54 maintains or emphasizes selected contrasts in the multichannel
runtime image, to wit, contrasts similar to those represented in the calibration locations
of the training image. Thus, in the illustrated embodiment, device 54 generates a
reduced bandwidth image signal emphasizing contrasts between the electrical
component and background. Such a reduced bandwidth signal is illustrated by graphic
48. Those skilled in the art will appreciate that the invention can similarly be used to

reduce selected contrasts in the reduced-bandwidth runtime signal.

Figure 4 depicts a method for reducing the bandwidth of a multichannel,
multichannel image in accord with one practice of the invention. The method
incorporates the operations discussed above, in addition to steps for using hue as an

alternate technique for bandwidth reduction.

In step 70, the method inputs a training image. This is preferably done in the

manner discussed above in connection with Figure 1.

In step 72, the method identifies calibration locations in the candidate image,

again, preferably in the manner discussed above in connection with Figure 1.

In steps 74 - 76, the method determines the contrast of each channel image at
locations corresponding to the calibration locations and, from those contrasts, it
determines weighting factors k; for each channel. This is preferably done, as discussed
above, based on the pixel-wise change in intensity of the respective channel images at

locations corresponding to the calibration location(s), in accord with the relationships:

5 ¢, (x)

1
ox location
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5 C,(x)
, T ———
ox location
o) G, (x)
k.= ——
3 d5x .
location

where, location represents the pixels in the corresponding regions of the
respective channel image. As above, those skilled in the art will appreciate that
weighting factors k;, can be determined as other functions of the values in the channel

5 images at the calibration location(s) as well.

In steps 78 - 86, the method determines whether an alternate technique for
bandwidth reduction -- to wit, hue -- provides better contrast enhancement than use of
weighting factors determined in step 76 (or, in the alternate embodiment discussed

10 below, than use of the look-up table).

Particularly, in step 78, the method determines the hue saturation of the training
image. Where the training signal represents a conventional RGB color signal, the hue

saturation, S, is preferably determined in accord with the mathematical relationship:

1 1
S = \J < (2C,-C,-C,) % + > (Cy-C,) 72

15 where, C, is the red color signal;
C, is the blue color signal; and

C, is the green color signal.

In step 80, the method determines whether the hue saturation S is sufficient for
20 computation of a viable "hue" image. If the hue saturation is too low, the method
proceeds directly to step 94. In the preferred embodiment, the saturation is deemed to

be too low if it is less than 40 and, preferably, if it is less than 5 - 10.
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In the event that the hue saturation is not too low, the process proceeds to step
82. In that step, the process generates a hue image from the training image. The hue

image is generated in a conventional manner, preferably, in accord with the

x=(2cl-cz-cn)\J%
y=(C,-C,) E

I, = atan2(x, y)

relationship:

S= X2+y2

where
10 1, is the hue image;
S is the saturation image; (Both the hue and saturation images may be
rescaled to fit in the range from 0-255 for eight-bit images.)
C, - C, are channel images of the training image; and
atan? is an arctangent function.
15
Those skilled in the art will appreciate that a hue image generated in this
manner is of reduced bandwidth. Thus, for example, where the original image training
image is represented by a three-channel, color, RGB-format signal, the hue image can
be represented by a single 8-bit signal.
20
Those skilled in the art will also appreciate that hue and hue saturation can be

determined in other ways, as well. These include, by way of non-limiting example, a
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lookup table storing such values. Moreover, it will be appreciated that techniques for

bandwidth reduction may be used in place of hue.

In step 84, the method generates a reduced bandwidth image signal from training
signal, using the weighting factors k; Preferably, that reduced bandwidth signal is

generated in the manner discussed above, to wit, as a function of the linear relationship:

I, =kC, +kC,+... kC,
where
I, is the reduced bandwidth runtime image signal;
C, - C, are channels of the multichannel runtime signal; and

k, - k, are weighting factors for the channels C, - C,.

As discussed above, other techniques involving both linear and non-linear
equations can be used to generate the reduced bandwidth image signal from the

weighting factors.

During the runtime phase of operation, the method utilizes either the weighting
factors or hue to generate reduced bandwidth images from runtime images. As
indicated by step 86, in instances where the hue image generated in step 82 has higher
contrast in regions corresponding to the calibrations locations than the reduced
bandwidth image generated in step 84, the method jumps to step 88 for utilization of
hue to generate reduced bandwidth images from runtime images. Otherwise, it jumps
to step 94 for utilization of the weighting factors to generate those reduced bandwidth

images.

Particularly, in step 88 of the runtime phase of operation, the method inputs a
multichannel, multichannel runtime image, e.g., in the manner discussed above in
connection with Figure 1. In step 90, the method utilizes a hue calculation as discussed
in the preceding paragraphs to generate a reduce bandwidth hue image. In optional step
92, the method applies a conventional gray-scale tool to the reduced bandwidth hue

image.
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In step 94 of the runtime phase, the method inputs a multichannel, multichannel
runtime image, e.g., again, in the manner discussed above in connection with Figure 1.
In step 96, the method utilizes the weighting factors k; (or normalized forms thereof) to
generate a reduced bandwidth image signal, e.g., in the manner discussed above in
connection with Figure 1. In optional step 98, the method applies a conventional gray-

scale tool to the reduced bandwidth image.

Those skilled in the art will appreciate that techniques other than those discussed
above can be used to reduce the bandwidth of the multichannel training and runtime
images. For example, in lieu of generating weighting factors, as described above and
shown in steps 72 - 76, an alternate embodiment of the invention generates a look-up
table for use in mapping multichannel runtime images into reduced bandwidth images.

That look-up table is generated by assigning an eight-bit label to each 24-bit color.

Likewise, in lieu of illustrated steps 84 and 96, the method generates a reduced
bandwidth images from the training and runtime signal using the lookup table.
Preferably, that reduced bandwidth image is generated by replacing each 24-bit value
with the corresponding 8-bit value in the lookup table.

Figure 5 illustrates an apparatus for machine vision bandwidth reduction

utilizing the methodology shown in Figure 4 and discussed above.

As with the device shown in Figure 1, the apparatus of Figure 5 includes an
image acquisition device 12 that acquires a training image -- here, a scene showing an
electrical element 14 on a background 16, e.g., a printed circuit board. The device 12
generates a multichannel, multichannel "training" signal, representing that image, and
outputs it on conductors that are routed to an input/output (I/O) section of image

processing device 30.

In further accord with the apparatus shown in Figure 1, that shown in Figure 1
includes an image acquisition device 38 that, like device 12, generates a multichannel

runtime image having channels representing respective (and, possibly, overlapping)
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spectral component of a scene. In the illustrated embodiment, that scene is of multiple
electrical elements 40a - 40f against a background 42, such as a printed circuit board.
Channels representing respective spectral components of the runtime image are routed

from image acquisition device 38 to the I/O section of the image processing device 30.

As noted above, device 30 may be a general purpose computer, vision processor
(e.g., of the type available from the assignee hereof, Cognex Corporation), or special
purpose computing device programmed, constructed and/or operated in accord with the
teachings herein to generate weighting factors from the multichannel, multichannel
training signal. In the illustrated embodiment, device 30 is shown to be a general
purpose computer of the type including a central processing unit (labeled "CPU"), a
memory unit (labeled "RAM"), and input/output unit (labeled "I/O"), all of which are
constructed, interconnected and operated in the conventional manner. The device 30 is
also connected to a monitor 100 or other output device, such as a printer (not shown),
as well as to input devices, such as keyboard 102 and mouse (not shown), e.g., by
which a user can monitor and control operation of the device 30. Such input devices
can also be used, by way of example, to specify calibration locations for use in

processing the training image as discussed above.

[lustrated device 30 is programmed in a conventional manner to operate in
accord with the methodology shown in Figure 4 and discussed above to reduce the
bandwidth of multichannel, multichannel runtime images. As more particularly
indicated by the flow-chart outline within the illustrated CPU, that element is
configured by such programming to execute steps 70 - 98, discussed above, and thereby

to serve as means for providing that functionality.

Figures 6A and 6B depict an article of manufacture, to wit, a magnetic diskette,
composed of a computer usable media, to wit, a magnetic disk, embodying a computer
program that causes device 30, or other such digital data processing apparatus, to
operate in accord with the methods described above in connection with figures 1 - 5.
The diskette is shown in front view and back view. It is of conventional construction

and has the computer program stored on the magnetic media therein in a conventional
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manner readable, e.g., via a read/write head contained in a diskette drive of apparatus
30. It will be appreciated that diskette is shown by way of example only and that other
articles of manufacture comprising computer usable media on which programs intended
to cause a computer to execute in accord with the teachings hereof are also embraced

by the invention.

Described above are apparatus and methods meeting the objects set forth herein.
Those skilled in the art will appreciate that the specific embodiments illustrated in the
drawings and described above are illustrative only, and that other embodiments
incorporating modifications thereto fall within the scope of the invention. Thus, for
example, whereas the illustrated embodiments are utilized to reduce a conventional
color image to a gray-scale image, the invention can likewise be applied to reduce the
bandwidth of other images. Moreover, whereas the illustrated embodiments are shown
as acquiring multichannel training and runtime images over multiple conductor sets
(e.g., conductors 18, 20, 22 of Figure 1), such multichannel images can be received
over a single conductor set or in a single stream of digital words (e.g., as in the case of

a 24-bit color image).

In view of the foregoing, what we claim is:
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1. A method of reducing bandwidth of a multichannel image that has multiple
channels each representing a respective spectral component of a scene, the

method comprising the steps of:

A. identifying a calibration location in a multichannel training image;

B. determining a contrast within each channel of the multichannel training

image at a location corresponding to the calibration location;

C. determining a weighting factor for each channel of the multichannel
training image as a function of the contrast within the channel at the

location corresponding to the calibration location; and

D. generating, from a multichannel runtime image, a first reduced bandwidth
runtime image but that has fewer channels than the multichannel runtime
image, the reduced bandwidth runtime image being generated as a first
function of (i) the multichannel runtime image, and (ii) the weighting

factors for the channels of the multichannel training image.

2. A method according to claim 1, wherein step (C) includes the step of generating
the weighting factors so as to emphasize a contrast at the calibration location in

the training image.

3. A method according to claim 2, wherein the first function utilized in step (D) is
a linear function of (i) the channels of the multichannel runtime image, and (ii)

the weighting factors for each channel of the multichannel training image.

4. A method according to claim 3, wherein the first function utilized step (D) is
represented by the following relationship:
L=kC +kCy+... kKC,
where

I, is the first reduced bandwidth runtime image;

26

SUBSTITUTE SHEET (RULE 26)



WO 98/52349 PCT/US98/10083

C, - C, are channels of the multichannel runtime image; and

k, - k, are weighting factors for the channels C, - C,.

5. A method according to claim 4, wherein step (C) includes the step of

determining the weighting factors so that, together, their sum is a selected value.

6. A method according to claim 5, wherein step (C) includes the step of
determining the weighting factors so that, together, their sum is substantially

one.
7. A method according to claim 3, wherein step (C) includes the steps of:

generating, from the multichannel training image, a first reduced bandwidth
training image, the first reduced bandwidth training image being generated using

the first function;

generating, from the multichannel training image, a second reduced bandwidth
training image, the second reduced training image being generated using a

second function that differs from the first function;
comparing a contrast at the calibration location in the first reduced bandwidth
training image with that at the calibration location in the second reduced

bandwidth training image; and

utilizing, in step (D) a selected one of the first and second functions, based on a

result of the comparing step.
8. A method according to claim 7, wherein the second function is a hue function.

9. A method according to claim 8, comprising the step of determining a hue

saturation in the multichannel training image and, depending on a degree of hue
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saturation, generating the second reduced bandwidth image as function of a hue

of the corresponding multichannel image.

10. A method according to claim 9, wherein the second function is represented by

the relationship:

x= (2c1—c2—cn)., =
1
.Y:(Cz'cn) E

[, = atan2(x,y)

=

where
I, is the second reduced bandwidth image;
C, - C, are channels of the multichannel image from which the first
reduced bandwidth image is generated; and

atan2 is an arctangent function.

11. A method of bandwidth reduction for machine vision image acquisition, the

method comprising the steps of:
A. identifying a calibration location in a multichannel training image that has
multiple channels, each representing a respective spectral component of a

training scene;

B. determining a contrast within each channel of the multichannel training image at

a location corresponding to the calibration location;

C. determining a weighting factor for each channel of the multichannel training
image as a function of the contrast within that channel at the location

corresponding to the calibration location; and
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adjusting an optical element to alter a spectral content of a runtime scene and
inputting an image of that scene with a second image acquisition device that

represents the image with fewer channels than the multichannel training image.

A method according to claim 11, wherein the optical element is an optical filter
that alters a spectral content of the image acquired by the second image

acquisition device.

A method according to claim 12, wherein the optical element is an illumination
source that alters a spectral content of the image acquired by the second image

acquisition device.

A method according to any of claims 12 and 13 wherein the step (D) includes
the step of imaging the runtime scene with a second image acquisition device

that acquires a gray-scale image.

A method according to any of claims 12 and 13, wherein step (D) includes the
step of imaging the runtime scene with a second image acquisition device that

acquires a gray-scale image.

A machine vision method of analyzing, with a gray-scale machine vision tool, a
multichannel image that has multiple channels, each representing a respective

spectral component of a scene, the method comprising the steps of:

determining, from a multichannel training image representing a training scene, a

mapping function;

generating, from a multichannel runtime image representing a runtime scene, a
reduced bandwidth runtime image that represents the runtime scene but that has
fewer channels than the multichannel runtime image, the reduced bandwidth
runtime image being generated as a function of (i) the multichannel runtime

image, and (ii) the mapping function; and
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17.

18.

19.

20.

applying the reduced bandwidth runtime image to the gray-scale machine vision

tool.

A method according to claim 16, wherein step (A) includes the steps of

identifying a calibration location in a multichannel training image representing a

training scene;

determining a contrast within each channel of the multichannel training image at

a location corresponding to the calibration location; and

determining a weighting factor for each channel of the multichannel training
image as a function of the contrast within that channel at the location

corresponding to the calibration location.

A method according to claim 17, wherein step (B) includes the step of
generating the reduced bandwidth runtime image as a function of (i) the
multichannel runtime image, and (ii) the weighting factors for the channels of
the multichannel training image.

A method according to claim 16, wherein step (A) includes the steps of

identifying one or more calibration locations in a multichannel training image

representing a training scene;
generating a look-up table as a function of the image values in one or more of
the channels of the multichannel training image at each of the calibration

locations.

A method according to claim 19, wherein step (B) includes the step of

generating at least selected image values in the reduced bandwidth runtime
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image as a function of (i) corresponding image values in the multichannel

runtime image, and (ii) corresponding values in the look-up table.

21.  An article of manufacture comprising a computer usable medium embodying
program code for causing a digital data processor to carry out a method of
reducing bandwidth of a multichannel image that has multiple channels each
representing a respective spectral component of a scene, the method comprising

the steps of:

A. identifying a calibration location in a multichannel training image representing a

training scene;

B. determining a contrast within each channel of the multichannel training image at

a location corresponding to the calibration location;

C. determining a weighting factor for each channel of the multichannel training
image as a function of the contrast within the channel at the location

corresponding to the calibration location; and

D. generating, from a multichannel runtime image representing a runtime scene, a
first reduced bandwidth runtime image but that has fewer channels than the
multichannel runtime image, the reduced bandwidth runtime image being
generated as a first function of (i) the multichannel runtime image, and (ii) the
weighting factors for the channels of the multichannel training image.

22.  An article of manufacture according to claim 1, wherein step (C) of the method
includes the step of generating the weighting factors so as to emphasize a

contrast at the calibration location in the training image.

23.  An article of manufacture comprising a computer usable medium embodying
program code for causing a digital data processor to carry out a method of
bandwidth reduction for machine vision image acquisition, the method

comprising the steps of:
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24,

25.

inputting with a first image acquisition device a multichannel training image
representing a training scene and having multiple channels that each represent a

respective spectral component of the training scene;

identifying a calibration location in the multichannel training image;

determining a contrast within each channel of the multichannel training image at

a location corresponding to the calibration location;

determining a weighting factor for each channel of the multichannel training
image as a function of the contrast within that channel at the location

corresponding to the calibration location;

adjusting an optical element to alter a spectral content of a runtime scene and
inputting an image with a second image acquisition device that represents that
scene with a reduced bandwidth signal having fewer channels than the

multichannel training image.

An article of manufacture according to claim 23, wherein the optical element is
an optical filter that alters a spectral content of the image acquired by the second

image acquisition device.

An article of manufacture comprising a computer usable medium embodying
program code for causing a digital data processor to carry out a method of
analyzing with a gray-scale machine vision tool a multichannel image that
represents a scene and that has multiple channels each representing a respective

spectral component of the scene, the method comprising the steps of:

determining, from a multichannel training image representing a training scene, a

mapping function;
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26.

generating, from a multichannel runtime image representing a runtime scene, a
reduced bandwidth runtime image but that has fewer channels than the
multichannel runtime image, the reduced bandwidth runtime image being
generated as a function of (i) the multichannel runtime image, and (ii) the

mapping function; and

applying the reduced bandwidth runtime image to the gray-scale machine vision

tool.

An article of manufacture according to claim 25, wherein step (A) of the method

includes the steps of

27.

identifying a calibration location in a multichannel training image representing a

training scene;

determining a contrast within each channel of the multichannel training image at

a location corresponding to the calibration location; and
determining a weighting factor for each channel of the multichannel training
image as a function of the contrast within the channel at the location

corresponding to the calibration location.

An article of manufacture according to claim 25, wherein step (A) of the method

includes the steps of

identifying one or more calibration locations in a multichannel training image

representing a training scene;

generating a look-up table as a function of the image values in one or more of
the channels of the multichannel training image at each of the calibration

locations.
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28.

29.

30.

An apparatus for reducing bandwidth of a multichannel image that represents a
scene and that has multiple channels each representing a respective spectral

component of the scene, the apparatus comprising:

means for identifying a calibration location in a multichannel training image

representing a training scene;

means for determining a contrast within each channel of the multichannel

training image at a location corresponding to the calibration location;

means for determining a weighting factor for each channel of the multichannel
training image as a function of the contrast within the channel at the location

corresponding to the calibration location; and

means for generating, from a multichannel runtime image representing a runtime
scene, a first reduced bandwidth runtime image runtime scene but that has fewer
channels than the multichannel runtime image, the reduced bandwidth runtime
image being generated as a first function of (i) the multichannel runtime image,
and (ii) the weighting factors for the channels of the multichannel training

image.
An apparatus according to claim 28, wherein the means for determining
generates the weighting factors so as to emphasize a contrast at the calibration

location in the training image.

An apparatus for reducing the bandwidth of a runtime image based on analysis

of a training image, the apparatus comprising:

means for identifying a calibration location in a multichannel training image
having multiple channels that each represent a respective spectral component of

a training scene;
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B. means for determining a contrast within each channel of the multichannel

training image at a location corresponding to the calibration location;

C. means for determining a weighting factor for each channel of the multichannel
training image as a function of the contrast within that channel at the location

corresponding to the calibration location;

D. means for adjusting an optical element to alter a spectral content of a runtime
scene and inputting that image with a second image acquisition device that
represents that scene with a reduced bandwidth image having fewer channels

than the multichannel training image.

31.  An apparatus according to claim 30, wherein the optical element is an optical
filter that alters a spectral content of the image acquired by the second image

acquisition device.

32. A machine vision apparatus for analyzing with a gray-scale machine vision tool
a multichannel signal that represents a scene and that has multiple channels each
representing a respective spectral component of the scene, the method

comprising the steps of:

A. means for determining, from a multichannel training image representing a

training scene, a mapping function;

B. means for generating, from a multichannel runtime image representing a runtime
scene, a reduced bandwidth runtime that represents the runtime scene but that
has fewer channels than the multichannel runtime image, the reduced bandwidth
runtime image being generated as a function of (i) the multichannel runtime

image, and (ii) the mapping function; and

C. means for applying the reduced bandwidth runtime image to the gray-scale

machine vision tool.
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33.

34.

An apparatus according to claim 32, wherein the means for determining includes

means for identifying a calibration location in a multichannel runtime image

representing a training scene;

means for determining a contrast within each channel of the multichannel

training image at a location corresponding to the calibration location; and
means for determining a weighting factor for each channel of the multichannel
training image as a function of the contrast within the channel at the location
corresponding to the calibration location.

An apparatus according to claim 32, wherein the means for determining includes

means for identifying one or more calibration locations in a multichannel

training image representing a training scene;

means for generating a look-up table as a function of the image values in one or
more of the channels of the multichannel training image at each of the

calibration locations.
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