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TECHNICAL FIELD

The present disclosure generally relates to the field of automatic data collection (ADC), and more particularly but not exclusively, relates to the optical reading of machine-readable symbols (e.g., barcode symbols, matrix code symbols, stacked code symbols, or other types of machine-readable symbols) and/or other images.

BACKGROUND INFORMATION

The use of cellular telephones and other types of portable wireless electronic devices (e.g., wireless personal digital assistants such as Blackberry®, TREO®) is becoming more ubiquitous in day-to-day transactions and in other activities. For instance, many cellular telephones are provided with a display screen that allows their users to view content from the Internet or from other sources. Further, many cellular telephones are provided with a built-in camera or other imaging component that allows their users to capture images of objects and to view the captured images on the display screen.

One example of an object that can be captured and viewed in a display screen of a portable electronic device (such as a cellular telephone, personal digital assistant or player such as IPOD®) is a machine-readable symbol affixed on an item. The automatic data collection (ADC) arts include numerous systems for representing information in machine-readable form. For
example, a variety of symbologies exist for representing information in barcode symbols, matrix or area code symbols, and/or stacked symbols. A symbology typically refers to a set of machine-readable symbol characters, some of which are mapped to a set of human-recognizable symbols such as alphabetic characters and/or numeric values. Machine-readable symbols are typically comprised of machine-readable symbol characters selected from the particular symbology to encode information. Machine-readable symbols typically encode information about an object on which the machine-readable symbol is printed, etched, carried or attached to, for example, via packaging or a tag.

Barcode symbols are a common one-dimensional (1D) form of machine-readable symbols. Barcode symbols typically comprise a pattern of vertical bars of various widths separated by spaces of various widths, with information encoded in the relative thickness of the bars and/or spaces, each of which have different light reflecting properties. One-dimensional barcode symbols require a relatively large space to convey a small amount of data.

Two-dimensional symbologies have been developed to increase the data density of machine-readable symbols. Some examples of two-dimensional symbologies include stacked code symbologies. Stacked code symbologies may be employed where length limitations undesirably limit the amount of information in the machine-readable symbol. Stacked code symbols typically employ several lines of vertically stacked one-dimensional symbols. The increase in information density is realized by reducing or eliminating the space that would typically be required between individual barcode symbols.

Some other examples of two-dimensional symbologies include matrix or area code symbologies (hereinafter "matrix code"). A matrix code symbol typically has a two-dimensional perimeter, and comprises a number of geometric elements distributed in a pattern within the perimeter. The perimeter may, for example, be generally square, rectangular or round. The geometric elements may, for example, be square, round, or polygonal, for example hexagonal. The two-dimensional nature of such a machine-readable symbol
allows more information to be encoded in a given area than a one-dimensional barcode symbol.

The various above-described machine-readable symbols may or may not also employ color to increase information density.

A variety of machine-readable symbol readers for reading machine-readable symbols are known. Machine-readable symbol readers typically employ one of two fundamental approaches, scanning or imaging.

In scanning, a focused beam of light is scanned across the machine-readable symbol, and light reflected from and modulated by the machine-readable symbol is received by the reader and demodulated. With some readers, the machine-readable symbol is moved past the reader, with other readers the reader is moved past the machine-readable symbol, and still other readers move the beam of light across the machine-readable symbol while the reader and machine-readable symbol remain approximately fixed with respect to one another. Demodulation typically includes an analog-to-digital conversion and a decoding of the resulting digital signal.

Scanning-type machine-readable symbol readers typically employ a source of coherent light such as a laser diode to produce a beam, and employ a beam deflection system such as a rotating multi-faceted prism or oscillating mirror to scan the resulting beam across the machine-readable symbols.

Conventional laser scanning systems employ progressive symbol sampling.

In imaging, the machine-readable symbol reader may flood the machine-readable symbol with light, or may rely on ambient lighting. A one-dimensional (linear) or two-dimensional image (2D) capture device or imager such as a charge coupled device (CCD) array captures a digital image of the illuminated machine-readable symbol, typically by electronically sampling or scanning the pixels of the two-dimensional image capture device. The captured image is then decoded, typically without the need to perform an analog to digital conversion.

A two-dimensional machine-readable symbol reader system may convert, for example, two-dimensional symbols into pixels. See, for example,
With regards to the portable electronic devices discussed above that have a display screen, the display screen may present an image of a machine-readable symbol that has been captured by the built-in camera. Alternatively or additionally, the image of the machine-readable symbol may be an attached file from an email, a locally stored image file, an image from an Internet web site, a live broadcast image, or any other type of image that can be presented on the display screen.

BRIEF SUMMARY

An aspect provides a method usable with an imager type automatic data collection device. The method includes obtaining a first image of a display screen of an electronic display device. The first image includes noise and an image of a target machine-readable symbol that is affected by the noise. A second image of the display screen is obtained. The second image has the image of the target machine-readable symbol absent therefrom and includes the noise. The second image is subtracted from the first image to substantially remove the noise and to obtain a third image that includes a resulting improved image of the target machine-readable symbol.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

Non-limiting and non-exhaustive embodiments are described with reference to the following figures, wherein like reference numerals refer to like parts throughout the various views unless otherwise specified.

Figure 1 is an upper isometric view of an embodiment of an automatic data collection device acquiring an image of a target machine-readable symbol that is being presented on a display screen of an electronic display device.
Figure 2 is a functional block diagram of one embodiment of the data collection device of Figure 1.

Figure 3 shows an exemplary image of the display screen of the electronic display device of Figure 1, with the image of the display screen including the image of the target machine-readable symbol.

Figure 4 shows an exemplary resulting image of the machine-readable symbol of Figure 3 after application of an embodiment of an image subtraction method.

Figure 5 shows another exemplary image of a display screen of an electronic display device, with the image of the display screen including an image of a target machine-readable symbol.

Figure 6 is an enlarged image of the display screen of Figure 5.

Figure 7 is a flowchart of an embodiment of a method for reading a machine-readable symbol from a display screen of an electronic display device.

DETAILED DESCRIPTION

Embodiments of techniques for noise reduction by image subtraction for an automatic data collection device are described herein. In the following description, numerous specific details are given to provide a thorough understanding of embodiments. One skilled in the relevant art will recognize, however, that the embodiments can be practiced without one or more of the specific details, or with other methods, components, materials, etc. In other instances, well-known structures, materials, or operations are not shown or described in detail to avoid obscuring aspects of the embodiments.

Reference throughout this specification to "one embodiment" or "an embodiment" means that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. Thus, the appearances of the phrases "in one embodiment" or "in an embodiment" in various places throughout this specification are not necessarily all referring to the same embodiment. Furthermore, the particular
features, structures, or characteristics may be combined in any suitable manner in one or more embodiments.

It may be desirable to read the machine-readable symbol (whether a 1D or 2D image) from the display screen of the portable electronic device, using an automatic data collection device (such as an imaging-type data collection device described above).

One example application involving this scenario is the verification of a passenger’s airline boarding pass that has a machine-readable symbol printed on or affixed thereto. At check-in, for instance, the passenger may show the image of the boarding pass displayed in the passenger's cellular telephone to airline security personnel, alternatively to presenting the physical boarding pass. The security personnel can then capture the image of the machine-readable symbol using an imaging-type data collection device, process the captured symbol to decode the underlying data, and then compare the decoded data with official records.

However, there are several technological problems associated with the reading environment that make it difficult to reliably read machine-readable symbols from the display screen of a portable device. One of these problems includes a lack of contrast between the image of the machine-readable symbol and the background of the display screen, if the display screen is not suitably backlit. Other problems that can adversely affect the quality of the image are scratches on the display screen, interference/distortion due to text that is presented on the display screen along with the image of the machine-readable symbol, and/or background reflections off the cover (such as a glass cover) of the display screen. Sometimes, the varying microstructures (including pixel size, pixel arrangement, and/or pixel density) in the display screen can affect the quality of the image. Because of these various problems, the imaging-type data collection device may have difficulty discerning the image of the machine-readable symbol from the background image of the display screen and from noise, and therefore be unable to successfully decode the machine-readable symbol.
A possible method for reading an image presented on a display screen involves capturing and processing multiple frames having the presented image. These successively captured frames of images can then be combined to reduce the noise. However, this method is limited to situations where the overall images are the same from one frame to another. A problem with this method is that there is always a question as to which portion of the overall image in each frame is due to noise and which portion of the overall image in each frame is the desired image.

Another possible method to read an image presented on a display screen is to perform software analysis of the presented image. Such software analysis, however, involves analysis of a single frame of the image to specifically identify the desired image. This single-image software analysis technique can lead to increased errors.

From the discussion above, it is apparent that there is a need for a method of reading machine-readable symbols that are presented by electronic display devices in a manner that reduces signal-to-noise problems and that is more reliable than currently available techniques. To address this need, one embodiment provides a method of reading images from electronic display devices having a display screen, such as cellular telephones or other types of portable wireless (and/or non-portable and wired) electronic display devices, in which an image of a target machine-readable symbol is differentiated from the background noise that distorts the image of the target machine-readable symbol.

An embodiment provides an automatic data collection device that acquires at least two images of a display screen of an electronic display device. Before acquisition of the two images, a target machine-readable symbol is transmitted or otherwise provided to such an electronic display device so that the target machine-readable symbol can be presented on the display screen. Using the data collection device, a first image is taken of the display screen at a time when the machine-readable symbol is presented therein. The data collection device attempts to decode the target machine-readable symbol using
the first image. If the machine-readable symbol is successfully decoded by the
data collection device, then no further steps need be taken to further decode or
otherwise process the first image having the target machine-readable symbol
therein.

However, if the attempt by the data collection device to decode
the target machine-readable symbol in the first image is not successful (due to
noise or other distortion in the first image), then a second image of the display
screen is acquired by the data collection device. The second image is taken by
the data collection device at a time when the target machine-readable symbol is
not being presented by the display screen of the electronic display device.

The first and second images are placed in a memory of the data
collection device. If appropriate, alignment calculations can be performed by
the data collection device to align the first and second images to each other. In
one embodiment, the second image is subtracted from the first image, thereby
yielding a high-contrast inverted image of the target machine-readable symbol.
The resulting image of the target machine-readable symbol is then decoded by
the data collection device.

Such an embodiment operates based on the presence of the
image of the target machine-readable symbol in the first image and the
absence of the image of the target machine-readable symbol in the second
image. Therefore, the entire second image of the display screen, when the
image of the target machine-readable symbol image is absent, is comprised of
noise and other image portions that are not relevant to the decoding process.
This noise, which includes the irrelevant image portions of the second image, is
subtracted from the first image of the display screen having the image of the
target machine-readable symbol, thereby yielding a dramatically improved
image of the target machine-readable symbol by itself.

Figure 1 shows an automatic data collection device 10 for reading
one or more target machine-readable symbols, such a matrix code symbol 12
or some other two-dimensional (2D) or one-dimensional (1D) symbol. While
the matrix code symbol 12 is illustrated, it is appreciated that the target
machine-readable symbol may be embodied as any other type of 1D or 2D symbol that can be read using imaging techniques. Examples of such other target machine-readable symbols include, but are not limited to, a stacked code symbol, a barcode symbol, or other types of 1D or 2D machine-readable symbols, for instance. For the sake of simplicity of explanation hereinafter and unless the context is otherwise, the various embodiments pertaining to the data collection device 10 shown in Figure 1 and elsewhere will be described with respect to the target machine-readable symbol being in the form of the matrix code symbol 12.

The matrix code symbol 12 is being displayed as an image in a display screen 22 of an electronic display device 24. The electronic display device 24 can comprise a cellular telephone, personal digital assistant (PDA) such as the Palm Pilot®️, wireless PDA such as Blackberry®️ or TREO®️, palmtop or laptop computer, audio or video player such as the IPOD®, or other type of portable wired or wireless electronic device. The electronic display device 24 can also comprise a desktop personal computer (PC), network terminal, docked laptop, or other type of hardwired electronic display device with limited portability.

The display screen 22 can comprise a liquid crystal display (LCD) screen, cathode ray tube (CRT) screen, plasma screen, projection screen, digital light processing (DLP) screen, or other type of screen that can be implemented in the electronic display device 24. A person skilled in the art having the benefit of this disclosure will recognize that several different types of screens 22 may be used by the electronic display device 24.

The images (including the image of the matrix code symbol 12) displayed by the display screen 22 can be presented in a raster manner, such as lines of pixels that are refreshed at a certain rate. Alternatively or additionally, the images may be presented as macroblock data. The manner in which images are displayed on the display screen 22 may vary from one electronic display device 24 to another, depending on factors such as the type
of display screen used, the type of image-generation technology used, and so forth.

The images may be displayed and refreshed as necessary on the display screen 22, or the images may be substantially static. In one embodiment, the images on the display screen 22 may be refreshed at a certain rate, such that at least a portion of an image is displayed during a first time period, then the image is removed from presentation (thereby leaving substantially "blank" display screen 22) during a second time period, and then the portion of the image is presented again during a third time period. The removal of the image during the second time period can correspond, for example, to a screen-blanking interval in raster-based display systems and/or in macroblock-based display systems.

In another embodiment, the presentation of the images and the blanking of the display screen can be performed manually by the user and/or can be performed automatically based on user/manufacturer settings. Thus, the image can appear to "flash ON" or "flash OFF" on the display screen 22. The "flashing rate" or other intermittent presentation of the image can be set at a sufficiently high rate such that flashing of the image is not human-perceptible—the image appears static to the user of the data collection device 10. The flashing rate can also be set at a slower rate, such as less than ten times per second or some other rate sufficient for human-perceptibility so that the user can visually perceive the flashing.

In an embodiment, the data collection device 10 is operable to acquire images of the display screen 22 both with the image of the matrix code symbol 12 present therein and with the image of the matrix code symbol 12 absent therefrom. For instance, the data collection device 10 can be set such that a first image is acquired automatically when the image of the matrix code symbol 12 is present in the display screen 22 and a second image is acquired automatically when the image of the matrix code symbol 12 is absent from the display screen 22. The timing of the imaging by the data collection device 10
can be set to be at least equal to or greater than the flashing rate of the display screen 22.

In another embodiment, image acquisition can be set at a suitable rate to capture images both during the blanking interval and outside of the blanking interval when an image is present or otherwise maintains some level of persistency.

In another embodiment, if the flashing rate of the display screen 22 is sufficiently slow, the images of the display screen 22 can be acquired manually by the user by pressing a trigger 20 (or via other manual user activation) each time when the user sees the image of the matrix code symbol 12 and when the user sees the matrix code symbol 12 disappear from the display screen 22.

In one embodiment, the images of the "blank" display screen 22 correspond to a situation where the display screen 22 remains activated—the image of the matrix code symbol 12 is just not displayed thereon. In such a situation, at least some of the pixels of the display screen 22, displayed text, backlighting, or other screen-related elements may remain energized or otherwise activated. In another embodiment, the images of the "blank" display screen 22 may correspond to a situation where the display screen 22 is deactivated, with minimal or no screen elements energized. In such a situation, the data collection device 10 can still capture images of the deactivated display screen 22 to the extent that such images are influenced by reflections from its screen cover, dirt or scratches on the screen cover, ambient lighting, microstructures of the display screen, or other factors that may affect the quality of the images.

In one embodiment, the image of the matrix code symbol 12 may be obtained by the electronic display device 24 using a camera (not shown) that is integrated in the electronic display device 24. For instance, a user of the electronic display device 24 may "take a picture" or acquire an image of an item having the matrix code symbol 12 affixed or printed thereon. The user may also simply point the camera at the item, without necessarily "taking a picture"
with a "shutter release," so that the image of the matrix code symbol 12 appears on the display screen 22 for viewing and acquisition by the data collection device 10. In other embodiments, the image of the matrix code symbol 12 may be retrieved by the electronic display device from local storage and/or from a remote network location, such as a web site on the Internet. In still other embodiments, the image of the matrix code symbol 12 may be transmitted to the electronic display device 24 for display on the display screen 22, such as via a live broadcast, as an email attachment, and so forth. A person skilled in the art having the benefit of this disclosure will recognize that many different techniques may be used to obtain an image of the matrix code symbol 12 for presenting in the display screen 22.

The data collection device 10 includes a head 16, a handle 18, and an actuator such as the trigger 20. While the trigger 20 is shown with a specific shape and in a specific location in the embodiment of Figure 1, other embodiments may employ different arrangements. For example, the trigger 20 can be embodied as a side-mounted finger trigger, top-mounted thumb trigger, button or key, touch screen, and other trigger arrangements. One embodiment further provides a proximity trigger, which uses optics, acoustics, or other mechanism to determine proximity of an object to automatically activate without requiring a user to pull the trigger. In one embodiment, the trigger 20 can be implemented as a multi-position trigger that can be pulled/pressed in stages. For example, an initial press (e.g., pressing the trigger 20 halfway) can be used to perform initial illumination and image acquisition for automatic focusing purposes, and a further press (e.g., further pressing the trigger 20 to its fully pressed position) can be used to perform final image acquisition. In yet other embodiments, image acquisition (whether initial image acquisition during the automatic focusing process and/or final image acquisition) can be automatically initiated after expiration of a set time period after the data collection device has been pointed at the matrix code symbol 12, or automatically initiated after sensing a lack of movement of the data collection device 10, generally.
indicating that the data collection device 10 is being pointed at a desired target machine-readable symbol.

The data collection device 10 can comprise a portable data collection device, a hand-held imager type device, or other suitable electronic device having the various data reading capabilities described herein. It is appreciated that some embodiments are provided that may not necessarily have the same shape or identical features or identical use as the embodiments illustrated in the various figures. However, such embodiments can nevertheless include embodiments of the noise reduction features described herein.

The embodiment of the data collection device 10 of Figure 1 generates an illumination beam 14, which is symbolically depicted in broken lines as one or more beams of light directed at the matrix code symbol 12 and having a generally rectangular illumination pattern. It is appreciated that such illumination pattern produced by the aiming beam 14 can comprise various other shapes such as substantially square, elliptical, circular, and so forth. In an embodiment, illumination of the target matrix code symbol 12 may be provided partly or entirely by ambient light.

The aiming beam 14 has a field-of-view (FOV) such that the entire image of the target matrix code symbol 12 falls within the FOV. In certain situations, such as depicted in Figure 1, the FOV may also encompass portions of the display screen 22 that lie outside of the image of the matrix code symbol 12 and may further encompass portions of the electronic display device 24 that lie outside of the display screen 22 and/or areas lying completely off the electronic display device 24. As a result, the overall image captured by the data collection device 10 can comprise a first image portion that includes the image of the matrix code symbol 12, and a second image portion that includes the areas of the display screen 22 and other areas that lie outside of the image of the matrix code symbol 12, as well as areas that overlap into the image of the matrix code symbol 12. As will be explained in greater detail below, an embodiment of an image subtraction technique is able to obtain a difference
between the first image portion and the second image portion, thereby resulting in an improved image of the matrix code symbol 12.

Figure 2 is a block diagram of one embodiment of the data collection device 10 that can implement the features described above, and particularly a data collection device 10 that is able to perform image subtraction to reduce noise in an image. While such a block diagram depicts a dedicated 2D and/or 1D data collection device that uses imaging, such embodiment(s) are illustrated and described in this manner for the sake of convenience. The features depicted in the illustrated embodiments can be suitably supplemented with other components, so as to provide a multi-mode data collection device that is operable to read any one or more of 1D, 2D, or other type of machine-readable symbols using imaging or scanning, and which may additionally read other types of automatic data collection (ADC) data carriers, including RFID and/or acoustical data carriers, for example.

As shown in the embodiment of Figure 2, the data collection device 10 has a housing 26 that carries various components, symbolically shown as being coupled together via a bus 28. The bus 28 provides data, commands, and/or power to the various components of the data collection device 10. The data collection device 10 can include an internal power source such as a rechargeable battery (not shown), or can receive power from an external power source such as a wall outlet by way of an electrical cord (not shown).

The data collection device 10 may include one or more flood illumination sources 60, such as a plurality of light sources, to substantially illuminate a target symbol such as the matrix code symbol 12. The flood illumination source 60 can be in the form of one or more LED light sources, or other suitable type of light source(s) that can be used for target illumination in the manner previously described above.

A motor controller 48 can be provided for a variety of purposes.

The motor controller 48 can control movement of the illumination source(s) 60 and/or can control movement of a reflective mirror (or other mechanical or
optical element) that focuses the illumination onto the target matrix code symbol 12, for example. The motor controller 48 can also be used to control a mirror, prism, lens and/or other mechanical or other optical element to focus or otherwise direct the returned image (from the target matrix code symbol 12) onto an imager or image detector 62 (or other image array or image sensor).

The image detector 62 is positioned to receive illumination returned from the target matrix code symbol 12 during image acquisition of the matrix code symbol 12. The image detector 62 can take the form of a one- or two-dimensional charge coupled device (CCD) array, for example, or other suitable image sensor or image array. The image detector 62 of various embodiments can implement linear imagers, 2D imagers, or other types of imagers usable with a variety of light sources. In certain embodiments, the data collection device 10 can omit or reduce the output of the illumination source 60 for purposes of image acquisition, for example where the image detector 62 is a two-dimensional CCD array operable with ambient light.

The data collection device 10 of Figure 2 includes at least one microprocessor, controller, microcontroller, or other processor, which are symbolically shown as a single microprocessor 34. It is appreciated that the data collection device 10 may include separate dedicated processors for reading and processing matrix code symbols, RFID tags, acoustical tags, barcode symbols, other data carriers, and the like, as well as one or more processors for controlling operation of the data collection device 10.

Moreover, in one exemplary embodiment, at least one digital signal processor (DSP) 38 may be provided to cooperate with the microprocessor 34 to process signals and data returned from the symbols. Such signal processing may be performed for purposes of reading data from signals received from the target symbol. For instance during decoding, the DSP 38 can perform image processing to extract the underlying data from the captured image of the matrix code symbol 12. Furthermore, the DSP 38 and/or the microprocessor 34 can perform various embodiments of an image subtraction algorithm in which pixels from a second image are subtracted from
pixels of a first image (or vice versa) in order to yield an improved image of the matrix code symbol 12.

Furthermore, the microprocessor 34 can execute software or other machine-readable instructions stored in a machine-readable storage medium in order to perform the image processing (including image subtraction), decoding or to otherwise control operation of the data collection device 10, including controlling the timing of image acquisition in a manner that various images of the display screen 22 (with and without the image of the matrix code symbol 12 displayed thereon) can be acquired. Such storage medium can be embodied by a random access memory (RAM) 36, a read only memory (ROM) 40, or other storage medium. The software stored in the storage medium can include the image subtraction algorithm.

Further in an embodiment, the ROM 40 stores instructions for execution by the microprocessor 34 to operate the various components of the data collection device 10. For example, the ROM 40 contains instructions for the microprocessor 34 that permit the microprocessor 34 to control the image detector 62 to capture image data (including image acquisition timing) and to decode and/or manipulate the captured image data. As used in this herein, ROM includes any non-volatile memory, including erasable memories such as EEPROMs.

The RAM 36 is provided to temporarily store data, such as a captured image data from the image detector 62. The RAM 36 can also store other types of data, such as variable values, results of calculations, state data, or other information. Therefore in an embodiment, the images of the display screen 22 (with and without the image of the matrix code symbol 12), the intermediate values obtained during execution of the image subtraction algorithm, and/or resulting image of the matrix code symbol after execution of the image subtraction algorithm can be stored in the RAM 36.

An analog-to-digital (A/D) converter 50 can be used if necessary to transform various analog electrical signals to digital form, such as
communication signals or user input signals. The bus 28 couples the digital data from the A/D converter 50 to the microprocessor 34 and the RAM 36.


The data collection device 10 can include a communication port 52 to provide communications to external devices. The communication port 52 can be a hardwire or wireless interface, and can even employ an antenna, radio, USB connection, Ethernet connection, modem, or other type of communication device. The communication port 52 can provide communications over a communications network (not shown) to a host (not shown), allowing transmissions of data and/or commands between the data collection device 10 and the host. The communications network can take the form of a wired network, for example a local area network (LAN) (e.g., Ethernet, Token Ring), a wide area network (WAN), the Internet, the World Wide Web (WWW), wireless LAN (WLAN), wireless personal area network (WPAN), and other network. Alternatively or additionally, the communications network can be a wireless network, for example, employing infrared (IR), satellite, and/or RF communications.

The data collection device 10 includes a keypad, mouse, touch screen, or other user input device 54 to allow user input. It is appreciated that other devices for providing user input can be used. The user input device 54 is usable to allow the user to select modes (e.g., modes for reading matrix code symbols, barcode symbols, or other symbols), turn the data collection device 10 ON/OFF, adjust power levels, and others. The bus 28 couples the user input
device 54 to the microprocessor 34 to allow the user to enter data and commands.

The bus 28 also couples the trigger 20 to the microprocessor 34. In response to activation of the trigger 20, the microprocessor 34 can cause the illumination source 60 to emit light for target locating. A subsequent or additional pressing of the trigger 20 can be used to activate image acquisition. In various embodiments, different levels and/or sequences of activation of the trigger 20 can result in the performance of different functions.

The data collection device 10 includes human-perceptible visual (e.g., a display output) and audio indicators (e.g., sounds) 56 and 58 respectively. The bus 28 couples the visual and audio indicators 56 and 58 to the microprocessor 34 for control thereby. The visual indicators 56 take a variety of forms, for example: light emitting diodes (LEDs) or a graphic display such as a liquid crystal display (LCD) having pixels. These or other visual indicators can also provide other data associated with the operation of the data collection device 10, such as visual indicators to indicate whether the data collection device 10 is ON/OFF, reading, interrogating, low on battery power, successful or unsuccessful reads/interrogations, and so forth.

The audio indicator 58 can take the sounds from one or more dynamic, electrostatic or piezo-electric speakers, for example, operable to produce a variety of sounds (e.g., clicks and beeps), and/or frequencies (e.g., tones), and to operate at different volumes. Such sounds can convey various types of information, such as whether a symbol was successfully or unsuccessfully read, low battery power, or other information.

Figure 3 shows an example first or overall image 70 of the display screen 22 having an image 72 of the matrix code symbol 12 displayed therein. As shown in Figure 3, the overall image 70 can include a first image portion having substantially the entire image 72 of the matrix code symbol 12 and a second image portion having an image of at least a portion of the display screen 22 that lie outside of the image 72. Furthermore, the second image portion of the overall image 70 may also include at least a partial image of
adjacent regions of the electronic display device 24 (e.g., housing portions) that lie outside of the display screen 22, as well as partial images of areas that lie completely off the electronic display device 24. Moreover, the second image portion of the overall image 70 can also include an area that overlaps or is otherwise contained within the image 72 of the matrix code symbol 12. This area of the second image portion that is within the image 72 contributes noise or other distortion, which as shown in Figure 3, affects the quality of the image 72 of the matrix code symbol 12.

Figure 4 shows an example of a resulting image 74 (magnified for purposes of clarity of description herein) of the matrix code symbol 12 after performing image subtraction according to an embodiment. The resulting image 74 of Figure 4 has been obtained after the data collection device 10 has acquired second image of the display screen 22 that does not include the image 72 of the matrix code symbol 12, and has then subsequently obtained a difference between the first and second images through image subtraction. The second image of the display screen 22 does not include the first image portion described above, but instead only includes the second image portion that has the noise, distortion, and perhaps partial images of regions (e.g., housing portions of the electronic display device 24) that are irrelevant to the decoding process. Since the second image portion is present in both the first and second images, the resulting image 74 (after performing image subtraction to remove the second image portions) provides a higher quality (e.g., at least partially devoid of noise) image of the matrix code symbol 12 that can be decoded by the data collection device 10.

Figures 5 and 6 illustrate a situation where the microstructure of the display screen 22 can affect an image 80 of the matrix code symbol 12. Specifically in Figure 5, the texture of the display screen 22 is human-perceptible and thus appears as a broken pattern. Such a visible texture may be due to pixel size, pixel density, pixel arrangement, pixel shape, or other factors. As can be better seen in the magnified view of Figure 6, the individual dimensions and other features of the texture are generally of the same
magnitude in size as the individual geometric elements of the matrix code symbol 12. As a result, a basic image subtraction algorithm may not necessarily be able to differentiate between the geometric elements of the matrix code symbol 12 and the texture.

In an embodiment, the situation shown in Figures 5-6 can be addressed by first magnifying the image 80 of the matrix code symbol 12, such that the geometric elements of the matrix code symbol 12 become larger in magnitude relative to the individual dimensions and features of the texture. Thus, the geometric elements of the matrix code symbol 12 can be readily discernable from the texture. Thereafter, an image subtraction algorithm can be performed in a manner described above to obtain a higher quality image of the matrix code symbol 12.

The magnification of the image 80 can be performed using a "zoom" feature of the display 22, for example, or a zoom feature of the camera. Alternatively or additionally (if the image 80 of the matrix code symbol 22 was taken using a built-in camera), the camera and/or the item having the matrix code symbol 22 can be placed closer to each other so that a larger image 80 can be obtained. Other pre-processing techniques may be used to help distinguish the image 80 from the texture prior to performing image subtraction.

Figure 7 is a flow diagram 90 of an embodiment of a method to reduce noise or otherwise improve the quality of the image of the matrix code symbol 12 using image subtraction. The various operations shown in the flow diagram 70 need not necessarily occur in the exact order shown. Moreover, it is possible to add, remove, modify, and/or combine operations in other embodiments.

In one embodiment, certain operations in the flow diagram 90 can be embodied in software or other machine-readable instructions stored on one or more machine-readable media and executable by one or more processors. For example, an image subtraction algorithm can be stored as software in the ROM 40 and executable by the microprocessor 34.
Beginning at a block 90, a target machine-readable symbol is provided to the electronic display device 24. As previously explained above, there are various possibilities for providing the matrix code symbol 12 or other target machine-readable symbol to the electronic display device 24, such as capturing via a built-in camera, retrieving from local storage, receiving via email, and so forth. The electronic display device 24 can be a portable or non-portable device, as explained above.

At a block 94, an image of the target matrix code symbol 12 is presented on the display screen 22 of the electronic display device 24. As explained above, the image can be displayed using a certain flashing rate, as a static image, a rasterized image, a macroblock image, a refreshed image with blanking intervals, other intermittently presented image, and/or other image presentation format.

At a block 96, the automatic data collection device 10 obtains a first image, such as an image of the display screen 22 having the image of the matrix code symbol 12 displayed therein. An example of the first image is the overall image 70 in Figure 3 that includes the image 72 of the matrix code symbol 12. Furthermore and if appropriate, the image (such as the image 80 in Figure 5) may be enlarged to compensate for screen texture, prior to image acquisition by the data collection device 10.

The data collection device 10 attempts to decode the image 72 at a block 98. If the decoding is successful at a block 100 to decode the underlying data in the matrix code symbol 12, then the method ends at a block 102. However, due to noise (as a result of lighting problems, texture and other screen microstructures, scratches, text, reflections, and/or various factors) that may adversely affect the quality of the image 72, the data collection device 10 may not be able to successfully decode the matrix code symbol 12 at the blocks 98 and 100.

Therefore, the data collection device 10 obtains a second image of the display screen 22 at a block 104. As explained above, the second image does not include the image 72 of the matrix code symbol 12. Rather the
second image includes an image of the display screen 22 along with the
associated noise and perhaps other extraneous image portions (e.g., partial
images of the areas of the electronic display device 24 lying off the display
screen 22) that are irrelevant to the decoding process. The display screen 22
may be activated or deactivated at the block 104.

Moreover at the block 104, the second image having the image of
the display screen 22 may be obtained during a blanking interval, when the
image 72 of the matrix code symbol 12 is "flashed OFF," or during any other
suitable time period when the image 72 is not rendered in the display screen
22. Also, the second image should be taken at the block 104 with the data
collection device 10 having a same distance and/or orientation, relative to the
display screen 22, as the first image obtained at the block 96. However, this
condition between the first and second images is not required in an
embodiment of the data collection device 10 that can perform adjustments, as
will be explained below.

At a block 106, the first and second images are placed in memory,
if such images have not yet been previously placed in memory. The RAM 36
can be used to store the first and second images, thereby allowing operations
to be performed on the stored images.

Image alignment and/or other adjustments can then be performed
at a block 108. For instance, a pixel-by-pixel alignment between corresponding
pixels of the first and second images may be performed to ensure that the
correct image portions are subtracted from each other during the image
subtraction process. To align the two images, all pixels may be aligned, or just
landmark pixels may be aligned. Example of landmark pixels include, but are
not limited to, a pixel in the center of the display screen 22, pixels that delineate
the perimeter of the image 72 of the matrix code symbol 12, corner pixels, or
other suitable pixels that can be used as reference pixels for alignment
purposes.

As previously discussed above, there may be situations in which
the data collection device 10 may not have had the same distance and/or
orientation relative to the display screen 22 when obtaining the second image at the block 104, as compared to a distance and/or orientation of the data collection device 10 when obtaining the first image at the block 96. As a result, the second image may be larger (or smaller) relative to the first image, if there was a difference between distances. The other possible result is that the first image may be askew relative to the second image (or vice versa).

Therefore at the block 108, the adjustments can involve scaling one or both of the images to change image size, so as to improve the pixel-to-pixel correspondence between the images. In a situation where one image may be askew relative to the other image, image processing techniques may be implemented to compensate for the skewing so as to improve the pixel-to-pixel correspondence between the images. Alternatively or additionally, if such adjustments provide no improvement or if the data collection device 10 cannot perform such adjustments, then an audio or visual indicator may be provided by the data collection device 10 to the user to provide notification of the error and to request the user to repeat the image acquisition in block 96 and/or block 104.

In an embodiment, alignment and/or other adjustments may not be necessary at the block 108. For example, there may be a sufficiently fast repetition rate in the presentation and acquisition of images. In such a case, there may be a number of possible multiple images that are available for selection for the image subtraction process, such that the best-aligned images can be selected.

Image subtraction is performed at a block 110. In one embodiment, the second image is subtracted from the first image (or vice versa) using a pixel-to-pixel subtraction operation. Other embodiments may use a different type of image subtraction technique.

In one embodiment, the pixel subtraction operation takes two images (e.g., the first and second images) as inputs and produces a third image as an output. The pixel values of the third image comprise those of the first image minus the corresponding pixel values from the second image (or vice versa). In some embodiments, the pixel subtraction operation outputs an
absolute value of the difference between pixel values, while other embodiments produce a signed output.

In an embodiment, the image subtraction at the block 110 is performed in a single set of operations. The output pixel values $R$ of the third (resulting) image are given by:

$$R(i, j) = P_1(i, j) - P_2(i, j),$$

wherein $P_1$ and $P_2$ are the values of the pixels of the first and second images, respectively. The pixel values $R(i, j)$ can be absolute values of the differences, or they can be signed values.

If the pixel values $P_1$ and $P_2$ in the input images are actually vectors (e.g., for color images) rather than scalar values (e.g., for grayscale images), then the individual components (e.g., red, blue, and green components or other color components) can be subtracted separately to produce the output values.

Whether or not to use signed output values or absolute output values can depend on the type of pixel value format supported by the decoding and other image processing capability of the data collection device 10. For embodiments of the data collection device 10 that operate with image formats that support negatively valued pixels, then the negative values of $R(i, j)$ are usable, and the manner in which such pixels are to be displayed can be determined according to a color map or other transformation.

If the image format of the data collection device 10 does not support negative numbers, then the values of $R(i, j)$ can be placed in the form of absolute values. In other embodiments, negatively valued pixels can be set to zero (e.g., black, or white). Alternatively or additionally, offset values may be used to avoid or otherwise compensate for negatively valued results. Still alternatively or additionally, the subtraction operation may "wrap" negative values, so that for instance, a value of -30 appears in the output as +226 or other positively numbered pixel value.

One reason for using absolute values of the differences/result, if the two input images use a same pixel value type, is that it is impossible for the
output pixel values to be outside a range that may be represented by the input pixel type. Therefore, overflow or other types of computation errors can be avoided. However, it is appreciated that the embodiments of the data collection device 10 are not limited to using absolute values.

The third (resulting) image is obtained after performing the image subtraction at the block 110. An example of the resulting image is the image 74 in Figure 4.

The data collection device 10 attempts to decode the resulting image at a block 112. If the decoding is successful at the block 112, then the method ends at the block 102.

However, if the decoding is unsuccessful, then an embodiment repeats at least some of the operations described above at a block 116. For example, the data collection device 10 may inform the user of the unsuccessful decoding, and request the user to repeat the image acquisition at the blocks 96 and 104 so that a new set of images can be obtained and subtracted.

Alternatively or additionally, the repetition at the block 116 can be adaptive in nature. For example, if the data collection device 10 is not able to decode the third image, then another image of the display screen 22 (with the image 72 of the matrix code 12 being absent) is obtained at the block 104.

Then, that image (or fractional portions of the pixel values in that image) is subtracted from the previously obtained third image, thereby providing a further improvement to the third image. Still alternatively or additionally, the pixel values subtracted from the third image at the block 116 can comprise mean pixel values, averaged pixel values, offset pixel values, constant pixel values, or other pixel values (whether or not derived from the repeat image of the display screen 22 without the image 72 of the matrix code symbol) that can be used to reduce noise from the third image.

All of the above U.S. patents, U.S. patent application publications, U.S. patent applications, foreign patents, foreign patent applications and non-patent publications referred to in this specification and/or listed in the Application Data Sheet, are incorporated herein by reference, in their entirety.
The above description of illustrated embodiments, including what is described in the Abstract, is not intended to be exhaustive or to limit the invention to the precise forms disclosed. While specific embodiments and examples are described herein for illustrative purposes, various equivalent modifications are possible within the scope of the invention and can be made without deviating from the spirit and scope of the invention.

For example, the various embodiments have been described above with the target machine-readable symbol being the matrix code symbol 12. The target machine-readable symbol can be a barcode, stacked code, or other type of machine-readable symbol. Furthermore, other operations can be performed in addition to the image subtraction, including image cropping or other image manipulation.

These and other modifications can be made to the invention in light of the above detailed description. The terms used in the following claims should not be construed to limit the invention to the specific embodiments disclosed in the specification and the claims. Rather, the scope of the invention is to be determined entirely by the following claims, which are to be construed in accordance with established doctrines of claim interpretation.
CLAIMS

What is claimed is:

1. A method usable with an imager type automatic data collection device, the method comprising:
   obtaining a first image of a display screen of an electronic display device, the first image including noise and an image of a target machine-readable symbol that is affected by the noise;
   obtaining a second image of the display screen, the second image having the image of the target machine-readable symbol absent therefrom and including the noise; and
   subtracting the second image from the first image to substantially remove the noise and to obtain a third image that includes a resulting improved image of the target machine-readable symbol.

2. The method of claim 1 wherein obtaining the first and second images of the display screen of the electronic display device includes obtaining the first and second images of the display screen of a wireless electronic display device.

3. The method of claim 1 wherein obtaining the first and second images of the display screen of the electronic display device includes obtaining the first and second images of the display screen of a wired electronic display device.

4. The method of claim 1 wherein subtracting the second image from the first image includes performing a pixel-to-pixel subtraction of corresponding pixel values between the first and second images.
5. The method of claim 4 wherein performing pixel-to-pixel subtraction includes:
   obtaining corresponding output pixel values from the pixel-to-pixel subtraction; and
   obtaining absolute pixel values from the output pixel values.

6. The method of claim 4 wherein performing pixel-to-pixel subtraction includes:
   obtaining corresponding signed output pixel values from the pixel-to-pixel subtraction; and
   transforming the signed output pixel values to pixel values that can be presented in the resulting improved image.

7. The method of claim 1 wherein obtaining the first and second images that include the noise comprises obtaining images that are affected by one or more of a lighting problem, a reflection, a scratch on the display screen, a microstructure of the display screen, text presented on the display screen, and image portions that are irrelevant to a decoding of the target machine-readable symbol.

8. The method of claim 1, further comprising adjusting either or both the first and second images prior to subtracting.

9. The method of claim 8 wherein adjusting includes aligning the second image relative to the first image.

10. The method of claim 1 wherein obtaining the second image includes timing acquisition of the second image in between intermittent presentation of the image of the target machine-readable symbol in the display screen.
11. The method of claim 1 wherein obtaining the first image that includes the image of the target machine-readable symbol includes acquiring an image of a matrix code symbol.

12. An automatic data collection apparatus usable to read a target machine-readable symbol, the apparatus including:
   a sensor adapted to obtain a first image of a display screen of an electronic display device, the first image including a first image portion having an image of the target machine-readable symbol and having noise, the sensor further being adapted to obtain a second image of the display screen, the second image including a second image portion having the noise, the image of the target machine-readable medium being absent from the second image;
   a memory coupled to the sensor to store the obtained first and second images that respectively include the first and second image portions; and
   a processor coupled to the memory to obtain a difference between the stored first and second image portions, the difference representing the image of the target machine-readable symbol at least partially devoid of the noise.

13. The apparatus of claim 12 wherein the processor is further coupled to the memory to perform an adjustment of either or both of the stored first and second images, including adjustment of an alignment between the first and second images.

14. The apparatus of claim 12 wherein the processor is coupled to the memory to obtain the difference by subtracting pixel values of one of the stored images from corresponding pixel values of an other of the stored images.
15. The apparatus of claim 12 wherein the processor is adapted to control timing of the sensor to obtain the second image in between intermittent presentation of the first image, having the image of the target machine-readable symbol, by the display screen.

16. The apparatus of claim 15 wherein the timing of the sensor is at least equal to or greater than a rate of intermittent presentation of the first image by the display screen.

17. The apparatus of claim 15 wherein the processor is adapted to control timing of the sensor to obtain the second image in response to manual user activation.

18. An automatic data collection system usable to read a target machine-readable symbol, the apparatus including:
   sensor means for acquiring a first image that includes a first image portion having an image of the target machine-readable symbol and having noise, the sensor further being adapted to acquire a second image that includes a second image portion having the noise, the image of the target machine-readable medium being absent from the second image; and
   means for obtaining a difference between the first and second image portions, the difference representing the image of the target machine-readable symbol at least partially devoid of the noise.

19. The system of claim 18 wherein the means for obtaining the difference includes subtraction means for subtracting pixel values associated with the second image from corresponding pixel values associated with the first image, the system further including means for using output pixel values that result from the subtraction by the subtracting means to generate the image of the target machine-readable symbol that is at least partially devoid of the noise.
20. The system of claim 18, further comprising adjustment means for adjusting either or both the first and second images, including aligning the first and second image portions relative to each other.

21. The system of claim 18, further comprising:
   an electronic display device means to obtain the image of the target machine-readable symbol; and
   a display means associated with the electronic display device means for intermittently presenting the obtained image of the target machine-readable symbol in a manner that the presented image can be acquired by the sensor means.

22. The system of claim 18, further comprising:
   decoding means for decoding the image of the target machine-readable symbol that is at least partially devoid of the noise; and
   additional means for supporting operation of the decoding means and sensor means.

23. An article of manufacture for an imager type automatic data collection device, the article of manufacture comprising:
   a machine-readable medium having instructions stored thereon that are executable by a processor to read a target machine-readable symbol, by:
   obtaining a first image of a display screen of an electronic display device, the first image including an image of the target machine-readable symbol and image portions that are irrelevant to decoding of the target machine-readable symbol;
   obtaining a second image of the display screen that includes the image portions that are irrelevant to the decoding of the target machine-readable symbol, the image of the target machine-readable symbol being absent from the second image; and
obtaining a difference between the first and second images to substantially remove the image portions and to yield the image of the target machine-readable symbol.

24. The article of manufacture of claim 23 wherein the instructions to obtain the difference between the first and second images include instructions to subtract the second image from the first image.

25. The article of manufacture of claim 24 wherein the instructions to subtract the second image from the first image include instructions to subtract pixel values associated with the second image from corresponding pixel values associated with the first image.

26. The article of manufacture of claim 23 wherein the machine-readable medium further includes instructions stored thereon that are executable by the processor to read the target machine-readable symbol, by:

aligning the obtained first and second images relative to each other; and

performing other adjustments to either or both the obtained first and second images to facilitate their alignment.

27. The article of manufacture of claim 23 wherein the instructions to obtain the first image that includes the image of the target machine-readable symbol include instructions to obtain a magnified image of the target machine-readable symbol to distinguish geometric elements of the target machine-readable symbol from microstructures of the display screen.

28. The article of manufacture of claim 23 wherein the instructions to obtain the second image of the display screen that includes the image portions that are irrelevant to the decoding of the target machine-
readable symbol includes instructions to obtain the second image having noise that distorts the image of the target machine-readable symbol.

29. The article of manufacture of claim 23 wherein the instructions to obtain the second image of the display screen that includes the image portions that are irrelevant to the decoding of the target machine-readable symbol includes instructions to obtain the second image having image portions that lie outside of the image of the target machine-readable symbol.

30. The article of manufacture of claim 23 wherein the machine-readable medium further includes instructions stored thereon that are executable by the processor to read the target machine-readable symbol, by:
   repeating the obtaining of at least the second image; and
   using at least some values derived from the repeatedly obtained second image to further remove irrelevant image portions from the yielded image of the target machine-readable symbol.
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