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(57) Abstract: The present invention proposes a method for
optimizing a quality control strategy for rapid release results.
An embodiment of the invention includes generating a set of
candidate quality control rules and for each candidate rule,
computing a maximum number of patient specimens that can
be tested between quality control events while keeping the
expected number of correctible unacceptable results below a
predetermined correctible maximum and keeping the expec-
ted number of final unacceptable results below a predeter-
mined final maximum. Furthermore a quality control utiliza-
tion rate can be computed based on the number of patient
specimens tested between each quality control event and the
number of reference samples tested at each quality control
event. The candidate rule for which the best quality control
utilization rate may be selected along with the corresponding
number of patients to be tested between each quality control
as the optimum quality control strategy.
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SYSTEM AND METHOD FOR DETERMINING AN OPTIMUM QC
STRATEGY FOR IMMEDIATE RELEASE RESULTS

FIELD

[0001}] This disclosure relates generally to operating a diagnostic device to a standard.

BACKGROUND

[0001a]  Diagnostic deviccs are used for a number of purposcs in medicine, research and
other industries. For example in medicine, a device may be used to measure the concentration of
a particular substance in a blood or urine sample. In all such applications it is important to
ensure that the diagnostic device operates properly and that the results returned are correct. In
particular it is important to ensure that the device is not operating with a systematic error that

can corrupt a large portion of results produced.

10002] When a sample is tested, the equipment will return a test result, which may ditfer
from the correct value. A result may be deemed to be acceptable if the difference between the
reported result and the actual result is within a predetermined range or margin of error. Since
there often is no way to know the correct value of the samples submitted for testing, the

equipment may be periodically tested to detect incorrectly reported results and systematic errors.

[0003] In order to test the equipment, an operator may test one or more reference samples
for which the correct result is known. Where a patient sample may only be stable for a number
of hours or days after collection, a reference sample may be a synthetic sample designed to be
stable and testable for a much longer period of time, such as a number of months or years. Once
the testing values for the reference samples are obtained they may be verified against a set of
predetermined Quality Control (“*QC”) criteria. Conducting this procedure, whether one or more
samples are tested, may be referred to as a QC event. When more than one sample is tested, one
sample with a corresponding normal value, one with an abnormally high value and one with an
abnormally low may be tested to ensure that equipment returns correct results across the entire
scale of results. Furthermore, a number of samples with the same value may be tested to ensure

that the equipment consistently returns the same results.

CA 2837728 2017-11-24
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[0004] If the results meet the QC criteria, the equipment is determined to be returning good
results and accordingly not subject to any systematic errors, and it can be used to test further
patient samples. If the results do not meet the prescribed criteria, the equipment is likely to have
started malfunctioning at some point before or during the QC event. The malfunctioning may
have started after testing the last patient sample, but before the QC event, in which case all the
patient results will have been reported correctly. On the converse the error can have occurred at
any point in time before the QC event, and all the results reported for the patient samples tested
following such failure may have been reported with an error greater than the acceptable margin

of error.

[0005] If patient results obtained after a successful QC event are not released until the
following QC event has been passed, the number of reported errors can be greatly reduced. The
need for immediate release of test results often renders this option impractical, and another

solution is therefore needed.

[0006] The operator can in general decrease the expected number of erroneously reported
patient results by increasing the number of QC events and by testing more reference samples at
each QC event. However, increasing either of these increases cost and decreases the number of

patient samples that can be tested by the equipment during any period of time.

BRIEF SUMMARY

[0007] The present invention proposes a method for optimizing a quality control strategy
for immediate release results. An embodiment of the invention includes generating a set of
candidate quality control rules and for each candidate rule, computing a maximum number of
patient specimens that can be tested between quality control events while keeping the expected
number of unacceptable results below a prespecified maximum. Furthermore a quality control
utilization rate can be computed based on the number of patient specimens tested between each
quality control event and the number of reference samples tested at each quality control event.
The candidate rule with the best quality control utilization rate may be selected as the optimum

quality control strategy.

[0007a]  Various embodiments of the claimed invention relate to a method of operating a

diagnostic device comprising an analyte measurement module, the method comprising causing
2
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the analyte measurement module to measure analyte responses in at least onc physical reference
sample and in a plurality of physical patient samples in a ratio according to a quality control
utilization rate of a candidate quality control rule, wherein the candidate quality control rule is
selected from a set of candidate quality control rules according to a method comprising, for each
candidate rule: computing a control limit that meets a false rejection criteria; computing, using
the control limit, a correctible maximum by calculating how many patient samples can be tested
between quality control events while keeping the number of correctible results with an error
exceeding a predetermined threshold below a predetermined value; computing, using the control
limit, a final maximum by calculating how many patient samples that can be tested between
quality control events while keeping the number of final results with an error exceeding a
predetermined threshold below a predetermined value; selecting a quality control interval size,
the quality control interval size being a smallest value of the correctible maximum and the final
maximum; and computing a quality control utilization rate by dividing the number of reference
samples tested at each quality control event by the quality control interval size. The candidate
quality control rule is selected based on the quality control utilization rates of the set of

candidate quality control rules.

[0007b]  Various embodiments of the claimed invention relate to a method of operating a
diagnostic device comprising an analyte measurement module, the method comprising causing
the analyte measurement module to measure analyte responses in at least one physical reference
sample and in a plurality of physical paticnt samples in a ratio according to a quality control
utilization rate of a selected candidate quality control rule, wherein the candidate quality control
rule is selected from a set of candidate quality control rules, wherein each rule is adapted for
testing at least one reference sample having a reference value to obtain a test value, and
computing a chi-squared test statistic based on the test value and reference value for each
reference sample tested and determining whether the test statistic is greater than a control limit,
and wherein the candidate quality control rule is selected from the set of candidate quality
control rules according to a method comprising, for each candidate rule, using a processor:
computing a control limit that meets a false rejection criteria using the inverse of the chi-squared
cumulative probability distribution function; computing, using the control limit, a correctible

maximum by calculating how many patient samples that can be tested between quality control

2a
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events while keeping the number of correctible results with an error exceeding a predetermined
threshold below a predetermined value; computing, using the control limit, a final maximum by
calculating how many patient samples that can be tested between quality control events while
keeping the number of final results with an error exceeding a predetermined threshold below a
predetermined value; selecting as a quality control interval size, a smallest value of the
correctible maximum and the final maximum; and computing a quality control utilization rate
by dividing the number of reference samples tested at each quality control event by the quality
control interval size. The candidate quality control rule is selected based on the quality control

utilization rates of the set of candidate quality control rules.

[0007¢]  Various embodiments of the claimed invention relate to a diagnostic system
comprising: a processor; and an analyte measurement module. The processor is configured to
cause the analyte measurement module to measure analyte responses in at least one physical
reference sample and in a plurality of physical patient samples in a ratio according to a quality
control utilization rate of a selected candidate quality control rule selected from a set of
candidate quality control rules according to a method comprising, for each candidate rule:
computing a control limit that mects a false rejection criteria; computing, using the control limit,
a correctible maximum by calculating how many patient samples can be tested between quality
control events while keeping the number of correctible results with an error exceeding a
predetermined threshold below a predetermined value; computing, using the control limit, a
final maximum by calculating how many patient samples that can be tested between quality
control events while keeping the number of final results with an error exceeding a
predetermined threshold below a predetermined value; selecting a quality control interval size,
the quality control interval size being a smallest value of the cortectible maximum and the final
maximum; and computing a quality control utilization rate by dividing the number of reference
samples tested at each quality control event by the quality control interval size. The candidate
quality control rule is selected based on the quality control utilization rates of the set of

candidate quality control rules.

[0007d]  Various embodiments of the claimed invention relate to a computer program product
comprising a non-transitory computer-readable storage medium storing a plurality of computer-

readable instructions tangibly, which, when executed by a computing system, provide a method

2b
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of operating a diagnostic device comprising an analyte measurement module, the plurality of
instructions comprising causing the analyte measurement module to measure analyte responses
in at least one physical reference sample and in a plurality of physical patient samples in a ratio
according to a quality control utilization rate of a candidate quality control rule, wherein the
candidate quality control rule is selected from a set of candidate quality control rules according
to a method comprising, for each candidate quality control rule: computing a control limit that
meets a false rejection criteria; computing a maximum number of patient specimens that can be
tested between quality control events while keeping the expected number of correctible
unacceptable results below a predetermined correctible maximum and keeping the expected
number of final unacceptable results below a predetermined final maximum; and computing a
quality control utilization rate. The candidate quality control rule is selected based on the quality

control utilization rates of the set of candidate quality control rules.

[0007e¢]  Various embodiments of the claimed invention relate to a method for optimizing a
quality control strategy comprising generating, with a processor, a set of candidate quality
control rules. The method further comprises, for each candidate rule: computing a control limit
that meets a false rejection criteria; computing, using the control limit, a correctible maximum
by calculating how many patient samples can be tested between quality control events while
keeping the number of correctible results with an error exceeding a predetermined threshold
below a predetermined value; computing, using the control limit, a final maximum by
calculating how many patient samples that can be tested between quality control events while
keeping the number of final results with an error exceeding a predetermined threshold below a
predetermined value; selecting a quality control interval size, the quality control interval size
being a smallest value of the correctible maximum and the final maximum; and computing a
quality control utilization rate by dividing the number of reference samples tested at each quality
control event by the quality control interval size. The method further comprises selecting a
candidate quality control rule based on the quality control utilization rates of the set of candidate

quality control rules.

[0007f]  Various embodiments of the claimed invention relate to a method for optimizing a
quality control strategy comprising generating, with a processor, a set of candidate quality

control rules, wherein each rule is adapted for testing at least one reference sample having a

2c
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reference value to obtain a test value, and computing a chi-squared test statistic based on the test
value and reference value for each reference sample tested and determining whether the test
statistic is greater than a control limit. The method further comprises, for each candidate rule,
using the processor: computing a control limit that meets a false rejection criteria using the
inverse of the chi-squared cumulative probability distribution function; computing, using the
control limit, a correctible maximum by calculating how many patient samples that can be tested
between quality control events while keeping the number of correctible results with an error
exceeding a predetermined threshold below a predetermined value; computing, using the control
limit, a final maximum by calculating how many patient samples that can be tested between
quality control events while keeping the number of final results with an error exceeding a
predetermined threshold below a predetermined valuc; sclecting as a quality control interval
size, a smallest value of the correctible maximum and the final maximum; and computing a
quality control utilization rate by dividing the number of reference samples tested at each quality
control event by the quality control interval size. The method further comprises selecting a
candidate quality control rule based on the quality control utilization rates of the set of candidate

quality control rules.

[0007g]  Various embodiments of the claimed invention relate to a system for optimizing a
quality control strategy comprising: a processor; a quality control rule generator operable to
generate a set of candidate quality control rules; a quality control rule assessment module
operable to, using the processor, compute a maximum number of patient specimens that can be
tested between quality control events while keeping the expected number of correctible
unacceptable results below a predetermined threshold for correctible results and keeping the
expected number of final unacceptable results below a predetermined threshold for final
unacceptable results for a candidate quality control rule; and a quality control rule section
module operable to, using the processor: select a candidate rule for which a best quality control

utilization rate was computed.

[0007h]  Vartous embodiments of the claimed invention relate to a computer program product
comprising a non-transitory computer-readable storage medium storing a plurality of computer-
readable instructions tangibly, which, when executed by a computing system, provide a method

for optimizing a quality control strategy comprising, the plurality of instructions comprising
2d

CA 2837728 2017-11-24



10

15

20

25

generating a set of candidate quality control rules. The plurality of instructions further comprise,
for each candidate quality control rule: computing a control limit that meets a false rejection
criteria; computing a maximum number of patient specimens that can be tested between quality
control events while keeping the expected number of correctible unacceptable results below a
predetermined correctible maximum and keeping the expected number of final unacceptable
results below a predetermined final maximum; and computing a quality control utilization rate.
The plurality of instructions further comprise selecting a candidate quality control rule based on

the quality control utilization rates of the set of candidate quality control rules.

[0007i]  Various embodiments of the claimed invention relate to a method for optimizing a
quality control strategy comprising: generating a set of candidate quality control rules, wherein
each rule is adapted for testing at least one reference sample having a reference value to obtain a
test value, and computing a test statistic based on the test value and reference value for each
reference sample tested and determining whether the test statistic is greater than a control limit;
and identifying a predetermined performance target for the candidate quality control rules
comprising a maximum number of correctable errors equal to a first value and a maximum
number of final errors equal to a second value. The method further comprises, for each
candidate rule: computing a control limit that meets a false rejection criteria; computing, using
the control limit, a correctible maximum by calculating how many patient samples that can be
tested between quality control events while keeping the number of correctible errors below the
first value; computing, using the control limit, a final maximum by calculating how many
patient samples that can be tested between quality control events while keeping the number of
final errors below the second value; selecting as a quality control interval size, a smallest value
of the correctible maximum and the final maximum; and computing a quality control utilization
rate by dividing the number of reference samples tested at each quality control event by the
quality control interval size. The method further comprises selecting the candidate rule having a
lowest quality control utilization rate as the quality control strategy. The selected candidate rule

uses a minimal number of quality control tests while meeting the performance target.

[0007j]  Various embodiments of the claimed invention relate to a system for optimizing a

quality control strategy comprising a computer system having a processor, the processor

2e
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configured to: generate a set of candidate quality control rules, wherein each rule is adapted for
testing at least one reference sample having a reference value to obtain a test value, computing a
test statistic based on the test value and reference value for each reference sample tested , and
determining whether the test statistic is greater than a control limit; and identify a predetermined
performance target for the candidate quality control rules comprising a maximum number of
correctable errors equal to a first value and a maximum number of final errors equal to a second
value. The processor is further configured to, for each candidate rule: compute a control limit
that meets a false rejection criteria; compute, using the control limit, a correctible maximum by
calculating how many patient samples that can be tested between quality control events while
keeping the number of correctible errors below the first value; compute, using the control limit,
a final maximum by calculating how many patient samples that can be tested between quality
control events while keeping the number of final errors below the second value; select as a
quality control interval size, a smallest value of the correctible maximum and the final
maximum; and compute a quality control utilization rate by dividing the number of reference
samples tested at each quality control event by the quality control interval size. The processor is
further configured to select the candidate rule having a lowest quality control utilization rate as
the quality control strategy. The selected candidate rule uses a minimal number of quality

control tests while meeting the performance target.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 shows three different scenarios of diagnostic testing where each scenario

includes four QC-intervals and five QC-events;

[0009] FIG. 2 shows a scenario of diagnostic testing which includes five QC-intervals and

five QC-events. A systematic error occurred during the second QC-interval, and the first QC-

failure

2f
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occurred at the end of the fifth QC-interval. The diagram shows the various portions of the QC-

intervals that are used when calculating average run-lengths for statistical purposes;

[0010] FIG. 3 is a high level flow-chart illustrating a method for optimizing a QC-strategy in

accordance with an embodiment of the invention;

[0011] FIG. 4 shows how the expected number of errors varies with the size of a systematic

error that the system is subjected to;

[0012] FIG. 5 is a high level block diagram illustrating a system for optimizing a quality

control strategy in accordance with an example embodiment of the invention .

[0013] FIG. 6 shows a block diagram of an example computer system usable with system and

methods according to embodiments of the present invention.

[0014] FIG. 7 is a block diagram of an apparatus for determining one or more properties of a

biological sample according to embodiments of the present invention.

[0015] FIG. 8 shows a table of reference values and test values for samples tested during a QC

event.

[0016] FIG. 9 shows a table of calculations used in relation to the chi-squared test for the QC

event test values shown in figure §.

DETAILED DESCRIPTION
[0017] When implementing a quality control (QC) strategy to obtain particular performance
targets for immediate release results it is difficult to determine a stralegy that uses the minimal
number of quality control tests while still obtaining the desired performance targets. In
particular, when merely increasing the frequency of QC events and the number of samples tested
at each QC event the resulting QC strategy may require an excessive number of tests of
reference-samples to achieve the desired QC goals. Certain embodiments of the present
invention may be used to determine an optimal QC strategy that meets requirements for an

expected number of correctible and final unacceptable results.
[. OVERVIEW

[0018] Figure 1 shows three potential sequences of test-results from diagnostic tests. The first

row shows four sets of test-results or QC-intervals (120) where all the results are produced with
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no systematic error present. The time when each patient test result was obtained is indicated with
a vertical line (111). A passed QC-event (101) is shown before and after each QC-interval. The
second row shows four QC-intervals where a systematic error occurred in the fourth QC-interval.
Affected results (113) are shifted relative to unaffected results. The failed QC-event following
the systematic crror (102) is shown in black. Since the affected results occurred after the last
passed QC-event they are correctible. The third row shows four sets of QC-intervals, where a
systematic error occurred in the third QC-interval. The QC-event following the systematic error
was passed. Patient results with final errors (112) are those affected resuits that occurred before
the passed QC event, correctible errors (113) are those that occurred after the last passed QC-
event (103).

[0019] Itis in the interest of any operator of diagnostic equipment to limit both the number of
correctible and final errors. However, when there is a fixed amount of resources made available
for quality control, the measures used to reduce the number of correctible errors may adversely
affect the number of final errors and vice-versa. For example, if more reference samples are
tested at each QC event, more patient samples must be tested between each QC event. While this
shift may reduce the chance of a final error, it may increase the expected number of correctible

errors after a QC failure. An approach for finding an appropriate balance is therefore needed.
II. PERFORMANCE TARGETS

[0020] In an embodiment, good lab practice dictates that upon a QC failure, the operator will
investigate the patient samples that were tested between the previously passed QC event and the
failed QC event. The erroneous results reported during this time may be referred to as correctible
as the lab may retest these samples and inform patients of the new, correct results. If erroneous
results were reported prior to the last QC pass, these results may be referred to as final because

the erroneous results will be the final report from the lab.

[0021] In another embodiment, practice is to retest a lower number of samples. For example, if
a lab tests 100 samples between each QC event, it may decide to only retest the last 50 samples
following a QC event. In this case the erroneous results among those last 50 will be correctible

errors, and any error in earlier samples will be final.

[0022] In yet another embodiment of the invention, practice is to retest a greater number of

samples. A lab testing 100 samples between each QC event may decide to retest the last 200
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samples on a QC failure. Similarly, any erroneous result among the last 200 samples will be

correctible, and any erroneous result prior to these will be final.

[0023] This window of retesting may be expressed as a factor of the number of samples tested
between each QC event. For example, if 200 samples are tested and there are 100 samples
between each QC event, this factor would be 2. Where not otherwise stated, this factor of

retesting will be assumed to be 1 as shown in Figure 1.

[0024] When the factor of retesting is constant, the number of correctible errors can be
controlled by increasing or decreasing the number of patient samples between QC events. For
example, if a QC event is conducted between every 20 samples, there will be no more than 20

correctible mistakes following a QC failure.

[0025] In another embodiment of the invention this can be specified as an absolute maximum
per systematic error. For example, it can be specified that in the event of a systematic error, there
should be a maximum of 10 final errors and 50 correctible errors. In yet another embodiment of
the invention this can be specified in terms of the expected number of errors. For example, it
may be specified that in the event of a systematic error, the expected number of final errors
should be no more than 5 and the expected number of correctible errors should be no more than
10.

[0026] The QC utilization rate of a particular strategy may be expressed as the average number
of reference samples tested at each QC event divided by the average number of patient samples
tested between QC events.. For example if 100 patient samples are tested between QC events and
6 reference samples are tested during each QC event then the QC utilization rate is 6/100 = 0.06

= 6%. This metric may be measured in a number of different ways.

[0027] In an embodiment of the invention a quality control strategy is selected such that it

minimizes the QC utilization rate while meeting the performance targets.

[0028] In addition to the performance targets, the optimization may in an embodiment of the
invention rely of certain properties of the diagnostic equipment, including a system stability

factor (P,.) and a sigma metric (5, ) of the system.

[0029] In one embodiment of the invention the system stability factor (P,) indicates the

portion of system failures that result in a systematic error at least as large as the quality
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specification for the analyte. For example, an unstable system may havea P, =0.5,a
moderately stable system F. =0.25, and a stable system P, = 0.1. In this case, for the stable

system, only 10% of system failures will result in a systematic error as large or larger than the

quality specification of the analyte.

[0030] In an embodiment of the invention the sigma metric of the test system (o-M) is used as
a measure of the performance of the system. The sigma metric measures the ratio of the quality
specification to the test system imprecision. For example, the sigma metric may be used to
denote the portion of tested samples that have an error less than the specified total allowable

error (TE, ). In an embodiment of the invention where the test system imprecision is

characterized by a standard deviation o, the sigma metric is the ratio of the specified total

allowable errorto ¢ :

This may in turn be used to determine the probability that samples are acceptable or
unacceptable. See Westgard JO. Six Sigma Quality Design & Control. Madison, WI: Westgard
QC, Inc., 2001.

11I. OVERVIEW OF THE OPTIMIZATION PROCESS

[0031] Figure 3 shows a flow chart that outlines the steps of the optimization process in an
embodiment of the invention. The optimization process may begin by generating a number of
candidate QC rules (310). Once a set of candidate rules is generated, the quality control
utilization rate may calculated for each QC rule (320), and the rule with the lowest utilization

rate selected (330).

[0032] Calculating the QC utilization rate (320) for a particular QC rule may in an

embodiment of the invention be broken down into three steps:
(1) Computing a control limit that meets the false rejection criteria (321);

(2) determining the number of samples that can be tested between each QC event while

meeting the performance requirements (322); and
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(3) computing the QC utilization rate based on the number of samples tested at each QC

event and the number of samples tested between each QC event (323).

Each of these steps is described in detail below.

IV. QUALITY CONTROL RULES

[0033] In an embodiment of the invention, the optimal QC rule includes testing three different
reference samples twice at each QC event. Furthermore, it required that the QC event shall be
deemed to have failed if the chi-squared test-statistic for the reference sample test results exceeds

a predetermined number (a control limit).

[0034] For example, if the three different reference samples have a reference result of 100
mg/dL, 150 mg/dL and 200 mg/dL with measurement standard deviations (SD) of 3 mg/dL, 3.5

mg/dL, and 4 mg/dL respectively, the test results may be as shown in figure 8.

[0035] The chi-squared test-statistic may then be generated by, for each test calculating the
difference between the reference value and the expected value and dividing it by the standard
deviation of the reference value and then calculating the sum of squares of these values as

expressed in the following mathematical formula and the table shown in Figure 9:

2
"{0 —-E.
ZZZZ( i I)
i=1

o,

[0036] As can be seen from the tables above, in this example, the chi-squared test-statistic is
7.548. If the control limit is 16.8, a QC event with the results shown above would be deemed to

have passed.

[0037] When the chi-square test is used, the rule described above may be expressed in the
following manner: chi-square(L1, L1, L2, L2, L3, L3) where L1 indicates one reference sample,
L2 a different one, and L3 yet a different one. Each of these are listed twice because each is
tested twice as part of a QC event. This notation is purely for informational purposes and has no

impact on the performance of the invention.
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[0038] Another possible QC rule may only use one or two different reference samples.
Furthermore it may test each sample only once or thrice. A threshold test-statistic may be
calculated for each of these tests in the same way. A rule requiring testing of a single sample
once may be expressed as chi-square(L1) and a rule requiring the testing of two samples once

may be expressed as chi-square(L1, L2).

[0039] The number of different reference samples available may depend on the quality control
products available in the market place. For example there may only be two different reference
samples available for a particular test. In such a case an embodiment of the invention may use

the following candidate rules:

chi-square(L1, L2)
chi-square(L1,L1,L2, L2)
chi-square(L1, L1, L1, L2, L2, L2)
chi-square(L1)

chi-square(L1, L1)

chi-square(L1, L1, L1)

[0040] The invention does not require the use of a chi-square test for rejecting test results, In
an embodiment of the invention a QC event is deemed to fail if one or more of the test results
differ from the reference value by more than three standard deviations. In yet another
embodiment of the invention a QC event is deemed to fail if two or more test results deviate
from the reference value by more than two standard deviations in the same direction. The
invention may be used with other tests, including but not limited to: cumulative sum control
chart (CUSUM), exponentially weighted moving average (EWMA) and Westgard Multirules.
There are a number of other ways of defining QC rules, and the invention is not limited to the

ones described in this application.

V. COMPUTING A CONTROL LIMIT THAT MEETS THE FALSE REJECTION CRITERIA
[0041] In an embodiment of the invention where the chi-squared test is used to determine
whether a QC event has been passed, a control limit is computed for each candidate rule based
on a rejection criteria. This control limit may be used to determine whether a QC event is
deemed a pass or a fail. For example if the relevant chi-squared test-statistic is below the control

limit the QC event is deemed a pass, and otherwise it is deemed a failure.
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[0042]  Using the chi-squared cumulative distribution function (CDF), the observed value of
the test-statistic and the degrees of freedom it is possible to determine the probability of
obtaining a chi-squared test-statistic greater than the observed value when no systematic error
condition is present. For the test statistic value computed above, 7.548, the corresponding
number of degrees of freedom is six. Using the chi-squared CDF will reveal that there is a 27.3%
chance of obtaining a chi-squared test-statistic of 7.548 or greater when no systematic error
condition is present. If the computed value had been 16.8, the probability of obtaining a chi-
squared test-statistic of 16.8 or greater when no systematic error condition is present would be
1%.

[0043]  Using the inverse of the chi-squared cumulative distribution function (CDF) it is
possible to determine a control limit for a particular false rejection criteria without having to use
the chi-squared CDF for every test. The inverse of the chi-squared CDF is available in the
MatLab software from MathWorks as the function chi2inv(1-Pg, V). To obtain a control limit,
this function is called with the false rejection criteria (P) and the number of degrees of freedom
(V), where the number of degrees of freedom is the number of reference samples tested at each
QC event. Using this function with a target false rejection criteria of 1% (Pr=10.01) and six
degrees of freedom, for example a test denoted chi-square(LL1, L1, L2, L2, L3, L3), the threshold
test-statistic becomes 16.8. For a test denoted chi-square(L1, L1, L2, L2) with a false rejection

criteria of 1% the control limit becomes 13.3.

[0044] In an embodiment of the invention where a rule that does not use the chi-squared test is
employed, the control limit may be calculated by using the inverse of a CDF for a probability
distribution corresponding to that test statistic, or by computer simulation in cases where the

inverse of a CDF is not easily obtained.

VI. COMPUTING THE QUALITY CONTROL UTILIZATION RATE
[0045] In an embodiment of the invention computing the QC utilization rate is done as a two

step process:

1. determining the number of patient samples that can be tested between QC events
while meeting the performance goals; and
2. computing a ratio of the number of reference-samples tested at each QC event to the

number of patient-samples tested between QC events.
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[0046] As described above, there may be two separate performance criteria to be met: the
maximum number of final errors (the final-max) and the number of correctible errors
(correctible-max). Both of these performance criteria may be met by adjusting the number of
samples tested between QC events. In other words, there are two performance requirements that
must be fulfilled by adjusting onc variable, the number of tests between QC events (the QC-
interval). If a particular QC-interval size is determined to meet the final-max requirement, it
follows that all smaller QC-interval sizes also meet this requirement. Similarly, if a particular QC
interval size is determined to meet the correctible-max requirement, it follows that all smaller
intervals will meet this requirement. It will also follow that if a particular QC-interval is the
smallest QC-interval that meets the final-max requirement, no larger QC-intervals will meet this

requirement; the same applies to the correctible-max requirement.

[0047] For this reason, the largest QC-interval that meets both the correctible-max requirement

and the final-max requirement can be determined by selecting the smaller of:
1. the largest QC-interval that meets the correctible-max requirement; and

2. the largest QC-interval that meets the final-max requirement.

A. Calculating the largest QC-interval (correctible max) that meets the

predetermined threshold for correctible results requirement

[0048] 1n an embodiment of the invention the largest QC-interval ( correqtible max) that meets
the predetermined threshold for correctible results requirement is determined by selecting a QC-
interval such that the expected number of final errors is equal to the final-max requirement,
While this may not ensure that the number of final errors never exceeds the requirement it may

ensure that the requirement is met on average over a long period of time.

[0049] The statistically expected number of correctible errors may be calculated by integrating
the product of the expected number of correctible errors for a systematic error of a particular size

(NumCErr(SE)) and the likelihood of systematic errors that are of that particular size f(SE):

Mye = [ NumCErr(SE) f (SE)dSE

10
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[0050] The likelihood of errors that are of a particular size (SE) may be expressed as a
probability distribution function with respect to SE: f(SE). In an embodiment of the invention,

anormal distribution with a mean error value of zero and a standard deviation (o) based on the

overall stability of the system may be used for f(SE).

[0051] In an embodiment of the invention the standard deviation is based on the sigma metric

of the system (o) and a system stability factor (P,.). These may be combined by dividing the

sigma metric by an inverse standard CDF of the stability factor as shown in the following

expression:

O-m
—invnorm| -
2

The function invnorm denotes the inverse of the standard distribution CDF, which is a normal

g =

distribution with a mean value of 0 and a standard deviation of 1. This function is implemented
in the MatLab software package from MathWorks under the same function name. For a stable
system, a stability factor of 0.1 may be used. For an unstable system, a stability factor or 0.5 may

be used.

[0052] In an embodiment of the invention, the expected number of correctible errors may be
calculated by calculating the product of:

1. the average number of patient samples tested between QC events - N, ;
2. the probability of an incorrect test result due to a systematic error of a particular

size (SE) - P,(SE).

3. the expected fraction of the patient results affected by a systematic error of a

particular size in the QC interval just prior to a QC event failure - ARL (SE).
This product may be expressed using the following formula:
NumCErr(SE) = N, x P,.(SE)x ARL..(SE)

[0053] In an embodiment of the invention the probability of an incorrect test result, due to a

systematic error of a particular size, £;(SE), may be computed by subtracting the probability of

11
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an unacceptable patient result when the systematic error is 0 from the probability of an

unacceptable patient result when the system is operating with a systematic error of SE :

P,(SE) =1 - (normedf (5,,,SE,|) — normedf (~c,,, SE, )|~ [1 - (rormedf (o, ,0.1) = normedf (-,,,0,))]

m> m?

[0054] The portion of the average number of QC intervals that pass before ac QC event fails
following an out of control error condition of the particular size during which errors are
correctible, may also be described as the average run-length (ARL) for correctible errors. Figure

2 illustrates what QC-intervals are used to determine the following average run-lengths:

1. The average run-length, ARL,,(SE) denotes the number of QC-intervals that contain

an out of control error condition, including the first QC-failure.

2. The average run-length for correctible errors, ARL.(SF), denotes the portion of

ARL_,(SE) during which patient results with correctible errors were reported.

3. The average run-length for final errors, ARL,. (SE), denotes the portion of

ARL,,(SE) during which patient results with final errors were reported.
In an embodiment of the invention where the test used is a test that does not consider history
such as the chi-squared test ARL.(SE)+ ARL,(SE)= ARL,,(SE) - % . Because not all patient

results in the first QC-interval that contains the out of control error condition are unacceptable V4

is subtracted.

[0055] In an embodiment of the invention where a systematic error can begin at any patient
sample with equal probability and only the patient samples that were tested in the QC-interval
immediately preceding the failed QC event are retested, the ARL for correctible errors can be

described with the following formula:

ARL(SE) =10 - R(SE)+ R (sE) =1~

The notation 7, (SE) denotes the probability of a QC failure at the QC event immediately

following the occurrence of the systematic error.

12



10

15

20

CA 02837728 2013-11-28
WO 2012/177904 PCT/US2012/043582

[0056] In an embodiment of the invention, the probability of QC-failure at the first QC-event
following an unacceptable patient result, P, (S¥), for the chi-squarced test statistic with Ng¢

reference samples tested at each QC event may be calculated by using a non-central chi-squared
CDF. Using a non-centrality parameter based on SE, and a threshold value based on the

probability of false rejection, P, (SE), the following expression may be used for £ (SE) :
nex2edf (chiZinv(l =P (SE), Ny hNpe s Nye X SE 2)

[0057] Inserting the function for the number of correctible errors into the integral from above,
the following formula shows the expected number of correctible errors:

My = [N, x P,(SE)x ARL.(SE) f (SE)dSE

[0058] Since the number of samples between QC events in the expression above does not
depend on SE this formula can be rearranged in the following manner to get a formula that can

be used to calculate the largest QC-interval that meets the correctible-max requirement:

M
Ny = Vs

[ P (SE)x ARL (SE)F(SE)dSE

where Nge denotes the value for N that meets the M criteria.

[0059] In an embodiment of the invention, the number of correctible errors is restricted by a
maximum-value instead of an expected value. When a maximum is used, the integral in the

expression above may be replaced with the following:
maxg, {P, (SE) x ARL.(SE)}

In an embodiment of the invention, this expression will be maximal when SE tends to infinity,
in such a case N, would be determined by choosing SE which is high-enough to encompass a

portion of possible systematic errors i.e. 99.9%.

[0060] In another embodiment of the invention N, may be determined by simulation.

13
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B. Calculating the largest QC-interval (final max) that meets the predetermined

threshold for final results requirement

[0061] The largest QC interval (final max) that meets the predetermined threshold for final
results requirement may be calculated in a similar way to the largest QC-interval that meets the
correctible-max requirement, with ARL(SE) substituted for ARL-(SE} in the formulas. When a
systematic error can begin at any patient sample with equal probability and only the patient
samples that were tested in the QC-interval immediately preceding the failed QC event are

retested, ARL{SE) can be described with the following formula:
ARL . (SE) = ARL,,(SE) - % — ARL . (SE)

where ARL4(SE) is the average number of QC events required to obtain a QC failure in the
presence of a systematic error SE. 4RL.4(SE) may be computed numerically or by computer

simulation depending on the complexity of the quality control test statistic.

Figure 2 illustrates the relationships among the average run-lengths. The sum of ARL.(SE)

and ARL,(SE)} is the total run-length from the beginning of the systematic error. If a systematic

error can begin with equal probability at any patient sample, the expected total run-length is %2

less that the expected number of QC-events following the first unacceptable patient result

[0062] In an embodiment of the invention, the same formula is used to calculate the largest
QC-interval that meets the final-max requirement and largest QC-interval that meets the .
correctible-max requirement, with the only difference being that the average run-length for
correctible errors ( ARL. (SE)) is replaced with the average run-length for final errors
(ARL,.(SE)). The following expression may then be used to calculate the largest QC-interval

that meets the final-max requirement:

MUF

Ngr = -
IPE (SE)x ARL, (SE)f(SE)dSE

—0

[0063] The sum of ARL.(SE) and ARL, (SE) is the total run-length. Since the first

unacceptable patient-result on average occurs half-way between QC-events, the expected Lotal

14
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run-length is V2 less that the expected number of QC-events following the first unacceptable

patient result, ARL,,(SE), including the first QC-failure following it:
ARL,,(SE) = ARL.(SE)+ ARL,.(SE) +%

[0064] In an embodiment of the invention using a rule that does not use history, such as the

chi-squared test, ARL,,(SE) may be calculated by adding the probabilities of each successive

QC-event being encountered using the following formula, where P,(SE) is the probability of

failure at the next QC-event following an error. For example: the probability of encountering the
first QC-event is 1; the probability of encountering the second QC-event is the probability of
passing the first QC-event. The f)robability of encountering the third QC-event is the probability
of failing the first and second QC-event. 4RL,,(SE) may therefore be calculated by adding all

these probabilities to infinity:

ARL,, =1+ P,(SE)+ P,(SE)’ +P.(SE) ...
=1+(1-B(SE) +(1- P(SE))* +(1— B(SE)’...

1
B (SE)

Y1~ R(SE)' =

[0065] Using this formula, and the observation that ARL,, (SE) = ARL.(SE)+ ARL,.(SE)+ % .
ARL . (SE) may be determined using one of the following expressions:

1

ARL —_
P(SE)

(SE) =

ed
[0066] When the testing system is subject to a systematic error of a particular size (SE), the
size of this error affects both the possibility of an unacceptable patient result, and the possibility
of QC-failure. A small systematic error may only cause a small chance of unacceptablc paticnt
results, but will also only cause a small chance of QC-failure. Similarly, a large systematic error

will cause a great chance of unacceptable patient results, but also a great chance of QC-failure. It

may therefore be that once the systematic error goes above a certain value, the expected number
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of final-errors decreases as the systematic error grows due to the increased chance of quick QC-
failure. For this reason, in an embodiment of the invention the final-maximum requirement may
be applied to limit the maximum number of final errors instead of the expected number of final
errors. Figure 4 illustrates how the expected number of final errors may vary with SE for three

different quality control rulcs.

[0067] To restrict the maximum number of final errors in this way, the expected number of

final errors is calculated for a range of systematic errors (SE), ranging from very small to very
large, and then the largest expected number of final errors is selected. The expected number of
final errors for a particular QC-interval-size (N,) and systematic error may be determined by
multiplying the probability of an unacceptable patient result when the system is subject to a

systematic error of size SE : P, (SE) and the average run-length for final errors:
Ng % P, (SE) x ARL (SE)

‘The maximum number of final crrors may therctore be expressed as:

max g (N x P, (SE)x ARL, (SE)}

[0068] To ensure that the final-maximum requirement is met, N, must be selected such that

the maximum number of final A/, errors equals the maximum number of final errors:
M,r =max g {N, x P, (SE)x ARL, (SE)}

[0069] When the interval-size does not depend on SE the expression may be re-arranged in

the following ways:

My =Ny x max g {P; (SE) x ARL,(SE)}

— MUF
max g, {P; (SE) x ARL, (SE)}

Negr

where Ngr denotes the value for N that meets the My criterion. Curve C2 in figure 4 shows the

result of using this formula to determine Ngg when Mz was set to 1.
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C. Computing the QC utilization rate

[0070]  Once the maximum QC-interval size for the final-maximum requirement (N, ) and

the maximum QC-interval size for the correctible-maximum requirement (N ,.) have been

determined, the largest QC-interval that meets both of these requircments (N ;) will be the

smaller of the two:
Ny =min{N ., Ny}

[0071] Having calculated the largest QC-interval that meets these requirements for a particular
QC-rule, the QC-utilization rate can be calculated by dividing the number of QC-tests per QC-

event by the number of patient-samples tested in each QC-interval:

This ratio may be calculated in a number of ways; in an embodiment of the invention the ratio
may be calculated with a particular testing run in mind, including a QC-event at the start of the
run, QC-events between sach QC-interval and a QC-event at the end of the run. When the only
aim is to rank the rules in order the method used may be of little implication. However, where
more analysis on the different rules is performed, the way the ratio is calculated may be of

relevance.

D. Selecting the best QC-Rule

[0072] Having calculated a QC-utilization rate and a maximum number of samples between
QC-events, the most efficient rule can be selected by choosing the rule with the lowest QC-

utilization rate.

[0073] Where two rules have the same QC utilization rate, or the rates are within a cettain
margin of each other it may be desirable to select the rule with the lowest false rejection rate or

the smallest number of reference samples tested per QC-event.

[0074] An example system implementing the quality control optimization process is shown in
Figure 5, which is a high level block diagram illustrating a system for optimizing a quality
control strategy in accordance with an example embodiment of the invention. The diagram

shows a processor (502) and its interaction with a quality control rule generator (501) that
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generates candidate quality control rules, a quality control rule assessment module (503) that
computes a quality control unitization rate for each for each of the candidate control rules
generated by the quality control rule generator and a quality control rule selection module (504)
that selects the candidate quality control rule with the best quality control utilization rate. These
modules and generators may be implemented in a number of ways, including as a standalone
device or a physical component of an implementation, a software module, a piece of code in an

overall computer program or in a number of other ways.

[0075] Any of the computer systems mentioned herein may utilize any suitable number of
subsystems. Examples of such subsystems are shown in FIG. 6 in computer apparatus 600. In
some embodiments, a computer system includes a single computer apparatus, where the
subsystems can be the components of the computer apparatus. In other embodiments, a
computer system can include multiple computer apparatuses, each being a subsystem, with

internal components.

[0076] The subsystems shown in FIG. 6 are interconnected via a system bus 675. Additional
subsystems such as a printer 674, keyboard 678, fixed disk 679, monitor 676, which is coupled to
display adapter 682, and others are shown. Peripherals and input/output (I/O) devices, which
couple to I/O controller 671, can be connected to the computer system by any number of means
known in the art, such as serial port 677. For example, serial port 677 or external interface 681
can be used to connect computer system 600 to a wide area network such as the Internet, a
mouse input device, or a scanner. The interconnection via system bus 675 allows the central
processor 673 to communicate with each subsystem and to control the execution of instructions
from system memory 672 or the fixed disk 679, as well as the exchange of information between
subsystems. The system memory 672 and/or the fixed disk 679 may embody a computer
readable medium. Any of the values mentioned herein can be output from one component to

another component and can be output to the user.

[0077] A computer system can include a plurality of the same components or subsystems, e.g.,
connected together by external interface 681. In some embodiments, computer systems,
subsystem, or apparatuses can communicatc over a network. In such instances, one computer
can be considered a client and another computer a server. A client and a server can each include

multiple systems, subsystems, or components, mentioned herein.
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[0078] FIG. 7 is a block diagram of an apparatus 700 that can be used to execute any of the
embodiments of the invention. Apparatus 700 include a computer system 710 and has a number
of input modules. An analyte measurement module 701 is used to measure the analyte responses
in a test sample. This module can vary between different embodiments of the invention
depending on the measurement method selected to mcasure the analyte responses. Also shown
are a standard keyboard 702 and mouse 703. Apparatus 700 can also contains a variety of
typical computer components inside computer system. These components can include a system
bus 704, one or more disk drives 705, RAM 706, and a processor 707. FIG. 7 also shows a
monitor 708 that allows information to be displayed to a user of the system. Other components
can also be present depending on the exact nature of the embodiment. In various embodiments,

the apparatus can include any of the features of computer system 700.

[0079] In one embodiment of the invention, a sample is placed in the analyte measurement
module 701 where the sample is further processed and the analyte responses in the sample are
measured. This information is then transferred into the computer system along a system bus 804,
and an appropriate conversion method is applied to the analyte response data using the processor
807. The instructions the processor 707 executes to implement instructions for any methods
described herein, where the instruction can be stored on a computer readable medium such as the
RAM 706 or disk drive 705. The results from the methods can then be displayed on the monitor
708. Alternative embodiments of the invention can output results using other communications

means. For example, the computer system could print the measured ratio using a printer or send

the measured ratio to another computer over a network.

[0080] The specific details of particular embodiments may be combined in any suitable
manner without departing from the spirit and scope of embodiments of the invention. However,
other embodiments of the invention may be directed to specific embodiments relating to each

individual aspect, or specific combinations of these individual aspects.

[0081] It should be understood that any of the embodiments of the present invention can be
implemented in the form of control logic using hardware and/or using computer software in a
modular or integrated manncr. Based on the disclosure and teachings provided herein, a person
of ordinary skill in the art will know and appreciate other ways and/or methods to implement the

present invention using hardware and a combination of hardware and software.
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[0082] Any of the software components or functions described in this application may be
implemented as software code to be executed by a processor using any suitable computer
language such as, for example, Java, C++ or Perl using, for example, conventional or object-
oriented techniques. The software code may be stored as a series of instructions or commands
on a computer readable medium for storage and/or transmission, suitable media include random
access memory (RAM), a read only memory (ROM), a magnetic medium such as a hard-drive or
a floppy disk, or an optical medium such as a compact disk (CD) or DVD (digital versatile disk),
flash memory, and the like. The computer readable medium may be any combination of such

storage or transmission devices.

[0083] Such programs may also be encoded and transmitted using carrier signals adapted for
transmission via wired, optical, and/or wireless networks conforming to a variety of protocols,
including the Internet. As such, a computer readable medium according to an embodiment of the
present invention may be created using a data signal encoded with such programs. Computer
readable media encoded with the program code may be packaged with a compatible device or
provided separately from other devices (e.g., via Internet download). Any such computer
readable medium may reside on or within a single computer program product (e.g. a hard drive, a
CD, or an entire computer system), and may be present on or within different computer program
products within a system or network. A computer system may include a monitor, printer, or

other suitable display for providing any of the results mentioned herein to a user.

[0084] The above description of exemplary embodiments of the invention has been presented
for the purposes of illustration and description. It is not intended to be exhaustive or to limit the
invention to the precise form described, and many modifications and variations are possible in
light of the teaching above. The embodiments were chosen and described in order to best
explain the principles of the invention and its practical applications to thereby enable others
skilled in the art to best utilize the invention in various embodiments and with various

modifications as are suited to the particular usc contcmplated.
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WHAT IS CLAIMED IS:

1. A method of operating a diagnostic device comprising an analyte measurement
module, the method comprising:
causing the analyte measurement module to measure analyte responses in at least one
physical reference sample and in a plurality of physical patient samples in a ratio according to a
quality control utilization rate of a candidate quality control rule, wherein the candidate quality
control rule is selected from a set of candidate quality control rules according to a method
comprising:
for each candidate rule:

computing a control limit that meets a false rejection criteria;

computing, using the control limit, a correctible maximum by calculating
how many patient samples can be tested between quality control events while keeping the
number of correctible results with an error exceeding a predetermined threshold below a
predetermined value;

computing, using the control limit, a final maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of final results with an error exceeding a predetermined threshold below a
predetermined value;

selecting a quality control interval size, the quality control interval size
being a smallest value of the correctible maximum and the final maximum; and

computing a quality control utilization rate by dividing the number of
reference samples tested at each quality control event by the quality control interval size; and

selecting the candidate quality control rule based on the quality control utilization

rates of the set of candidate quality control rules.

2. The method of claim 1 wherein at least one of the candidate quality control rules
is further adapted for testing at least two reference specimens to obtain a test value for each

specimen, wherein each specimen has a corresponding reference value.
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3. The method of claim 2 wherein the at least one of the candidate quality control
rules is further adapted for using a chi-squared test to determine whether the differences

between the test values and the reference values is due to a systematic error.

4. The method of claim 2 wherein the at least one of the candidate quality control
rules is further adapted for:

computing a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested;

determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

5. The method of claim 4 wherein computing a control limit that meets a false
rejection criteria comprises using the inverse of the chi-squared cumulative probability
distribution function to determine a threshold test-statistic value based on the false rejection

criteria and the number of reference specimens to be tested.

6. The method of claim 1 wherein computing, using the control limit, a correctible
maximum further comprises:

selecting a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined threshold for

correctible results.

7. The method of claim 6 wherein the expected number of correctible results is
equal to an integral over the acceptable margin of error from negative infinity to infinity of the
product of:

the number of patient specimens that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;
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an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

8. The method of claim 7 wherein the expected portion of the samples tested after a
last passed quality control event that have an error exceeding the predetermined threshold is
computed by subtracting one half of the probability of obtaining a patient result with an error

exceeding the predetermine threshold from one.

9. The method of claim 7 wherein the frequency distribution for the magnitude of

errors for unacceptable patient results is a normal distribution.

10. The method of claim 1 wherein selecting a candidate rule based on a
predetermined criterion comprises selecting the candidate rule having the lowest quality control

utilization rate.

11. A method of operating a diagnostic device comprising an analyte measurement
module, the method comprising:
causing the analyte measurement module to measure analyte responses in at least one
physical reference sample and in a plurality of physical patient samples in a ratio according to a
quality control utilization rate of a selected candidate quality control rule, wherein the candidate
quality control rule is selected from a set of candidate quality control rules, wherein each rule is
adapted for testing at least one reference sample having a reference value to obtain a test value,
and computing a chi-squared test statistic based on the test value and reference value for each
reference sample tested and determining whether the test statistic is greater than a control limit,
and wherein the candidate quality control rule is selected from the set of candidate quality
control rules according to a method comprising:
for each candidate rule, using a processor:
computing a control limit that meets a false rejection criteria using the
inverse of the chi-squared cumulative probability distribution function;
computing, using the control limit, a correctible maximum by calculating

how many patient samples that can be tested between quality control events while keeping the
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number of correctible results with an error exceeding a predetermined threshold below a
predetermined value;

computing, using the control limit, a final maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of final results with an error exceeding a predetermined threshold below a
predetermined value;

selecting as a quality control interval size, a smallest value of the
correctible maximum and the final maximum; and

computing a quality control utilization rate by dividing the number of
reference samples tested at each quality control event by the quality control interval size; and

selecting the candidate quality control rule based on the quality control utilization rates

of the set of candidate quality control rules.

12. A diagnostic system comprising:
a processor; and
an analyte measurement module;
wherein the processor is configured to cause the analyte measurement module to
measure analyte responses in at least one physical reference sample and in a plurality of
physical patient samples in a ratio according to a quality control utilization rate of a selected
candidate quality control rule selected from a set of candidate quality control rules according to
a method comprising:
for each candidate rule:
computing a control limit that meets a false rejection criteria;
computing, using the control limit, a correctible maximum by calculating
how many patient samples can be tested between quality control events while keeping the
number of correctible results with an error exceeding a predetermined threshold below a
predetermined value;
computing, using the control limit, a final maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of final results with an error exceeding a predetermined threshold below a

predetermined value;

24

DAL cdeIDate Received 2021-08-11



10

15

20

25

selecting a quality control interval size, the quality control interval size
being a smallest value of the correctible maximum and the final maximum; and
computing a quality control utilization rate by dividing the number of
reference samples tested at each quality control event by the quality control interval size; and
selecting the candidate quality control rule based on the quality control utilization

rates of the set of candidate quality control rules.

13.  The system of claim 12 wherein at least one of the candidate quality control rules
is further adapted for testing at least two reference specimens to obtain a test value for each

specimen, wherein each specimen has a corresponding reference value.

14.  The system of claim 13 wherein the at least one of the candidate quality control
rules is further adapted for using a chi-squared test to determine whether the differences

between the test values and the reference values is due to a systematic error.

15. The system of claim 13 wherein the at least one of the candidate quality control
rules is further adapted for:

computing a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested,

determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

16.  The system of claim 12 wherein the method further comprises:
selecting a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined threshold for

correctible results.
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17.  The system of claim 16 wherein the expected number of correctible results is
equal to an integral over the acceptable margin of error from negative infinity to infinity of the
product of:

the number of patient specimens that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;

an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

18.  The system of claim 13 wherein selecting a candidate rule based on a
predetermined criterion comprises selecting the candidate rule having the lowest quality control

utilization rate.

19. A computer program product comprising a non-transitory computer-readable
storage medium storing a plurality of computer-readable instructions tangibly, which, when
executed by a computing system, provide a method of operating a diagnostic device comprising
an analyte measurement module, the plurality of computer-readable instructions comprising:

causing the analyte measurement module to measure analyte responses in at least one
physical reference sample and in a plurality of physical patient samples in a ratio according to a
quality control utilization rate of a candidate quality control rule, wherein the candidate quality
control rule is selected from a set of candidate quality control rules according to a method
comprising:

for each candidate quality control rule:
computing a control limit that meets a false rejection criteria;
computing a maximum number of patient specimens that can be tested
between quality control events while keeping the expected number of correctible unacceptable
results below a predetermined correctible maximum and keeping the expected number of final
unacceptable results below a predetermined final maximum; and
computing a quality control utilization rate; and
selecting the candidate quality control rule based on the quality control utilization

rates of the set of candidate quality control rules.
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20.  The computer program product of claim 19 wherein at least one of the candidate
quality control rules is further adapted for testing at least two reference specimens to obtain a

test value for each specimen, wherein each specimen has a corresponding reference value.

21.  The computer program product of claim 20 wherein the at least one of the
candidate quality control rules is further adapted for using a chi-squared test to determine
whether the differences between the test values and the reference values is due to a systematic

CITOT.

22. The computer program product of claim 20 wherein the at least one of the
candidate quality control rules is further adapted for:

computing a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested,

determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

23.  The computer program product of claim 22 wherein computing a control limit
that meets a false rejection criteria comprises using the inverse of the chi-squared cumulative
probability distribution function to determine a threshold test-statistic value based on the false

rejection criteria and the number of reference specimens to be tested.

24.  The computer program product of claim 19 wherein computing, using the control
limit, a correctible maximum further comprises:

selecting a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined correctible

maximum for correctible results.
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25.  The computer program product of claim 24 wherein the expected number of
correctible results is equal to an integral over the acceptable margin of error from negative
infinity to infinity of the product of:

the number of patient specimens that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;

an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

26.  The computer program product of claim 20 wherein selecting a candidate rule
based on a predetermined criterion comprises selecting the candidate rule having the lowest

quality control utilization rate.

27. A system for testing patient samples, the system comprising a testing apparatus
comprising an analyte measurement module configured to measure analyte responses to patient
samples and reference samples according to a quality control strategy determined by:

generating, with a processor, a set of candidate quality control rules;

for each candidate rule:

computing a control limit that meets a false rejection criteria;

computing, using the control limit, a correctible maximum by calculating how
many patient samples can be tested between quality control events while keeping the number of
correctible results with an error exceeding a predetermined threshold below a predetermined
value;

computing, using the control limit, a final maximum by calculating how many
patient samples that can be tested between quality control events while keeping the number of
final results with an error exceeding a predetermined threshold below a predetermined value;

selecting a quality control interval size, the quality control interval size being a
smallest value of the correctible maximum and the final maximum; and

computing a quality control utilization rate by dividing the number of reference

samples tested at each quality control event by the quality control interval size; and
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selecting a candidate quality control rule based on the quality control utilization rates of

the set of candidate quality control rules.

28.  The system of claim 27 wherein at least one of the candidate quality control rules
is further adapted for testing at least two reference specimens to obtain a test value for each

specimen, wherein each specimen has a corresponding reference value.

29.  The system of claim 28 wherein the at least one of the candidate quality control
rules is further adapted for using a chi-squared test to determine whether the differences

between the test values and the reference values is due to a systematic error.

30.  The system of claim 28 wherein the at least one of the candidate quality control
rules is further adapted for:

computing a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested;

determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

31.  The system of claim 30 wherein computing a control limit that meets a false
rejection criteria comprises using the inverse of the chi-squared cumulative probability
distribution function to determine a threshold test-statistic value based on the false rejection

criteria and the number of reference specimens to be tested.

32.  The system of claim 27 wherein computing, using the control limit, a correctible
maximum further comprises:

selecting a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined threshold for

correctible results.
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33.  The system of claim 32 wherein the expected number of correctible results is
equal to an integral over the acceptable margin of error from negative infinity to infinity of the
product of:

the number of patient specimens that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;

an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

34.  The system of claim 33 wherein the expected portion of the samples tested after a
last passed quality control event that have an error exceeding the predetermined threshold is
computed by subtracting one half of the probability of obtaining a patient result with an error

exceeding the predetermine threshold from one.

35.  The system of claim 33 wherein the frequency distribution for the magnitude of

errors for unacceptable patient results is a normal distribution.

36.  The system of claim 27 wherein selecting a candidate rule based on a
predetermined criterion comprises selecting the candidate rule having the lowest quality control

utilization rate.

37. A system for testing patient samples, the system comprising a testing apparatus
comprising an analyte measurement module configured to measure analyte responses to patient
samples and reference samples according to a quality control strategy determined by:

generating, with a processor, a set of candidate quality control rules, wherein each rule is
adapted for testing at least one reference sample having a reference value to obtain a test value,
and computing a chi-squared test statistic based on the test value and reference value for each
reference sample tested and determining whether the test statistic is greater than a control limit;

for each candidate rule, using the processor:
computing a control limit that meets a false rejection criteria using the inverse of

the chi-squared cumulative probability distribution function;
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computing, using the control limit, a correctible maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of correctible results with an error exceeding a predetermined threshold below a
predetermined value;

computing, using the control limit, a final maximum by calculating how many
patient samples that can be tested between quality control events while keeping the number of
final results with an error exceeding a predetermined threshold below a predetermined value;

selecting as a quality control interval size, a smallest value of the correctible
maximum and the final maximum; and

computing a quality control utilization rate by dividing the number of reference
samples tested at each quality control event by the quality control interval size; and

selecting a candidate quality control rule based on the quality control utilization rates of

the set of candidate quality control rules.

38. A system for optimizing a quality control strategy comprising:

a processor;

a quality control rule generator operable to generate a set of candidate quality control
rules;

a quality control rule assessment module operable to, using the processor, compute a
maximum number of patient specimens that can be tested between quality control events while
keeping the expected number of correctible unacceptable results below a predetermined
threshold for correctible results and keeping the expected number of final unacceptable results
below a predetermined threshold for final unacceptable results for a candidate quality control
rule;

a quality control rule selection module operable to, using the processor: select a
candidate rule for which a best quality control utilization rate was computed; and

a test apparatus operable to:

test at least two reference specimens to obtain a test value for each specimen in

accordance with at least one of the candidate quality control rules, wherein each

specimen has a corresponding reference value, and
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determine whether the differences between the test values and the reference

values is due to a systematic error.

39.  The system of claim 38 wherein the a chi-squared test is used to determine
whether the differences between the test values and the reference values is due to a systematic

5 error.

40.  The system of claim 38 wherein the test apparatus:

computes a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested;

determines a probability that the differences between the test values and the reference

10  values are caused by a systematic error by comparing the test-statistic to a chi-squared

distribution; and

determines whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

15 41.  The system of claim 38 wherein the quality control rule assessment module is
further operable to:
select a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined threshold for

correctible results.

20 42.  The system of claim 41 wherein the expected number of correctible results is
equal to an integral over the acceptable margin of error from negative infinity to infinity of the
product of:

the number of patient specimens that can be tested between quality control events;
a probability of obtaining an unacceptable patient result;

25 an expected portion of the samples tested after a last passed quality control event that are

unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.
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43.  The system of claim 38 wherein selecting a candidate rule based on a
predetermined criterion comprises selecting the candidate rule having the lowest quality control

utilization rate.

44. A computer program product comprising a non-transitory computer-readable
storage medium storing a plurality of computer-readable instructions tangibly, which, when
executed by a computing system, provide a method for optimizing a quality control strategy
comprising, the plurality of instructions comprising:

generating a set of candidate quality control rules;

for each candidate quality control rule:

computing a control limit that meets a false rejection criteria;

computing a maximum number of patient specimens that can be tested between
quality control events while keeping the expected number of correctible unacceptable results
below a predetermined correctible maximum and keeping the expected number of final
unacceptable results below a predetermined final maximum; and

computing a quality control utilization rate;

selecting a candidate quality control rule based on the quality control utilization rates of
the set of candidate quality control rules;

testing, using a testing apparatus, at least two reference specimens to obtain a test value
for each specimen in accordance with at least one of the candidate quality control rules, wherein
each specimen has a corresponding reference value, and

determining whether the differences between the test values and the reference values is

due to a systematic error.

45.  The computer program product of claim 44 wherein the a chi-squared test is used
for determining whether the differences between the test values and the reference values is due

to a systematic error.

46.  The computer program product of claim 44 wherein the at least one of the
candidate quality control rules is further adapted for:
computing a test statistic by calculating the sum of the square of the difference between

the test value and the reference value for each reference sample tested;
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determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

47.  The computer program product of claim 46 wherein computing a control limit
that meets a false rejection criteria comprises using the inverse of the chi-squared cumulative
probability distribution function to determine a threshold test-statistic value based on the false

rejection criteria and the number of reference specimens to be tested.

48.  The computer program product of claim 44 wherein computing, using the control
limit, a correctible maximum further comprises:

selecting a number of patient specimens that can be tested between quality control events
such that an expected number of correctible results equals the predetermined correctible

maximum for correctible results.

49.  The computer program product of claim 48 wherein the expected number of
correctible results is equal to an integral over the acceptable margin of error from negative
infinity to infinity of the product of:

the number of patient specimens that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;

an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

50.  The computer program product of claim 44 wherein selecting a candidate rule
based on a predetermined criterion comprises selecting the candidate rule having the lowest

quality control utilization rate.
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51. A method for optimizing a quality control strategy comprising:
generating a set of candidate quality control rules, wherein each rule is adapted for
testing at least one reference sample having a reference value to obtain a test value, and
computing a test statistic based on the test value and reference value for each reference sample
tested and determining whether the test statistic is greater than a control limit;
identifying a predetermined performance target for the candidate quality control rules
comprising a maximum number of correctable errors equal to a first value and a maximum
number of final errors equal to a second value;
for each candidate rule:
computing a control limit that meets a false rejection criteria;
computing, using the control limit, a correctible maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of correctible errors below the first value;
computing, using the control limit, a final maximum by calculating how many
patient samples that can be tested between quality control events while keeping the number of
final errors below the second value;
selecting as a quality control interval size, a smallest value of the correctible
maximum and the final maximum; and
computing a quality control utilization rate by dividing the number of reference
samples tested at each quality control event by the quality control interval size;
selecting the candidate rule having a lowest quality control utilization rate as the quality
control strategy,
wherein the selected candidate rule uses a minimal number of quality control tests while
meeting the predetermined performance target; and
testing the number of reference samples specified by the quality control strategy between
testing samples as specified by the quality control interval size of the quality control strategy.

52.  The method of claim 51, wherein at least one of the candidate quality control
rules is further adapted for testing at least two reference samples to obtain a test value for each

reference sample, wherein each reference sample has a corresponding reference value.
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53.  The method of claim 51 or 52, wherein the test statistic is a chi-squared test

statistic.

54.  The method of any one of claims 51 to 53, wherein the at least one of the
candidate quality control rules is further adapted for:

computing a test statistic by calculating the sum of the square of the difference between
the test value and the reference value for each reference sample tested;

determining a probability that the differences between the test values and the reference
values are caused by a systematic error by comparing the test-statistic to a chi-squared
distribution; and

determining whether the quality control rule was passed by determining whether the
probability that the differences between the test values and the reference values are caused by a

systematic error is above a threshold value.

55.  The method of claim 54 wherein computing a control limit that meets a false
rejection criteria comprises using the inverse of the chi-squared cumulative probability
distribution function to determine a threshold test-statistic value based on the false rejection

criteria and the number of reference samples to be tested.

56.  The method of claim 54 or 55, wherein computing the correctible maximum
includes determining a expected number of correctible errors, and wherein the expected number
of correctible errors is equal to an integral over the acceptable margin of error from negative
infinity to infinity of the product of:

the number of patient samples that can be tested between quality control events;

a probability of obtaining an unacceptable patient result;

an expected portion of the samples tested after a last passed quality control event that are
unacceptable; and

a frequency distribution for the magnitude of errors for unacceptable patient results.

57.  The method of claim 56 wherein the expected portion of the samples tested after

a last passed quality control event that are unacceptable is computed by subtracting one half of
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the probability of obtaining a patient result with an error exceeding a predetermined threshold

from one.

58.  The method of claim 56 wherein the frequency distribution for the magnitude of

errors for unacceptable patient results is a normal distribution.

59. A system for optimizing a quality control strategy comprising:
a computer system having a processor, the processor configured to:
generate a set of candidate quality control rules, wherein each rule is adapted for
testing at least one reference sample having a reference value to obtain a test value, computing a
test statistic based on the test value and reference value for each reference sample tested, and
determining whether the test statistic is greater than a control limit;
identify a predetermined performance target for the candidate quality control
rules comprising a maximum number of correctable errors equal to a first value and a maximum
number of final errors equal to a second value;
for each candidate rule:
compute a control limit that meets a false rejection criteria;
compute, using the control limit, a correctible maximum by calculating
how many patient samples that can be tested between quality control events while keeping the
number of correctible errors below the first value;
compute, using the control limit, a final maximum by calculating how
many patient samples that can be tested between quality control events while keeping the
number of final errors below the second value;
select as a quality control interval size, a smallest value of the correctible
maximum and the final maximum; and
compute a quality control utilization rate by dividing the number of
reference samples tested at each quality control event by the quality control interval size; and
select the candidate rule having a lowest quality control utilization rate as the
quality control strategy,
wherein the selected candidate rule uses a minimal number of quality control tests while

meeting the predetermined performance target; and
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a testing apparatus comprising an analyte measurement module for measuring an analyte
response, the testing apparatus configured to test patient samples and reference samples

according to the selected candidate rule.

60. A system for testing patient samples, comprising:

a testing apparatus comprising an analyte measurement module configured to measure
analyte responses to patient samples and reference samples,

wherein the patient samples and reference samples are measured according to a quality

control strategy determined according to the method of any one of claims 51 to 58.
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Reference SD Actual Difference Difference (Difference
Value (o)) Result (0,—E,) divided by SD | divided by SD)
(Er) (Or) O,'_E,' Oi—Ei 2
O; o;

100 3 102 2 0.67 0.444
100 3 103 3 1 1.000
150 3.5 146 -4 -1.14 1.306
150 3.5 153 3 0.86 0.735
200 4 192 -8 -2 4.000
200 4 201 1 0.25 0.063
Sum (3?): 7.548

FIG. 9
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