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(57)【特許請求の範囲】
【請求項１】
　拡張現実（ＡＲ）システムであって、前記ＡＲシステムは、
　仮想コンテンツをＡＲシステムのユーザに提示するように構成されたＡＲディスプレイ
と、
　周囲音を捕捉するように構成されたオーディオセンサと、
　前記ＡＲディスプレイおよび前記オーディオセンサと通信するハードウェアプロセッサ
と
　を備え、
　前記ハードウェアプロセッサは、
　前記オーディオセンサによって捕捉された前記周囲音を受信することと、
　前記周囲音内の発話の存在を検出することと、
　前記検出された発話をテキストに変換することと、
　前記テキストを解析し、１つ以上の単語を認識することと、
　単語頻度リスト上の前記１つ以上の単語の位置を決定することであって、前記単語頻度
リストは、前記オーディオセンサによるそれらの検出の頻度に少なくとも部分的に基づい
てランク付けされた単語のリストを含む、ことと、
　ユーザ入力に基づいて、前記単語頻度リスト上の閾値位置を決定することと、
　前記１つ以上の単語の位置が前記単語頻度リスト上の前記閾値位置を超えるかどうかに
基づいて、前記１つ以上の単語を稀な単語として分類することと、
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　前記１つ以上の単語に関連付けられた減少係数を決定することであって、前記減少係数
は、前記稀な単語に関連付けられた補助情報の表示を抑制する期間を含む、ことと、
　前記減少係数に基づいて、前記稀な単語に関連付けられた前記補助情報を読み出すこと
と、
　前記ＡＲディスプレイに前記読み出された補助情報をレンダリングさせることと
　を行うようにプログラムされている、ＡＲシステム。
【請求項２】
　前記稀な単語は、一般的単語辞書から除外された単語である、請求項１に記載のＡＲシ
ステム。
【請求項３】
　前記ハードウェアプロセッサは、
　前記補助情報の表示を閉じるための条件を検出することと、
　前記検出された条件に応答して、前記ＡＲディスプレイに前記補助情報の表示を閉じさ
せることと
　を行うようにさらにプログラムされている、請求項１に記載のＡＲシステム。
【請求項４】
　前記表示を閉じるための前記条件を検出するために、前記ハードウェアプロセッサは、
閾値期間が経過したことを決定すること、別の稀な単語を検出すること、ユーザの姿勢を
検出すること、または、ユーザ入力デバイスからの入力を受信することのうちの少なくと
も１つを実施するようにプログラムされている、請求項３に記載のＡＲシステム。
【請求項５】
　前記ハードウェアプロセッサは、
　前記検出された発話の源を決定することと、
　前記稀な単語を検出し、前記検出された発話の源が前記ＡＲディスプレイのユーザ以外
の話者に関連付けられていることを決定すると、前記補助情報を読み出し、表示すること
と
　を行うようにさらにプログラムされている、請求項１に記載のＡＲシステム。
【請求項６】
　前記検出された発話の源は、１つ以上の指向性マイクロホンを備えている前記オーディ
オセンサから収集されたオーディオ情報、または前記ＡＲシステムの外向きに面した結像
システムによって入手された画像のうちの少なくとも１つに基づいて決定される、請求項
５に記載のＡＲシステム。
【請求項７】
　前記検出された発話の源を決定するために、前記ハードウェアプロセッサは、音声認識
を前記検出された発話に対して実施し、前記話者の識別を決定するようにプログラムされ
ている、請求項５に記載のＡＲシステム。
【請求項８】
　前記検出された発話の源は、前記ユーザの環境内の別のコンピュータ、前記話者に関連
付けられた別のＡＲデバイス、または前記ユーザの環境内の人物のうちの少なくとも１つ
を含む、請求項５に記載のＡＲシステム。
【請求項９】
　前記ユーザが前記話者とテレプレゼンスセッション中であり、前記検出された発話の源
が前記話者に関連付けられた他のユーザデバイスである場合、前記ハードウェアプロセッ
サは、前記話者の仮想アバタをレンダリングすることと、前記補助情報を前記他のユーザ
の前記仮想アバタの近傍にレンダリングすることとを前記ＡＲディスプレイに行わせるよ
うにさらにプログラムされている、請求項８に記載のＡＲシステム。
【請求項１０】
　前記ＡＲディスプレイに前記読み出された補助情報をレンダリングさせるために、前記
ハードウェアプロセッサは、前記源の場所を決定することと、前記ＡＲディスプレイを通
して、前記源のビューを曖昧にすることなく、前記補助情報を前記源に近接した３Ｄ空間
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内の位置にレンダリングすることとを行うようにプログラムされている、請求項５に記載
のＡＲシステム。
【請求項１１】
　補助情報は、前記稀な単語の説明を含む、請求項１に記載のＡＲシステム。
【請求項１２】
　前記ハードウェアプロセッサは、
　ユーザから、前記補助情報に注釈を付けるための指示を受信することと、
　前記補助情報の注釈の記憶を開始することと、
　前記稀な単語の別の存在を検出することに応答して、前記ＡＲディスプレイに前記注釈
および前記補助情報をレンダリングさせることと
　を行うようにさらにプログラムされている、請求項１に記載のＡＲシステム。
【請求項１３】
　方法であって、前記方法は、
　仮想コンテンツをユーザの環境内に提示するように構成されたハードウェアプロセッサ
およびＡＲディスプレイを備えている拡張現実（ＡＲ）デバイスの制御下で、
　前記ＡＲデバイスの前記ユーザの環境を監視することと、
　前記ユーザまたは前記環境のうちの少なくとも１つに関連付けられたコンテキスト情報
に基づいて、前記環境内の着目オブジェクトの存在を検出することと、
　単語頻度リスト上の前記着目オブジェクトの位置を決定することであって、前記単語頻
度リストは、前記ＡＲデバイスによるそれらの検出の頻度に少なくとも部分的に基づいて
ランク付けされた単語のリストを含む、ことと、
　ユーザ入力に基づいて、前記単語頻度リスト上の閾値位置を決定することと、
　１つ以上の単語の位置が前記単語頻度リスト上の前記閾値位置を超えるかどうかに基づ
いて、前記着目オブジェクトを稀な単語として分類することと、
　前記着目オブジェクトに関連付けられた減少係数を決定することであって、前記減少係
数は、前記着目オブジェクトに関連付けられた補助情報の表示を抑制する期間を含む、こ
とと、
　前記減少係数に基づいて、前記着目オブジェクトのための補助情報を読み出すことと、
　前記ユーザの視野内の前記補助情報の表示位置を決定することであって、前記視野は、
ユーザが所与の時間に知覚可能な前記環境の一部を含む、ことと、
　前記ＡＲディスプレイに前記補助情報を前記表示位置にレンダリングさせることと
　を含む、方法。
【請求項１４】
　前記着目オブジェクトの存在を検出することは、
　前記環境内の周囲音から発話を検出することと、
　前記発話を解析し、稀な単語を識別することと
　を含む、請求項１３に記載の方法。
【請求項１５】
　前記環境を監視することは、
　前記環境の周囲音を捕捉し、分析すること、または
　前記環境の画像を入手すること
　のうちの少なくとも１つを含む、請求項１３に記載の方法。
【請求項１６】
　前記コンテキスト情報は、前記ユーザの過去の体験に関連付けられ、前記単語頻度リス
トは、前記ユーザの過去の体験において前記ユーザが遭遇した頻度によって順序付けられ
た単語のリストを含む、請求項１３に記載の方法。
【請求項１７】
　前記補助情報は、前記着目オブジェクトの説明テキストを含む、請求項１３に記載の方
法。
【請求項１８】
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　前記ユーザから、前記補助情報に注釈を付けるための指示を受信することと、
　前記補助情報の注釈の記憶を開始することと、
　前記着目オブジェクトの別の存在を検出することに応答して、前記ＡＲディスプレイに
前記注釈および前記補助情報をレンダリングさせることと
　をさらに含む、請求項１３に記載の方法。
【請求項１９】
　前記補助情報の表示位置を決定することは、
　前記着目オブジェクトの場所を決定することと、
　前記ＡＲディスプレイを通して、前記着目オブジェクトのビューを曖昧にすることなく
、前記着目オブジェクトに近接した前記環境内の位置として前記表示位置を識別すること
と
　を含む、請求項１３に記載の方法。
【請求項２０】
　前記単語頻度リストは、前記ユーザの過去の体験において前記ユーザが遭遇した頻度に
よって順序付けられた単語のリストを含む、請求項１に記載のＡＲシステム。
 
【発明の詳細な説明】
【技術分野】
【０００１】
　（関連出願の引用）
　本願は、米国仮出願第６２／３７４，１８３号（２０１６年８月１２日出願、名称「Ｗ
ＯＲＤ　ＦＬＯＷ　ＡＮＮＯＴＡＴＩＯＮ」）の米国特許法§１１９（ｅ）に基づく優先
権の利益を主張し、上記出願の開示は、その全体が参照により本明細書に引用される。
【０００２】
　本開示は、仮想現実および拡張現実結像ならびに可視化システムに関し、より具体的に
は、発話の視覚的注釈を生成し、システムのユーザによる発話の理解を向上させることに
関する。
【背景技術】
【０００３】
　現代のコンピューティングおよびディスプレイ技術は、いわゆる「仮想現実」、「拡張
現実」、または「複合現実」体験のためのシステムの開発を促進しており、デジタル的に
再現された画像またはその一部が、現実であるように見える様式、またはそのように知覚
され得る様式でユーザに提示される。仮想現実または「ＶＲ」シナリオは、典型的には、
他の実際の実世界の視覚的入力に対する透明性を伴わずに、デジタルまたは仮想画像情報
の提示を伴う。拡張現実または「ＡＲ」シナリオは、典型的には、ユーザの周囲の実際の
世界の可視化に対する拡張としてのデジタルまたは仮想画像情報の提示を伴う。複合現実
または「ＭＲ」は、物理的および仮想オブジェクトが、共存し、リアルタイムで相互作用
する新しい環境を生成するための実世界と仮想世界の融合に関連する。結論から述べると
、ヒトの視知覚系は、非常に複雑であって、他の仮想または実世界画像要素間における仮
想画像要素の快適で、自然のような感覚で、かつ豊かな提示を促進するＶＲ、ＡＲ、また
はＭＲ技術の生成は、困難である。本明細書に開示されるシステムおよび方法は、ＶＲ、
ＡＲ、ならびにＭＲ技術に関連する種々の課題に対処する。
【発明の概要】
【課題を解決するための手段】
【０００４】
　聴取者に対して最小限のレベルの注意を逸らすものおよび聴取者による取るに足りない
レベルの努力を伴って、着目オブジェクト（例えば、聴取者に新しいまたは未知の単語）
に関する説明または情報を（近）リアルタイムで提供するための複合現実システムの種々
の実施形態が、開示される。
【０００５】
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　いくつかの実施形態では、拡張現実（ＡＲ）システムは、仮想コンテンツをＡＲシステ
ムのユーザに提示するように構成されたＡＲディスプレイと、周囲音を捕捉するように構
成されたオーディオセンサと、ＡＲディスプレイおよびオーディオセンサと通信するハー
ドウェアプロセッサとを備えていることができる。ハードウェアプロセッサは、オーディ
オセンサによって捕捉された周囲音を受信し、周囲音内の発話の存在を検出し、検出され
た発話をテキストに変換し、発話中の稀な単語を検出し、稀な単語に関連付けられた補助
情報を読み出し、ＡＲディスプレイに読み出された補助情報をレンダリングさせるように
プログラムされることができる。
【０００６】
　いくつかの実施形態では、方法が、仮想コンテンツをユーザの環境内に提示するように
構成されたハードウェアプロセッサおよびＡＲディスプレイを備えている拡張現実（ＡＲ
）デバイスの制御下で実施されることができる。方法は、ＡＲデバイスのユーザの環境を
監視することと、ユーザまたは環境のうちの少なくとも１つに関連付けられたコンテキス
ト情報に基づいて、環境内の着目オブジェクトの存在を検出することと、着目オブジェク
トのための補助情報を読み出すことと、ユーザの視野内の補助情報の表示位置を決定する
ことであって、視野は、ユーザが所与の時間に知覚可能な環境の一部を含む、ことと、Ａ
Ｒディスプレイに補助情報を表示位置にレンダリングさせることとを含む。
【０００７】
　本明細書に説明される主題の１つ以上の実装の詳細が、付随の図面および以下の説明に
記載される。他の特徴、側面、および利点は、説明、図面、および請求項から明白となる
であろう。本概要または以下の発明を実施するための形態のいずれも、本発明の主題の範
囲を定義または限定することを主張するものではない。
　本発明は、例えば、以下を提供する。
（項目１）
　拡張現実（ＡＲ）システムであって、前記ＡＲシステムは、
　仮想コンテンツをＡＲシステムのユーザに提示するように構成されたＡＲディスプレイ
と、
　周囲音を捕捉するように構成されたオーディオセンサと、
　前記ＡＲディスプレイおよび前記オーディオセンサと通信するハードウェアプロセッサ
と
　を備え、
　前記ハードウェアプロセッサは、
　前記オーディオセンサによって捕捉された前記周囲音を受信することと、
　前記周囲音内の発話の存在を検出することと、
　前記検出された発話をテキストに変換することと、
　前記発話中の稀な単語を検出することと、
　前記稀な単語に関連付けられた補助情報を読み出すことと、
　前記ＡＲディスプレイに前記読み出された補助情報をレンダリングさせることと
　を行うようにプログラムされている、ＡＲシステム。
（項目２）
　前記稀な単語は、一般的単語辞書から除外された単語である、項目１に記載のＡＲシス
テム。
（項目３）
　前記ハードウェアプロセッサは、
　前記補助情報の表示を閉じるための条件を検出することと、
　前記検出された条件に応答して、前記ＡＲディスプレイに前記補助情報の表示を閉じさ
せることと
　を行うようにさらにプログラムされている、項目１に記載のＡＲシステム。
（項目４）
　前記表示を閉じるための前記条件を検出するために、前記ハードウェアプロセッサは、
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閾値期間が経過したことを決定すること、別の稀な単語を検出すること、ユーザの姿勢を
検出すること、または、ユーザ入力デバイスからの入力を受信することのうちの少なくと
も１つを実施するようにプログラムされている、項目３に記載のＡＲシステム。
（項目５）
　前記ハードウェアプロセッサは、
　前記検出された発話の源を決定することと、
　前記稀な単語を検出し、前記検出された発話の源が前記ＡＲディスプレイのユーザ以外
の話者に関連付けられていることを決定すると、前記補助情報を読み出し、表示すること
と
　を行うようにさらにプログラムされている、項目１に記載のＡＲシステム。
（項目６）
　前記検出された発話の源は、１つ以上の指向性マイクロホンを備えているオーディオセ
ンサから収集されたオーディオ情報、または前記ＡＲシステムの外向きに面した結像シス
テムによって入手された画像のうちの少なくとも１つに基づいて決定される、項目５に記
載のＡＲシステム。
（項目７）
　前記検出された発話の源を決定するために、前記ハードウェアプロセッサは、音声認識
を前記検出された発話に対して実施し、前記話者の識別を決定するようにプログラムされ
ている、項目５に記載のＡＲシステム。
（項目８）
　前記検出された発話の源は、前記ユーザの環境内の別のコンピュータ、前記話者に関連
付けられた別のＡＲデバイス、または前記ユーザの環境内の人物のうちの少なくとも１つ
を含む、項目５に記載のＡＲシステム。
（項目９）
　前記ユーザが前記話者とテレプレゼンスセッション中であり、前記検出された発話の源
が前記話者に関連付けられた他のユーザデバイスである場合、前記ハードウェアプロセッ
サは、前記話者の仮想アバタをレンダリングすることと、前記補助情報を前記他のユーザ
の前記仮想アバタの近傍にレンダリングすることとを前記ＡＲディスプレイに行わせるよ
うにさらにプログラムされている、項目８に記載のＡＲシステム。
（項目１０）
　前記ＡＲディスプレイに前記読み出された補助情報をレンダリングさせるために、前記
ハードウェアプロセッサは、前記源の場所を決定することと、前記ＡＲディスプレイを通
して、前記源のビューを曖昧にすることなく、前記補助情報を前記源に近接した３Ｄ空間
内の位置にレンダリングすることとを行うようにプログラムされている、項目５に記載の
ＡＲシステム。
（項目１１）
　補助情報は、前記稀な単語の説明を含む、項目１に記載のＡＲシステム。
（項目１２）
　前記ハードウェアプロセッサは、
　ユーザから、前記補助情報に注釈を付けるための指示を受信することと、
　前記補助情報の注釈の記憶を開始することと、
　前記稀な単語の別の存在を検出することに応答して、前記ＡＲディスプレイに前記注釈
および前記補助情報をレンダリングさせることと
　を行うようにさらにプログラムされている、項目１に記載のＡＲシステム。
（項目１３）
　方法であって、前記方法は、
　仮想コンテンツをユーザの環境内に提示するように構成されたハードウェアプロセッサ
およびＡＲディスプレイを備えている拡張現実（ＡＲ）デバイスの制御下で、
　前記ＡＲデバイスの前記ユーザの環境を監視することと、
　前記ユーザまたは前記環境のうちの少なくとも１つに関連付けられたコンテキスト情報
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に基づいて、前記環境内の着目オブジェクトの存在を検出することと、
　前記着目オブジェクトのための補助情報を読み出すことと、
　前記ユーザの視野内の前記補助情報の表示位置を決定することであって、前記視野は、
ユーザが所与の時間に知覚可能な前記環境の一部を含む、ことと、
　前記ＡＲディスプレイに前記補助情報を前記表示位置にレンダリングさせることと
　を含む、方法。
（項目１４）
　前記着目オブジェクトは、キーワード、物理的オブジェクト、または人物を含む、項目
１３に記載の方法。
（項目１５）
　前記着目オブジェクトは、キーワードを含み、前記着目オブジェクトの存在を検出する
ことは、
　前記環境内の周囲音から発話を検出することと、
　前記発話を解析し、稀な単語を識別することと
　を含む、項目１４に記載の方法。
（項目１６）
　前記環境を監視することは、
　前記環境の周囲音を捕捉し、分析すること、または
　前記環境の画像を入手すること
　のうちの少なくとも１つを含む、項目１３に記載の方法。
（項目１７）
　前記コンテキスト情報は、前記ユーザの過去の体験に関連付けられ、前記着目オブジェ
クトは、前記ユーザが稀にしか遭遇しないオブジェクトを含む、項目１３に記載の方法。
（項目１８）
　前記補助情報は、前記着目オブジェクトに関連付けられた製品情報、または前記着目オ
ブジェクトの説明テキストのうちの少なくとも１つを含む、項目１３に記載の方法。
（項目１９）
　前記ユーザから、前記補助情報に注釈を付けるための指示を受信することと、
　前記補助情報の注釈の記憶を開始することと、
　前記着目オブジェクトの別の存在を検出することに応答して、前記ＡＲディスプレイに
前記注釈および前記補助情報をレンダリングさせることと
　をさらに含む、項目１３に記載の方法。
（項目２０）
　前記補助情報の表示位置を決定することは、
　前記着目オブジェクトの場所を決定することと、
　前記ＡＲディスプレイを通して、前記着目オブジェクトのビューを曖昧にすることなく
、前記着目オブジェクトに近接した前記環境内の位置として前記表示位置を識別すること
と
　を含む、項目１３に記載の方法。
【図面の簡単な説明】
【０００８】
【図１】図１は、人物によって視認されるある仮想現実オブジェクトおよびある物理的オ
ブジェクトを伴う複合現実シナリオの例証を描写する。
【図２】図２は、ワードフロー注釈システムの実施形態を実装し得るウェアラブルシステ
ムの例を図式的に図示する。
【図３】図３は、複数の深度平面を使用して３次元画像をシミュレートするためのアプロ
ーチの側面を図式的に図示する。
【図４】図４は、画像情報をユーザに出力するための導波管スタックの例を図式的に図示
する。
【図５】図５は、導波管によって出力され得る例示的出射ビームを示す。
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【図６】図６は、導波管装置と、光を導波管装置へまたはそこから光学的に結合するため
の光学結合器サブシステムと、多焦点立体ディスプレイ、画像、または明視野の生成にお
いて使用される制御サブシステムとを含む光学システムを示す概略図である。
【図７】図７は、ウェアラブルシステムの例のブロック図である。
【図８】図８は、認識されるオブジェクトに関連して仮想コンテンツをレンダリングする
方法の例のプロセスフロー図である。
【図９】図９は、ワードフロー注釈システムの実施形態含むウェアラブルシステムの別の
例のブロック図である。
【図１０】図１０は、ウェアラブルシステムへのユーザ入力を決定する方法の例のプロセ
スフロー図である。
【図１１】図１１は、仮想ユーザインターフェースと相互作用する方法の例のプロセスフ
ロー図である。
【図１２】図１２は、互いに相互作用する複数のユーザデバイスを描写する全体的システ
ム図を図式的に図示する。
【図１３Ａ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｂ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｃ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｄ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｅ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｆ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１３Ｇ】図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェク
トの補助情報の例を図示する。
【図１４Ａ】図１４Ａおよび１４Ｂは、発話に注釈を付ける例示的プロセスを示す。
【図１４Ｂ】図１４Ａおよび１４Ｂは、発話に注釈を付ける例示的プロセスを示す。
【図１５】図１５は、着目オブジェクトとの相互作用および着目オブジェクトの補助情報
の例示的プロセスを図示する。
【図１６Ａ】図１６Ａおよび１６Ｂは、キーワードに基づくスレッド識別の例を図示する
。
【図１６Ｂ】図１６Ａおよび１６Ｂは、キーワードに基づくスレッド識別の例を図示する
。
【図１７】図１７は、スレッド識別の例示的プロセスを図示する。
【発明を実施するための形態】
【０００９】
　図面全体を通して、参照番号は、参照される要素間の対応を示すために再使用され得る
。図面は、本明細書に説明される例示的実施形態を図示するために提供され、本開示の範
囲を限定することを意図されない。
【００１０】
　（概要）
　現代の世界における日々の発話では、それらが一般的ではない考えまたは概念、特定の
問題分野からの考えまたは概念に言及するので、または聴取者に未知の人物または物事に
対する適切な言及であるので、聴取者に新しい名前または言及に遭遇することが一般的で
ある。聴取者は、単に、熟知していないこと、または知識がないことに起因して、ある単
語を把握していない場合がある。必然的に、それは、会話を妨害し、当惑、混乱、または
誤解につながり得る。
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【００１１】
　聴取者への最小限のレベルの注意を逸らすものおよび聴取者による取るに足りないレベ
ルの努力を伴って、新しいまたは未知の単語のための説明もしくは情報を（近）リアルタ
イムで提供することができる拡張現実システムを有することが望ましくあり得る。
【００１２】
　本開示は、拡張現実デバイス（ＡＲＤ）のコンテキストにおいて、そのような望ましい
システムの例を開示する。そのようなデバイスは、ユーザが、情報が通常の視認可能実世
界とともに（またはその上部に）同時に視認可能であるような様式において、コンピュー
ティングデバイスによって提供される情報を視覚的に受信することを可能にすることがで
きる。そのようなシステムは、文字、画像効果、テキスト、グラフィック、または任意の
種類のビデオ等、従来のコンピュータ画面上に表示され得る任意の形態の情報を表示する
ために使用されることができる。ＡＲＤは、ＡＲディスプレイを含むことができ、それは
、片眼もしくは両眼またはＶＲディスプレイの正面に装着されるシースルーディスプレイ
であることができる。ＡＲＤは、オーディオセンサも含むことができ、それは、ユーザま
たはユーザの環境内の他の人物による発話を含むオーディオ情報を捕捉することができる
。
【００１３】
　ＡＲＤは、ワードフロー注釈システムを実装することができる。ワードフロー注釈シス
テムは、ＡＲＤの発話認識、稀な単語の検出、および表示能力を組み合わせ、ユーザに、
単語またはユーザに適切な補助情報を提供することができる。例として、第１のユーザの
ためのＡＲＤは、第１のユーザが第２のユーザと通信するテレプレゼンスセッション中、
ネットワークを介して、オーディオ情報を受信することができる。ワードフロー注釈シス
テムは、第２のユーザからのオーディオ情報内の発話を検出することができ、検出された
発話をテキストに変換し、変換されたテキスト内の稀な単語を検索し、検出された稀な単
語に関連付けられた補助情報を読み出すことができる。ＡＲＤは、補助情報をＡＲＤのＡ
Ｒディスプレイ上に表示することができる。システムは、閾値期間が経過した後、または
システムが別の稀な単語を検出すると、補助情報の表示を閉じることができ、それは、有
利には、依然として、稀な単語についての有用な補助情報を提供しながら、第１のユーザ
への注意を逸らすもののレベルを低減させ得る。稀な辞書単語に対して、単語の意味（例
えば、定義）が、表示されることができる。稀な適切な名詞（例えば、地理的領域、人物
の名前等）に対して、適切な源（例えば、百科事典）からの関連情報が、表示されること
ができる。システムが提供し得る注釈の種類は、例えば、インターネット上の膨大な利用
可能な情報リソースと同様に無限であり得る。いくつかの実装では、システムは、変換さ
れたテキスト（稀な単語についての情報に加えて、またはその代替として）を、ディスプ
レイの装着者に、例えば、キャプションまたは発話の吹き出し（時として、コールアウト
ボックスとも称される）の形態で、テキストの話者の近傍に表示する。いくつかの実装で
は、補助情報の表示は、視覚的（例えば、前述のキャプションまたは発話の吹き出し）で
ある。しかしながら、他の実装では、視覚的ディスプレイに加えて、またはその代替とし
て、補助情報は、ユーザに聴覚的に提示されることができる（視覚障害ユーザのために有
利であり得る）。
【００１４】
　稀な単語に加えて、またはその代替として、類似技法が、他のキーワードにも、これら
のキーワードのいくつかが稀ではない場合でも、適用されることができる。ＡＲＤは、ユ
ーザの環境内の着目オブジェクト（例えば、ユーザが典型的には遭遇しない、オブジェク
ト）を検出し、着目オブジェクトに関連する補助情報を表示することができる。本明細書
に説明されるキーワードおよび稀な単語は、単一単語、語句、または文を含むことができ
る。
【００１５】
　さらに、会話は、多くの場合、複数の話題を伴う。ＡＲＤは、会話中のキーワードを識
別し、キーワードに基づいて、会話中の話題を識別することができる。ＡＲＤは、会話に
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関連付けられたテキストを異なるコンテキストスレッドに分離することができ、各スレッ
ドは、１つ以上の話題に対応する。有利には、それは、ＡＲＤが、異なるコンテキストス
レッドを異なるように提示するユーザインターフェース（ＵＩ）を提供することができる
（例えば、ＡＲディスプレイの両側で）ので、会話に関わる考えおよび要点のユーザの理
解を促進することができる。
【００１６】
　（ウェアラブルシステムの３Ｄディスプレイの例）
　ウェアラブルシステム（本明細書では、拡張現実（ＡＲ）システムとも称される）は、
２Ｄまたは３Ｄ仮想画像をユーザに提示するために構成されることができる。画像は、組
み合わせにおける静止画像、ビデオのフレーム、またはビデオ等であり得る。ウェアラブ
ルシステムの少なくとも一部は、ユーザ相互作用のために、単独で、または組み合わせて
、ＶＲ、ＡＲ、またはＭＲ環境を提示し得るウェアラブルデバイス上に実装されることが
できる。ウェアラブルデバイスは、頭部搭載型デバイス（ＨＭＤ）であることができ、そ
れは、ＡＲデバイス（ＡＲＤ）と同義的に使用される。さらに、本開示の目的のために、
用語「ＡＲ」は、用語「ＭＲ」と同義的に使用される。
【００１７】
　図１は、人物によって視認される、ある仮想現実オブジェクトおよびある物理的オブジ
ェクトを伴う複合現実シナリオの例証を描写する。図１では、ＭＲ場面１００が、描写さ
れ、ＭＲ技術のユーザは、人々、木々、背景における建物、およびコンクリートプラット
フォーム１２０を特徴とする実世界公園状設定１１０を見る。これらのアイテムに加え、
ＭＲ技術のユーザは、実世界プラットフォーム１２０上に立っているロボット像１３０と
、マルハナバチの擬人化のように見える、飛んでいる漫画のようなアバタキャラクタ１４
０も「見える」と知覚するが、これらの要素は、実世界には存在しない。
【００１８】
　３Ｄディスプレイが、真の深度感覚を生成するために、より具体的には、表面深度のシ
ミュレートされた感覚を生成するために、ディスプレイの視野内の各点のために、その仮
想深度に対応する遠近調節応答を生成することが望ましくあり得る。ディスプレイ点に対
する遠近調節応答が、収束および立体視の両眼深度キューによって決定されるようなその
点の仮想深度に対応しない場合、ヒトの眼は、遠近調節衝突を体験し、それは、不安定な
結像、有害な眼精疲労、頭痛をもたらし、遠近調節情報の不在下では、表面深度のほぼ完
全な欠如をもたらし得る。
【００１９】
　ＶＲ、ＡＲ、およびＭＲ体験は、複数の深度平面に対応する画像が視認者に提供される
ディスプレイを有するディスプレイシステムによって提供されることができる。画像は、
各深度平面に対して異なり得（例えば、場面またはオブジェクトの若干異なる提示を提供
する）、画像は、視認者の眼によって別個に集中させられ、それによって、異なる深度平
面上に位置する場面のための異なる画像特徴を焦点に集めるために要求される眼の遠近調
節に基づいて、または、焦点はずれである異なる深度平面上の異なる画像特徴を観察する
ことに基づいて、ユーザに深度キューを提供することに役立ち得る。本明細書のいずれか
に議論されるように、そのような深度キューは、信用できる深度の知覚を提供する。
【００２０】
　図２は、ウェアラブルシステム２００の例を図示し、それは、ＡＲ／ＶＲ／ＭＲ場面を
提供するように構成されることができ、本明細書に説明されるワードフロー注釈システム
の実施形態を含むことができる。ウェアラブルシステム２００は、ＡＲシステム２００と
も称され得る。ウェアラブルシステム２００は、ディスプレイ２２０と、ディスプレイ２
２０の機能をサポートするための種々の機械的、電子的モジュールおよびシステムとを含
む。ディスプレイ２２０は、ユーザ、装着者、または視認者２１０によって装着可能であ
るフレーム２３０に結合され得る。ディスプレイ２２０は、ユーザ２１０の眼の正面に位
置付けられることができる。ディスプレイ２２０は、ＡＲ／ＶＲ／ＭＲコンテンツをユー
ザに提示するができる。ディスプレイ２２０は、ユーザの頭部上に装着される頭部搭載型
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ディスプレイを備えていることができる。いくつかの実施形態では、スピーカ２４０が、
フレーム２３０に結合され、ユーザの外耳道に隣接して位置付けられる（いくつかの実施
形態では、示されない別のスピーカが、ユーザの他方の外耳道に隣接して位置付けられ、
ステレオ／成形可能音響制御を提供する）。ディスプレイ２２０は、環境からオーディオ
ストリームを検出し、周囲音を捕捉するためのオーディオセンサ（例えば、マイクロホン
）２３２を含むことができる。いくつかの実施形態では、示されない１つ以上の他のオー
ディオセンサが、ステレオ音受信を提供するために位置付けられる。ステレオ音受信は、
音源の場所を決定するために使用されることができる。ウェアラブルシステム２００は、
音声または発話認識をオーディオストリームに実施することができる。
【００２１】
　ウェアラブルシステム２００は、ユーザの周囲の環境内の世界を観察する外向きに面し
た結像システム４６４（図４に示される）を含むことができる。ウェアラブルシステム２
００は、ユーザの眼移動を追跡することができる内向きに面した結像システム４６２（図
４に示される）も含むことができる。内向きに面した結像システムは、一方の眼の移動ま
たは両方の眼の移動のいずれかを追跡し得る。内向きに面した結像システム４６２は、フ
レーム２３０に取り付けられ得、結像システム４６２は、処理モジュール２６０または２
７０と電気通信し得、処理モジュールは、内向きに面した結像システムによって入手され
た画像情報を処理し、例えば、ユーザ２１０の眼の瞳孔の直径もしくは向き、眼の移動、
または眼姿勢を決定し得る。
【００２２】
　例として、ウェアラブルシステム２００は、外向きに面した結像システム４６４または
内向きに面した結像システム４６２を使用して、ユーザの姿勢の画像を入手することがで
きる。画像は、静止画像、ビデオのフレーム、またはビデオであり得る。
【００２３】
　ディスプレイ２２０は、有線導線または無線接続等によって、ローカルデータ処理モジ
ュール２６０に動作可能に結合されることができ（２５０）、ローカルデータ処理モジュ
ール２６０は、フレーム２３０に固定して取り付けられるユーザによって装着されること
、ヘルメットもしくは帽子に固定して取り付けられること、ヘッドホンに内蔵されること
、または別様にユーザ２１０に除去可能に取り付けられること（例えば、リュック式構成
において、ベルト結合式構成において）等、種々の構成において搭載され得る。
【００２４】
　ローカル処理およびデータモジュール２６０は、ハードウェアプロセッサおよび不揮発
性メモリ（例えば、フラッシュメモリ）等のデジタルメモリを備え得、その両方は、デー
タの処理、キャッシング、および記憶を補助するために利用され得る。データは、画像捕
捉デバイス（例えば、内向きに面した結像システムおよび／または外向きに面した結像シ
ステム内のカメラ）、オーディオセンサ（例えば、マイクロホン）、慣性測定ユニット（
ＩＭＵ）、加速度計、コンパス、全地球測位システム（ＧＰＳ）ユニット、無線デバイス
、もしくはジャイロスコープ等の（例えば、フレーム２３０に動作可能に結合されるか、
または別様にユーザ２１０に取り付けられ得る）センサから捕捉されるデータ（ａ）、ま
たは場合によっては処理もしくは読み出し後にディスプレイ２２０に渡すために、遠隔処
理モジュール２７０もしくは遠隔データリポジトリ２８０を使用して入手もしくは処理さ
れるデータ（ｂ）を含み得る。ローカル処理およびデータモジュール２６０は、これらの
遠隔モジュールがローカル処理およびデータモジュール２６０へのリソースとして利用可
能であるように、有線または無線通信リンク等を介して、通信リンク２６２または２６４
を遠隔処理モジュール２７０または遠隔データリポジトリ２８０に動作可能に結合され得
る。加えて、遠隔処理モジュール２８０および遠隔データリポジトリ２８０は、互いに動
作可能に結合され得る。
【００２５】
　いくつかの実施形態では、遠隔処理モジュール２７０は、データまたは画像情報を分析
および処理するように構成される１つ以上のプロセッサを備え得る。いくつかの実施形態
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では、遠隔データリポジトリ２８０は、デジタルデータ記憶設備を備え得、それは、イン
ターネットまたは「クラウド」リソース構成における他のネットワーキング構成を通して
利用可能であり得る。いくつかの実施形態では、全てのデータが、記憶され、全ての算出
が、ローカル処理およびデータモジュールにおいて実施され、遠隔モジュールからの完全
に自律的な使用を可能にする。
【００２６】
　ヒト視覚系は、複雑であり、深度の現実的知覚を提供することは、困難である。理論に
よって限定されるわけではないが、オブジェクトの視認者は、両眼離反運動と遠近調節と
の組み合わせにより、オブジェクトを３次元として知覚し得ると考えられる。互いに対す
る２つの眼の両眼離反運動移動（すなわち、眼の視線を集中させ、オブジェクトに固定す
るための互いに向かい、またはそこから離れる瞳孔の回転）は、眼の水晶体の焦点合わせ
（または「遠近調節」）と緊密に関連付けられる。通常条件下、焦点を１つのオブジェク
トから異なる距離における別のオブジェクトに変化させるための眼のレンズの焦点の変化
または眼の遠近調節は、「遠近調節－両眼離反運動反射」として知られる関係下、同一距
離にたいする両眼離反運動の調和した変化を自動的に生じさせるであろう。同様に、両眼
離反運動の変化は、通常条件下、遠近調節の調和した変化を誘起するであろう。遠近調節
と両眼離反運動との間のより良好な調和を提供するディスプレイシステムは、３次元画像
のより現実的かつ快適なシミュレーションを形成し得る。
【００２７】
　図３は、複数の深度平面を使用して３次元画像をシミュレートするためのアプローチの
側面を図示する。図３を参照すると、眼３０２および３０４からのｚ－軸上の種々の距離
におけるオブジェクトは、それらのオブジェクトが焦点が合っているように、眼３０２お
よび３０４によって遠近調節される。眼３０２および３０４は、特定の遠近調節された状
態をとり、オブジェクトをｚ－軸に沿った異なる距離を焦点に集める。その結果、特定の
遠近調節された状態は、深度平面３０６のうちの特定の１つに関連付けられていると言え
、それは、関連付けられた焦点距離を有し、それによって、特定の深度平面におけるオブ
ジェクトまたはオブジェクトの一部は、眼がその深度平面に対して遠近調節された状態に
あるとき、焦点が合っている。いくつかの実施形態では、３次元画像は、眼３０２および
３０４の各々に画像の異なる提示を提供することによって、および、深度平面の各々に対
応する画像の異なる提示を提供することによっても、シミュレートされ得る。例証を明確
にするために、別個であるように示されるが、眼３０２および３０４の視野は、例えば、
ｚ－軸に沿った距離が増加するにつれて、重複し得ることを理解されたい。加えて、例証
を容易にするために、平坦であるように示されるが、深度平面の等高線は、深度平面内の
全ての特徴が特定の遠近調節された状態における眼で焦点が合っているように物理的空間
内で湾曲され得ることを理解されたい。理論によって限定されるわけではないが、ヒトの
眼は、典型的には、有限数の深度平面を解釈し、深度知覚を提供することができると考え
られる。その結果、知覚された深度の高度に真実味のあるシミュレーションが、眼にこれ
らの限定数の深度平面の各々に対応する画像の異なる提示を提供することによって達成さ
れ得る。
【００２８】
　（導波管スタックアセンブリ）
　図４は、画像情報をユーザに出力するための導波管スタックの例を図示する。ウェアラ
ブルシステム４００は、複数の導波管４３２ｂ、４３４ｂ、４３６ｂ、４３８ｂ、４４０
０ｂを使用して、３次元知覚を眼／脳に提供するために利用され得る導波管のスタックま
たはスタックされた導波管アセンブリ４８０を含む。いくつかの実施形態では、ウェアラ
ブルシステム４００は、図２のウェアラブルシステム２００に対応し得、図４は、そのウ
ェアラブルシステム２００のいくつかの部分をより詳細に概略的に示す。例えば、いくつ
かの実施形態では、導波管アセンブリ４８０は、図２のディスプレイ２２０の中に統合さ
れ得る。
【００２９】
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　図４を継続して参照すると、導波管アセンブリ４８０は、複数の特徴４５８、４５６、
４５４、４５２を導波管間に含み得る。いくつかの実施形態では、特徴４５８、４５６、
４５４、４５２は、レンズであり得る。他の実施形態では、特徴４５８、４５６、４５４
、４５２は、レンズではないこともある。むしろ、それらは、単に、スペーサであり得る
（例えば、空気間隙を形成するためのクラッディング層または構造）。
【００３０】
　導波管４３２ｂ、４３４ｂ、４３６ｂ、４３８ｂ、４４０ｂまたは複数のレンズ４５８
、４５６、４５４、４５２は、種々のレベルの波面曲率または光線発散を用いて、画像情
報を眼に送信するように構成され得る。各導波管レベルは、特定の深度平面に関連付けら
れ得、それは、その深度平面に対応する画像情報を出力するように構成され得る。画像投
入デバイス４２０、４２２、４２４、４２６、４２８は、導波管４４０ｂ、４３８ｂ、４
３６ｂ、４３４ｂ、４３２ｂの中に画像情報を投入するために利用され得、それらの各々
は、眼４１０に向かって出力するために、各それぞれの導波管に入射光を分配するように
構成され得る。光は、画像投入デバイス４２０、４２２、４２４、４２６、４２８の出力
表面から出射し、導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３２ｂの対応する
入力縁の中に投入される。いくつかの実施形態では、光の単一ビーム（例えば、コリメー
トされたビーム）が、各導波管の中に投入され、各導波管は、特定の導波管に関連付けら
れた深度平面に対応する特定の角度（および発散量）において眼４１０に向かわせられる
クローン化されたコリメートビームの場全体を出力し得る。
【００３１】
　いくつかの実施形態では、画像投入デバイス４２０、４２２、４２４、４２６、４２８
の各々は、それぞれの対応する導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３２
ｂの中への投入のための画像情報を生成する個別的なディスプレイである。いくつかの他
の実施形態では、画像投入デバイス４２０、４２２、４２４、４２６、４２８は、例えば
、画像情報を１つ以上の光学導管（光ファイバケーブル等）を介して、画像投入デバイス
４２０、４２２、４２４、４２６、４２８の各々に送り得る単一の多重化されたディスプ
レイの出力端である。
【００３２】
　コントローラ４６０が、スタックされた導波管アセンブリ４８０および画像投入デバイ
ス４２０、４２２、４２４、４２６、４２８の動作を制御する。コントローラ４６０は、
導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３２ｂへの画像情報のタイミングお
よび提供を調整するプログラミング（例えば、非一過性コンピュータ読み取り可能な媒体
内の命令）を含む。いくつかの実施形態では、コントローラ４６０は、単一一体型デバイ
スまたは有線もしくは無線通信チャネルによって接続される分散型システムであり得る。
コントローラ４６０は、いくつかの実施形態では、処理モジュール２６０または２７０（
図２に図示される）の一部であり得る。
【００３３】
　導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３２ｂは、全内部反射（ＴＩＲ）
によって各それぞれの導波管内で光を伝搬するように構成され得る。導波管４４０ｂ、４
３８ｂ、４３６ｂ、４３４ｂ、４３２ｂの各々は、主要な上部および底部表面と、それら
の主要上部表面と底部表面との間に延びている縁とを伴う平面である、または別の形状（
例えば、湾曲）を有し得る。図示される構成では、導波管４４０ｂ、４３８ｂ、４３６ｂ
、４３４ｂ、４３２ｂの各々は、光を向け直し、各それぞれの導波管内で伝搬させ、導波
管から外に画像情報を眼４１０に出力することによって、光を導波管から外に抽出するよ
うに構成される光抽出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ、４３２ａを含
み得る。抽出された光は、外部結合光とも称され得、光抽出光学要素は、外部結合光学要
素とも称され得る。抽出される光のビームは、導波管内を伝搬する光が光向け直し要素に
衝打する場所において導波管によって出力される。光抽出光学要素（４４０ａ、４３８ａ
、４３６ａ、４３４ａ、４３２ａ）は、例えば、反射または回折光学特徴であり得る。説
明の容易性および図面の明確性のために、導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４
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ｂ、４３２ｂの底部主要表面に配置されて図示されるが、いくつかの実施形態では、光抽
出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ、４３２ａは、上部もしくは底部主
要表面に配置され得るか、または導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３
２ｂの体積内に直接配置され得る。いくつかの実施形態では、光抽出光学要素４４０ａ、
４３８ａ、４３６ａ、４３４ａ、４３２ａは、透明基板に取り付けられ、導波管４４０ｂ
、４３８ｂ、４３６ｂ、４３４ｂ、４３２ｂを形成する材料の層内に形成され得る。いく
つかの他の実施形態では、導波管４４０ｂ、４３８ｂ、４３６ｂ、４３４ｂ、４３２ｂは
、材料のモノリシック部品であり得、光抽出光学要素４４０ａ、４３８ａ、４３６ａ、４
３４ａ、４３２ａは、材料のその部品の表面上および／またはその内部に形成され得る。
【００３４】
　図４を継続して参照すると、本明細書に議論されるように、各導波管４４０ｂ、４３８
ｂ、４３６ｂ、４３４ｂ、４３２ｂは、光を出力し、特定の深度平面に対応する画像を形
成するように構成される。例えば、眼に最も近い導波管４３２ｂは、そのような導波管４
３２ｂの中に投入されると、コリメートされた光を眼４１０に送達するように構成され得
る。コリメートされた光は、光学無限遠焦点面を表し得る。次の導波管４３４ｂは、眼４
１０に到達し得る前、第１のレンズ４５２（例えば、負のレンズ）を通過するコリメート
された光を送出するように構成され得る。第１のレンズ４５２は、眼／脳が、その次の上
方の導波管４３４ｂから生じる光を光学無限遠から眼４１０に向かって内向きにより近い
第１の焦点面から生じるように解釈するように、若干の凸面波面曲率を生成するように構
成され得る。同様に、第３の上方の導波管４３６ｂは、眼４１０に到達する前、その出力
光を第１のレンズ４５２および第２のレンズ４５４の両方を通過させる。第１および第２
のレンズ４５２、４５４の組み合わせられた屈折力は、眼／脳が、第３の導波管４３６ｂ
から生じる光が次の上方の導波管４３４ｂからの光であった光学無限遠から人物に向かっ
て内向きにさらにより近い第２の焦点面から生じるように解釈するように、波面曲率の別
の漸増量を生成するように構成され得る。
【００３５】
　他の導波管層（例えば、導波管４３８ｂ、４４０ｂ）およびレンズ（例えば、レンズ４
５６、４５８）も同様に構成され、スタック内の最も高い導波管４４０ｂを用いて、人物
に最も近い焦点面を表す集約焦点力のために、その出力をそれと眼との間のレンズの全て
を通して送出する。スタックされた導波管アセンブリ４８０の他側の世界４７０から生じ
る光を視認／解釈するとき、レンズ４５８、４５６、４５４、４５２のスタックを補償す
るために、補償レンズ層４３０が、スタックの上部に配置され、下方のレンズスタック４
５８、４５６、４５４、４５２の集約力を補償し得る。そのような構成は、利用可能な導
波管／レンズ対と同じ数の知覚される焦点面を提供する。導波管の光抽出光学要素および
レンズの焦点合わせ側面の両方は、静的であり得る（例えば、動的または電気活性ではな
い）。いくつかの代替実施形態では、一方または両方は、電気活性特徴を使用して動的で
あり得る。
【００３６】
　図４を継続して参照すると、光抽出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ
、４３２ａは、光をそのそれぞれの導波管から外に向け直すことと、導波管に関連付けら
れた特定の深度平面のための適切な発散またはコリメーション量を伴うこの光を出力する
こととの両方のために構成され得る。その結果、異なる関連付けられた深度平面を有する
導波管は、関連付けられた深度平面に応じて、異なる量の発散を伴う光を出力する異なる
構成の光抽出光学要素を有し得る。いくつかの実施形態では、本明細書に議論されるよう
に、光抽出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ、４３２ａは、特定の角度
において光を出力するように構成され得る立体または表面特徴であり得る。例えば、光抽
出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ、４３２ａは、体積ホログラム、表
面ホログラム、および／または回折格子であり得る。回折格子等の光抽出光学要素は、２
０１５年６月２５日に公開された米国特許公開第２０１５／０１７８９３９号（参照する
ことによってその全体として本明細書に組み込まれる）に説明される。
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【００３７】
　いくつかの実施形態では、光抽出光学要素４４０ａ、４３８ａ、４３６ａ、４３４ａ、
４３２ａは、回折パターンを形成する回折特徴、すなわち、「回折光学要素」（本明細書
では、「ＤＯＥ」とも称される）である。好ましくは、ＤＯＥは、比較的に低回折効率を
有し、それによって、ビームの光の一部のみが、ＤＯＥの各交差によって眼４１０に向か
って偏向される一方、残りが、全内部反射を介して、導波管を通って移動し続ける。画像
情報を搬送する光は、したがって、複数の場所において導波管から出射するいくつかの関
連出射ビームに分割され、その結果は、導波管内で跳ね返るこの特定のコリメートされた
ビームに対して、眼３０４に向う非常に均一なパターンの出射放出である。
【００３８】
　いくつかの実施形態では、１つ以上のＤＯＥは、それらが能動的に回折する「オン」状
態と、有意に回折しない「オフ」状態との間で切り替え可能であり得る。例えば、切り替
え可能なＤＯＥは、ポリマー分散液晶の層を備え得、その中で、微小液滴は、ホスト媒体
中の回折パターンを備え、微小液滴の屈折率は、ホスト材料の屈折率に実質的に合致する
ように切り替えられることができ（その場合、パターンは、入射光を感知できるほどに回
折しない）、微小液滴は、ホスト媒体のそれに合致しない屈折率に切り替えられることも
できる（その場合、パターンは、入射光を能動的に回折する）。
【００３９】
　いくつかの実施形態では、深度平面または被写界深度の数および分布は、視認者の眼の
瞳孔サイズまたは向きに基づいて、動的に変動させられ得る。被写界深度は、視認者の瞳
孔サイズと反比例して変化し得る。その結果、視認者の眼の瞳孔のサイズが減少するにつ
れて、被写界深度は、増加し、それによって、その平面の場所が眼の焦点深度を越えるの
で判別不能である１つの平面が、判別可能となり、瞳孔サイズの低減および被写界深度の
相当する増加に伴って、より焦点が合って見え得る。同様に、異なる画像を視認者に提示
するために使用される間隔を置かれた深度平面の数は、減少させられた瞳孔サイズに伴っ
て減少させられ得る。例えば、視認者は、一方の深度平面から他方の深度平面への眼の遠
近調節を調節せずに第１の深度平面および第２の深度平面の両方の詳細を１つの瞳孔サイ
ズにおいて明確に知覚することが可能ではないこともある。しかしながら、これらの２つ
の深度平面は、別の瞳孔サイズにおけるユーザに対して、遠近調節を変化させることなく
同時に十分に焦点が合っていることもある。
【００４０】
　いくつかの実施形態では、ディスプレイシステムは、瞳孔サイズまたは向きの決定に基
づいて、または、特定の瞳孔サイズまたは向きを示す電気信号の受信に応じて、画像情報
を受信する導波管の数を変動させ得る。例えば、ユーザの眼が、２つの導波管に関連付け
られた２つの深度平面間を区別不能である場合、コントローラ４６０（ローカル処理およ
びデータモジュール２６０であり得る）は、これらの導波管のうちの１つへの画像情報の
提供を停止するように構成またはプログラムされることができる。有利には、それは、シ
ステムへの処理負担を低減させ、それによって、システムの応答性を増加させ得る。導波
管のためのＤＯＥがオンおよびオフ状態間で切り替え可能である実施形態では、ＤＯＥは
、導波管が画像情報を受信すると、オフ状態に切り替えられ得る。
【００４１】
　いくつかの実施形態では、出射ビームに視認者の眼の直径未満の直径を有するという条
件を満たさせることが望ましくあり得る。しかしながら、この条件を満たすことは、視認
者の瞳孔のサイズの変動性に照らして、困難であり得る。いくつかの実施形態では、この
条件は、視認者の瞳孔のサイズの決定に応答して出射ビームのサイズを変動させることに
よって、広範囲の瞳孔サイズにわたって満たされる。例えば、瞳孔サイズが減少するにつ
れて、出射ビームのサイズも、減少し得る。いくつかの実施形態では、出射ビームサイズ
は、可変開口を使用して変動させられ得る。
【００４２】
　ウェアラブルシステム４００は、世界４７０の一部を結像する外向きに面した結像シス
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テム４６４（例えば、デジタルカメラ）を含むことができる。世界４７０のこの部分は、
世界カメラの視野（ＦＯＶ）と称され得、結像システム４６４は、時として、ＦＯＶカメ
ラとも称される。世界カメラのＦＯＶは、視認者２１０のＦＯＶと同一であることも、そ
うでないこともあり、それは、視認者２１０が所与の時間に知覚する世界４７０の一部を
包含する。例えば、いくつかの状況では、世界カメラのＦＯＶは、ウェアラブルシステム
４００の視認者２１０の視野より大きくあり得る。視認者による視認または結像のために
利用可能な領域全体は、動眼視野（ＦＯＲ）と称され得る。ＦＯＲは、装着者が、その身
体、頭部、または眼を移動させ、空間内の実質的に任意の方向を知覚することができるの
で、ウェアラブルシステム４００を包囲する４πステラジアンの立体角を含み得る。他の
コンテキストでは、装着者の移動は、より抑制され得、それに応じて、装着者のＦＯＲは
、より小さい立体角に対し得る。外向きに面した結像システム４６４から得られた画像は
、ユーザによって行われるジェスチャ（例えば、手または指のジェスチャ）を追跡し、ユ
ーザの正面における世界４７０内のオブジェクトを検出する等のために、使用されること
ができる。
【００４３】
　ウェアラブルシステム４００は、オーディオセンサ２３２、例えば、マイクロホンを含
み、周囲音を捕捉することができる。上で説明されるように、いくつかの実施形態では、
１つ以上の他のオーディオセンサが、発話源の場所の決定に有用なステレオ音受信を提供
するために位置付けられることができる。オーディオセンサ２３２は、別の例として、指
向性マイクロホンを備えていることができ、それは、オーディオ源が位置する場所に関す
るそのような有用な指向性情報も提供することができる。ウェアラブルシステム４００は
、発話源を位置特定することにおいて、または特定の瞬間におけるアクティブ話者を決定
するため等に、外向きに面した結像システム４６４およびオーディオセンサ２３０の両方
からの情報を使用することができる。例えば、ウェアラブルシステム４００は、単独で、
または話者の反射された画像（例えば、鏡に見られるように）と組み合わせて、音声認識
を使用し、話者の識別を決定することができる。別の例として、ウェアラブルシステム４
００は、指向性マイクロホンから入手された音に基づいて、環境内の話者の位置を決定す
ることができる。ウェアラブルシステム４００は、発話認識アルゴリズムを用いて、話者
の位置から生じる音を解析し、発話のコンテンツを決定し、音声認識技法を使用して、話
者の識別（例えば、名前または他の人口統計情報）を決定することができる。
【００４４】
　ウェアラブルシステム４００は、眼移動および顔移動等のユーザの移動を観察する内向
きに面した結像システム４６６（例えば、デジタルカメラ）も含むことができる。内向き
に面した結像システム４６６は、眼４１０の画像を捕捉し、眼３０４の瞳孔のサイズおよ
び／または向きを決定するために使用され得る。内向きに面した結像システム４６６は、
ユーザが見ている方向（例えば、眼姿勢）を決定することにおける使用のために、または
ユーザのバイオメトリック識別のために（例えば、虹彩識別を介して）、画像を得るため
に使用されることができる。いくつかの実施形態では、少なくとも１つのカメラが、各眼
のために、独立して、各眼の瞳孔サイズまたは眼姿勢を別個に決定し、それによって、各
眼への画像情報の提示がその眼に対して動的に調整されることを可能にするために利用さ
れ得る。いくつかの他の実施形態では、単一の眼４１０のみの瞳孔直径または向きが、決
定され（例えば、対の眼あたり単一カメラのみを使用して）、ユーザの両眼に対して同様
であると仮定される。内向きに面した結像システム４６６によって得られる画像は、ユー
ザに提示されるべきオーディオまたは視覚的コンテンツを決定するためにウェアラブルシ
ステム４００によって使用され得るユーザの眼姿勢または気分を決定するために分析され
得る。ウェアラブルシステム４００は、ＩＭＵ、加速度計、ジャイロスコープ等のセンサ
を使用して、頭部姿勢（例えば、頭部位置または頭部向き）も決定し得る。
【００４５】
　ウェアラブルシステム４００は、ユーザが、コマンドをコントローラ４６０に入力し、
ウェアラブルシステム４００と相互作用し得るユーザ入力デバイス４６６を含むことがで
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きる。例えば、ユーザ入力デバイス４６６は、トラックパッド、タッチスクリーン、ジョ
イスティック、多自由度（ＤＯＦ）コントローラ、容量感知デバイス、ゲームコントロー
ラ、キーボード、マウス、指向性パッド（Ｄパッド）、ワンド、触知デバイス、トーテム
（例えば、仮想ユーザ入力デバイスとして機能する）等を含むことができる。マルチＤＯ
Ｆコントローラは、コントローラの一部または全部の可能な平行移動（例えば、左／右、
前方／後方、もしくは上／下）または回転（例えば、ヨー、ピッチ、もしくはロール）に
おけるユーザ入力を感知することができる。平行移動をサポートするマルチＤＯＦコント
ローラは、３ＤＯＦと称され得る一方、平行移動および回転をサポートするマルチＤＯＦ
コントローラは、６ＤＯＦと称され得る。ある場合、ユーザは、指（例えば、親指）を使
用して、タッチセンサ式入力デバイスを押し、またはその上でスワイプし、入力をウェア
ラブルシステム４００に提供し得る（例えば、ユーザ入力をウェアラブルシステム４００
によって提供されるユーザインターフェースに提供するために）。ユーザ入力デバイス４
６６は、ウェアラブルシステム４００の使用中、ユーザの手によって保持され得る。ユー
ザ入力デバイス４６６は、ウェアラブルシステム４００と有線または無線通信することが
できる。
【００４６】
　図５は、導波管によって出力された出射ビームの例を示す。１つの導波管が、図示され
るが、導波管アセンブリ４８０内の他の導波管も、同様に機能し得、導波管アセンブリ４
８０は、複数の導波管を含むことを理解されたい。光５２０が、導波管４３２ｂの入力縁
４３２ｃにおいて導波管４３２ｂの中に投入され、ＴＩＲによって導波管４３２ｂ内を伝
搬する。光５２０がＤＯＥ４３２ａに衝突する点において、光の一部が、出射ビーム５１
０として導波管から出射する。出射ビーム５１０は、実質的に平行として図示されるが、
それらは、導波管４３２ｂに関連付けられた深度平面に応じて、ある角度で眼４１０に伝
搬するようにも向け直され得る（例えば、発散出射ビーム形成）。実質的に平行出射ビー
ムは、光を外部結合し、眼４１０から遠距離（例えば、光学無限遠）における深度平面に
設定されるように見える画像を形成する光抽出光学要素を伴う導波管を示し得ることを理
解されたい。他の導波管または他の光抽出光学要素の組は、より発散する出射ビームパタ
ーンを出力し得、それは、眼４１０がより近い距離に遠近調節し、それを網膜上に焦点に
集めることを要求し、光学無限遠より眼４１０に近い距離からの光として脳によって解釈
されるであろう。
【００４７】
　図６は、導波管装置を含む光学システムと、光を導波管装置へまたはそこから光学的に
結合するための光学結合器サブシステムと、制御サブシステムとを示す概略図であり、そ
れらは、多焦点立体ディスプレイ、画像、または明視野の生成において使用される。光学
システムは、導波管装置と、光を導波管装置にまたはそこから光学的に結合するための光
学結合器サブシステムと、制御サブシステムとを含むことができる。光学システムは、多
焦点立体、画像、または明視野を生成するために使用されることができる。光学システム
は、１つ以上の一次平面導波管６３２ａ（１つのみのが図６に示される）と、一次導波管
６３２ａの少なくともいくつかの各々に関連付けられた１つ以上のＤＯＥ６３２ｂとを含
むことができる。平面導波管６３２ｂは、図４を参照して議論される導波管４３２ｂ、４
３４ｂ、４３６ｂ、４３８ｂ、４４０ｂに類似することができる。光学システムは、分配
導波管装置を採用し、光を第１の軸（図６の図では、垂直またはＹ－軸）に沿って中継し
、第１の軸（例えば、Ｙ－軸）に沿って光の有効射出瞳を拡張させ得る。分配導波管装置
は、例えば、分配平面導波管６２２ｂと、分配平面導波管６２２ｂに関連付けられた少な
くとも１つのＤＯＥ６２２ａ（二重破線によって図示される）とを含み得る。分配平面導
波管６２２ｂは、少なくともいくつかの点において、それと異なる向きを有する一次平面
導波管６３２ｂと類似または同じであり得る。同様に、少なくとも１つのＤＯＥ６２２ａ
は、少なくともいくつかの点において、ＤＯＥ６３２ａと類似または同じであり得る。例
えば、分配平面導波管６２２ｂまたはＤＯＥ６２２ａは、それぞれ、一次平面導波管６３
２ｂまたはＤＯＥ６３２ａと同一材料から成り得る。図６に示される光学ディスプレイシ
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ステム６００の実施形態は、図２に示されるウェアラブルシステム２００の中に統合され
ることができる。
【００４８】
　中継され、射出瞳が拡張された光は、分配導波管装置から１つ以上の一次平面導波管６
３２ｂの中に光学的に結合され得る。一次平面導波管６３２ｂは、好ましくは、第１の軸
に直交する第２の軸（例えば、図６の図では、水平またはＸ－軸）に沿って、光を中継す
ることができる。着目すべきこととして、第２の軸は、第１の軸に対して非直交軸である
ことができる。一次平面導波管６３２ｂは、その第２の軸（例えば、Ｘ－軸）に沿って、
光の有効射出瞳を拡張させる。例えば、分配平面導波管６２２ｂは、光を垂直またはＹ－
軸に沿って中継および拡張させ、光を水平またはＸ－軸に沿って中継および拡張させ得る
一次平面導波管６３２ｂにその光を通すことができる。
【００４９】
　光学システムは、単一モード光ファイバ６４０の近位端の中に光学的に結合され得る１
つ以上の着色光源（例えば、赤色、緑色、および青色レーザ光）６１０を含み得る。光フ
ァイバ６４０の遠位端は、圧電材料の中空管６４２に通され、または受け取られ得る。遠
位端は、固定されない可撓性カンチレバー６４４として、管６４２から突出する。圧電管
６４２は、４つの象限電極（図示せず）に関連付けられることができる。電極は、例えば
、管６４２の外側、外側表面もしくは外側周縁、または直径にメッキされ得る。コア電極
（図示せず）も、管６４２のコア、中心、内側周縁、または内径に位置し得る。
【００５０】
　例えば、ワイヤ６６０を介して電気的に結合される駆動電子機器６５０は、対向する対
の電極を駆動し、圧電管６４２を独立して２つの軸において曲げる。光ファイバ６４４の
突出する遠位先端は、機械的共鳴モードを有する。共鳴の周波数は、光ファイバ６４４の
直径、長さ、および材料性質に依存し得る。圧電管６４２をファイバカンチレバー６４４
の第１の機械的共鳴モードの近傍で振動させることによって、ファイバカンチレバー６４
４は、振動させられ、大きな撓みを通して掃引することができる。
【００５１】
　２つの軸において共振振動を刺激することによって、ファイバカンチレバー６４４の先
端は、２次元（２－Ｄ）走査を占めるエリア内において２軸方向に走査される。光源６１
０の強度をファイバカンチレバー６４４の走査と同期して変調することによって、ファイ
バカンチレバー６４４から発せられる光は、画像を形成することができる。そのような設
定の説明は、米国特許公開第２０１４／０００３７６２号（参照することによってその全
体として本明細書に組み込まれる）に提供されている。
【００５２】
　光学結合器サブシステムのコンポーネントは、走査ファイバカンチレバー６４４から発
せられる光をコリメートすることができる。コリメートされた光は、鏡面表面６４８によ
って、少なくとも１つの回折光学要素（ＤＯＥ）６２２ａを含む狭い分配平面導波管６２
２ｂの中に反射されることができる。コリメートされた光は、ＴＩＲによって分配平面導
波管６２２ｂに沿って（図６の図に対して）垂直に伝搬し、そうすることによって、ＤＯ
Ｅ６２２ａと繰り返し交差することができる。ＤＯＥ６２２ａは、好ましくは、低回折効
率を有する。これは、光の一部（例えば、１０％）がＤＯＥ６２２ａとの交差の各点にお
いてより大きい一次平面導波管６３２ｂの縁に向かって回折されるようにし、光の一部が
ＴＩＲを介して分配平面導波管６２２ｂの長さに沿ってそのオリジナル軌道上で継続する
ようにする。
【００５３】
　ＤＯＥ６２２ａとの交差の各点において、追加の光が、一次導波管６３２ｂの入口に向
かって回折されることができる。入射光を複数の外部結合組に分割することによって、光
の射出瞳は、分配平面導波管６２２ｂ内のＤＯＥ６２２ａによって垂直に拡張されること
ができる。分配平面導波管６２２ｂから外部結合されたこの垂直に拡張された光は、一次
平面導波管６３２ｂの縁に進入することができる。
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【００５４】
　一次導波管６３２ｂに進入する光は、ＴＩＲを介して、一次導波管６３２ｂに沿って（
図６の図に対して）水平に伝搬することができる。光は、ＴＩＲを介して一次導波管６３
２ｂの長さの少なくとも一部に沿って水平に伝搬するにつれて、複数の点においてＤＯＥ
６３２ａと交差する。ＤＯＥ６３２ａは、有利には、線形回折パターンおよび放射対称回
折パターンの総和である位相プロファイルを有し、光の偏向および集中の両方を生成する
ように設計または構成され得る。ＤＯＥ６３２ａは、有利には、ビームの光の一部のみが
、ＤＯＥ６３２ａの各交差において視認者の眼に向かって偏向される一方、光の残りが、
ＴＩＲを介して、一次導波管６３２ｂを通して伝搬し続けるように、低回折効率（例えば
、１０％）を有し得る。
【００５５】
　伝搬する光とＤＯＥ６３２ａとの間の交差の各点において、光の一部は、一次導波管６
３２ｂの隣接面に向かって回折され、光がＴＩＲから逃れ、一次導波管６３２ｂの面から
出て来ることを可能にする。いくつかの実施形態では、ＤＯＥ６３２ａの放射対称回折パ
ターンは、加えて、ある焦点レベルを回折された光に与え、個々のビームの光波面を成形
（例えば、曲率を与える）することと、ビームを設計された焦点レベルに合致する角度に
操向することとの両方を行う。
【００５６】
　故に、これらの異なる経路は、異なる角度におけるＤＯＥ６３２ａの多重度、焦点レベ
ル、または射出瞳において異なる充填パターンをもたらすことによって、光が一次平面導
波管６３２ｂの外で結合されることができるようにする。射出瞳における異なる充填パタ
ーンは、有利には、複数の深度平面を伴う明視野ディスプレイを生成するために使用され
ることができる。導波管アセンブリ内の各層またはスタック内の層の組（例えば、３層）
が、それぞれの色（例えば、赤色、青色、緑色）を生成するために採用され得る。したが
って、例えば、第１の３つの隣接する層の組が、それぞれ、赤色、青色、および緑色光を
第１の焦点深度において生成するために採用され得る。第２の３つの隣接する層の組が、
それぞれ、赤色、青色、および緑色光を第２の焦点深度において生成するために採用され
得る。複数の組が、種々の焦点深度を伴うフル３Ｄまたは４Ｄカラー画像明視野を生成す
るために採用され得る。
【００５７】
　（ウェアラブルシステムの他のコンポーネント）
　多くの実装では、ウェアラブルシステムは、上で説明されるウェアラブルシステムのコ
ンポーネントに加えて、またはその代替として、他のコンポーネントを含み得る。ウェア
ラブルシステムは、例えば、１つ以上の触知デバイスまたはコンポーネントを含み得る。
触知デバイスまたはコンポーネントは、触覚をユーザに提供するように動作可能であり得
る。例えば、触知デバイスまたはコンポーネントは、仮想コンテンツ（例えば、仮想オブ
ジェクト、仮想ツール、他の仮想構造）に触れると、圧力またはテクスチャの感覚を提供
し得る。触覚は、仮想オブジェクトが表す物理的オブジェクトの感覚を再現し得るか、ま
たは、仮想コンテンツが表す想像上のオブジェクトもしくはキャラクタ（例えば、ドラゴ
ン）の感覚を再現し得る。いくつかの実装では、触知デバイスまたはコンポーネントは、
ユーザによって装着され得る（例えば、ユーザウェアラブルグローブ）。いくつかの実装
では、触知デバイスまたはコンポーネントは、ユーザによって保持され得る。
【００５８】
　ウェアラブルシステムは、例えば、ユーザによって操作可能であって、ウェアラブルシ
ステムへの入力またはそれとの相互作用を可能にする１つ以上の物理的オブジェクトを含
み得る。これらの物理的オブジェクトは、本明細書では、トーテムと称され得る。いくつ
かのトーテムは、例えば、金属またはプラスチック片、壁、テーブルの表面等、無生物オ
ブジェクトの形態をとり得る。ある実装では、トーテムは、実際には、任意の物理的入力
構造（例えば、キー、トリガ、ジョイスティック、トラックボール、ロッカスイッチ）を
有していないこともある。代わりに、トーテムは、単に、物理的表面を提供し得、ウェア
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ラブルシステムは、ユーザにトーテムの１つ以上の表面上にあるように見えるように、ユ
ーザインターフェースをレンダリングし得る。例えば、ウェアラブルシステムは、トーテ
ムの１つ以上の表面上に常駐するように見えるように、コンピュータキーボードおよびト
ラックパッドの画像をレンダリングし得る。例えば、ウェアラブルシステムは、トーテム
としての役割を果たすアルミニウムの薄い長方形プレートの表面上に見えるように、仮想
コンピュータキーボードおよび仮想トラックパッドをレンダリングし得る。長方形プレー
ト自体は、任意の物理的キーまたはトラックパッドもしくはセンサを有していない。しか
しながら、ウェアラブルシステムは、仮想キーボードまたは仮想トラックパッドを介して
行われた選択または入力として、長方形プレートを用いたユーザ操作または相互作用もし
くはタッチを検出し得る。ユーザ入力デバイス４６６（図４に示される）は、トラックパ
ッド、タッチパッド、トリガ、ジョイスティック、トラックボール、ロッカもしくは仮想
スイッチ、マウス、キーボード、多自由度コントローラ、または別の物理的入力デバイス
を含み得るトーテムの実施形態であり得る。ユーザは、単独で、または姿勢と組み合わせ
て、トーテムを使用し、ウェアラブルシステムまたは他のユーザと相互作用し得る。
【００５９】
　本開示のウェアラブルデバイス、ＨＭＤ、およびディスプレイシステムと使用可能な触
知デバイスおよびトーテムの例は、米国特許公開第２０１５／００１６７７７号（参照す
ることによってその全体として本明細書に組み込まれる）に説明されている。
【００６０】
　（例示的ウェアラブルシステム、環境、およびインターフェース）
　ウェアラブルシステムは、高被写界深度をレンダリングされた明視野内で達成するため
に、種々のマッピング関連技法を採用し得る。仮想世界をマッピングすることにおいて、
実世界内の全ての特徴および点を把握し、仮想オブジェクトを実世界に関連して正確に描
くことが有利である。この目的を達成するために、ウェアラブルシステムのユーザから捕
捉されたＦＯＶ画像が、実世界の種々の点および特徴についての情報を伝達する新しい写
真を含むことによって、世界モデルに追加されることができる。例えば、ウェアラブルシ
ステムは、マップ点（２Ｄ点または３Ｄ点等）の組を収集し、新しいマップ点を見出し、
世界モデルのより正確なバージョンをレンダリングすることができる。第１のユーザの世
界モデルは、第２のユーザが第１のユーザを包囲する世界を体験し得るように、（例えば
、クラウドネットワーク等のネットワークを経由して）第２のユーザに通信されることが
できる。
【００６１】
　図７は、ＭＲ環境７００の例のブロック図である。ＭＲ環境７００は、入力（例えば、
ユーザのウェアラブルシステムからの視覚的入力７０２、室内カメラ等の静止入力７０４
、種々のセンサからの感覚入力７０６、ユーザ入力デバイス４６６からのジェスチャ、ト
ーテム、眼追跡、ユーザ入力等）を１つ以上のユーザウェアラブルシステム（例えば、ウ
ェアラブルシステム２００もしくはディスプレイシステム２２０）または静止室内システ
ム（例えば、室内カメラ等）から受信するように構成され得る。ウェアラブルシステムは
、種々のセンサ（例えば、加速度計、ジャイロスコープ、温度センサ、移動センサ、深度
センサ、ＧＰＳセンサ、内向きに面した結像システム、外向きに面した結像システム等）
を使用して、ユーザの環境の場所および種々の他の属性を決定することができる。この情
報は、異なる視点からの画像または種々のキューを提供し得る部屋内の静止カメラからの
情報でさらに補完され得る。カメラ（室内カメラまたは外向きに面した結像システムのカ
メラ等）によって入手された画像データは、マッピング点の組にまとめられ得る。
【００６２】
　１つ以上のオブジェクト認識装置７０８が、受信されたデータ（例えば、点の集合）を
通してクローリングし、点を認識またはマッピングし、画像をタグ付けし、マップデータ
ベース７１０の助けを借りて意味情報をオブジェクトに添付することができる。マップデ
ータベース７１０は、経時的に収集された種々の点およびその対応するオブジェクトを備
え得る。種々のデバイスおよびマップデータベースは、ネットワーク（例えば、ＬＡＮ、
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ＷＡＮ等）を通して互いに接続され、クラウドにアクセスすることができる。
【００６３】
　この情報およびマップデータベース内の点集合に基づいて、オブジェクト認識装置７０
８ａ－７０８ｎは、環境内のオブジェクトを認識し得る。例えば、オブジェクト認識装置
は、顔、人物、窓、壁、ユーザ入力デバイス、テレビ、ドキュメント（例えば、本明細書
におけるセキュリティ例において説明されるような旅券、運転免許証、パスポート）、ユ
ーザの環境内の他のオブジェクト等を認識することができる。１つ以上のオブジェクト認
識装置が、ある特性を伴うオブジェクト専用にされ得る。例えば、オブジェクト認識装置
７０８ａは、顔を認識するために使用され得る一方、別のオブジェクト認識装置は、ドキ
ュメントを認識するために使用され得る。
【００６４】
　オブジェクト認識は、種々のコンピュータビジョン技法を使用して実施され得る。例え
ば、ウェアラブルシステムは、外向きに面した結像システム４６４（図４に示される）に
よって入手された画像を分析し、場面再構成、イベント検出、ビデオ追跡、オブジェクト
認識（例えば、人物またはドキュメント）、オブジェクト姿勢推定、顔認識（例えば、環
境内の人物またはドキュメント上の画像から）、学習、インデックス化、運動推定、また
は画像分析（例えば、写真、署名、識別情報、旅行情報等のドキュメント内のしるしを識
別する）等を実施することができる。１つ以上のコンピュータビジョンアルゴリズムが、
これらのタスクを実施するために使用され得る。コンピュータビジョンアルゴリズムの非
限定的例は、スケール不変特徴変換（ＳＩＦＴ）、スピードアップロバスト特徴（ＳＵＲ
Ｆ）、方向付きＦＡＳＴおよび回転ＢＲＩＥＦ（ＯＲＢ）、バイナリロバスト不変スケー
ラブルキーポイント（ＢＲＩＳＫ）、高速網膜キーポイント（ＦＲＥＡＫ）、Ｖｉｏｌａ
－Ｊｏｎｅｓアルゴリズム、Ｅｉｇｅｎｆａｃｅｓアプローチ、Ｌｕｃａｓ－Ｋａｎａｄ
ｅアルゴリズム、Ｈｏｒｎ－Ｓｃｈｕｎｋアルゴリズム、Ｍｅａｎ－ｓｈｉｆｔアルゴリ
ズム、視覚的同時位置推定およびマッピング（ｖＳＬＡＭ）技法、シーケンシャルベイズ
推定器（例えば、カルマンフィルタ、拡張カルマンフィルタ等）、バンドル調節、適応閾
値化（および他の閾値化技法）、反復最近傍点（ＩＣＰ）、セミグローバルマッチング（
ＳＧＭ）、セミグローバルブロックマッチング（ＳＧＢＭ）、特徴点ヒストグラム、種々
の機械学習アルゴリズム（例えば、サポートベクトルマシン、ｋ最近傍アルゴリズム、単
純ベイズ、ニューラルネットワーク（畳み込みまたは深層ニューラルネットワークを含む
）、または他の教師あり／教師なしモデル等）等を含む。
【００６５】
　オブジェクト認識は、加えて、または代替として、種々の機械学習アルゴリズムによっ
て実施されることができる。訓練されると、機械学習アルゴリズムは、ＨＭＤによって記
憶されることができる。機械学習アルゴリズムのいくつかの例は、教師ありまたは教師な
し機械学習アルゴリズムを含むことができ、回帰アルゴリズム（例えば、通常の最小２乗
回帰等）、インスタンスベースのアルゴリズム（例えば、学習ベクトル量子化等）、決定
ツリーアルゴリズム（例えば、分類および回帰ツリー等）、ベイズアルゴリズム（例えば
、単純ベイズ等）、クラスタリングアルゴリズム（例えば、ｋ－平均クラスタリング等）
、関連付けルール学習アルゴリズム（例えば、アプリオリアルゴリズム等）、人工ニュー
ラルネットワークアルゴリズム（例えば、Ｐｅｒｃｅｐｔｒｏｎ等）、深層学習アルゴリ
ズム（例えば、Ｄｅｅｐ　Ｂｏｌｔｚｍａｎｎ　Ｍａｃｈｉｎｅ、すなわち、深層ニュー
ラルネットワーク等）、次元削減アルゴリズム（例えば、主成分分析等）、アンサンブル
アルゴリズム（例えば、Ｓｔａｃｋｅｄ　Ｇｎｅｒａｌｉｚａｔｉｏｎ等）、および／ま
たは他の機械学習アルゴリズムを含む。いくつかの実施形態では、個々のモデルは、個々
のデータ組のためにカスタマイズされることができる。例えば、ウェアラブルデバイスは
、ベースモデルを生成または記憶することができる。ベースモデルは、開始点として使用
され、データタイプ（例えば、テレプレゼンスセッション内の特定のユーザ）、データ組
（例えば、テレプレゼンスセッション内のユーザの取得される追加の画像の組）、条件付
き状況、または他の変形例に特定の追加のモデルを生成し得る。いくつかの実施形態では
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、ウェアラブルＨＭＤは、複数の技法を利用して、集約されたデータの分析のためのモデ
ルを生成するように構成されることができる。他の技法は、事前に定義された閾値または
データ値を使用することを含み得る。
【００６６】
　マップデータベース内のこの情報および点の集合に基づいて、オブジェクト認識装置７
０８ａ－７０８ｎは、オブジェクトを認識し、オブジェクトを意味情報で補完し、生命を
オブジェクトに与え得る。例えば、オブジェクト認識装置が、点の組がドアであることを
認識する場合、システムは、いくつかの意味情報を添付し得る（例えば、ドアは、ヒンジ
を有し、ヒンジを中心として９０度移動を有する）。オブジェクト認識装置が、点の組が
鏡であることを認識する場合、システムは、鏡が、部屋内のオブジェクトの画像を反射さ
せ得る反射表面を有するという意味情報を添付し得る。意味情報は、本明細書に説明され
るように、オブジェクトのアフォーダンスを含むことができる。例えば、意味情報は、オ
ブジェクトの法線を含み得る。システムは、ベクトルを割り当てることができ、その方向
は、オブジェクトの法線を示す。経時的に、マップデータベースは、システム（ローカル
に常駐し得るか、または無線ネットワークを通してアクセス可能であり得る）がより多く
のデータを世界から蓄積するにつれて成長する。オブジェクトが認識されると、情報は、
１つ以上のウェアラブルシステムに伝送され得る。例えば、ＭＲ環境７００は、Ｃａｌｉ
ｆｏｒｎｉａで起こっている場面についての情報を含み得る。環境７００は、Ｎｅｗ　Ｙ
ｏｒｋにおける１人以上のユーザに伝送され得る。ＦＯＶカメラおよび他の入力から受信
されたデータに基づいて、オブジェクト認識装置および他のソフトウェアコンポーネント
は、場面が世界の異なる部分に存在し得る第２のユーザに正確に「引き渡され」得るよう
に、種々の画像から収集された点をマッピングし、オブジェクトを認識すること等ができ
る。環境７００は、場所特定目的のために、トポロジマップも使用し得る。
【００６７】
　図８は、認識されたオブジェクトに関連して仮想コンテンツをレンダリングする方法８
００の例のプロセスフロー図である。方法８００は、仮想場面がウェアラブルシステムの
ユーザに提示され得る方法を説明する。ユーザは、その場面から地理的に遠隔に存在し得
る。例えば、ユーザは、Ｎｅｗ　Ｙｏｒｋに存在し得るが、Ｃａｌｉｆｏｒｎｉａで現在
起こっている場面を視認することを欲し得るか、またはＣａｌｉｆｏｒｎｉａに存在する
友人と散歩に行くことを欲し得る。
【００６８】
　ブロック８１０では、ウェアラブルシステムは、ユーザの環境に関する入力をユーザお
よび他のユーザから受信し得る。これは、種々の入力デバイス、およびマップデータベー
ス内にすでに保有されている知識を通して達成され得る。ユーザのＦＯＶカメラ、センサ
、ＧＰＳ、眼追跡等が、ブロック８１０において、情報をシステムに伝達する。システム
は、ブロック８２０において、この情報に基づいて、まばらな点を決定し得る。まばらな
点は、ユーザの周囲における種々のオブジェクトの向きおよび位置を表示およびに理解す
ることにおいて使用され得る姿勢データ（例えば、頭部姿勢、眼姿勢、身体姿勢、または
手のジェスチャ）を決定することにおいて使用され得る。オブジェクト認識装置７０８ａ
－７０８ｎは、ブロック８３０において、これらの収集された点を通してクローリングし
、マップデータベースを使用して、１つ以上のオブジェクトを認識し得る。この情報は、
次いで、ブロック８４０において、ユーザの個々のウェアラブルシステムに伝達され得、
所望の仮想場面が、ブロック８５０において、適宜、ユーザに表示され得る。例えば、所
望の仮想場面（例えば、ＣＡにおけるユーザ）が、Ｎｅｗ　Ｙｏｒｋにおけるユーザの種
々のオブジェクトおよび他の周囲に関連して、適切な向き、位置等において表示され得る
。
【００６９】
　図９は、ウェアラブルシステムの別の例のブロック図である。この例では、ウェアラブ
ルシステム９００は、マップ９２０を備え、それは、世界のためのマップデータを含むマ
ップデータベース７１０を含み得る。マップは、ウェアラブルシステム上にローカルに部
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分的に常駐し得、有線または無線ネットワークによってアクセス可能なネットワーク化さ
れた記憶場所（例えば、クラウドシステム内）に部分的に常駐し得る。姿勢プロセス９１
０が、ウェアラブルコンピューティングアーキテクチャ（例えば、処理モジュール２６０
またはコントローラ４６０）上で実行され、ウェアラブルコンピューティングハードウェ
アまたはユーザの位置および向きを決定するために、マップ９２０からのデータを利用し
得る。姿勢データは、ユーザがシステムを体験し、その世界内で動作するように、オンザ
フライで収集されたデータから算出され得る。データは、実または仮想環境内のオブジェ
クトに関する画像、センサ（概して、加速度計およびジャイロスコープコンポーネントを
備えている慣性測定ユニット等）からのデータ、および表面情報を備え得る。
【００７０】
　まばらな点の表現は、同時位置特定およびマッピング（例えば、入力が画像／視覚のみ
である構成を指すＳＬＡＭまたはｖＳＬＡＭ）プロセスの出力であり得る。システムは、
世界内の種々のコンポーネントの場所のみではなく、世界が構成される内容も見出すよう
に構成されることができる。姿勢は、マップにデータ投入すること、およびマップからの
データを使用することを含む多くの目標を達成する構築ブロックであり得る。
【００７１】
　一実施形態では、まばらな点の位置は、それ自体では完全に適正でないこともあり、さ
らなる情報が、多焦点ＡＲ、ＶＲ、またはＭＲ体験を生成するために必要とされ得る。概
して、深度マップ情報を指す高密度表現が、少なくとも部分的にこの間隙を充填するため
に利用され得る。そのような情報は、立体視９４０と称されるプロセスから算出され得、
深度情報が、三角測量または飛行時間感知等の技法を使用して決定される。画像情報およ
びアクティブパターン（アクティブプロジェクタを使用して生成される赤外線パターン等
）、画像カメラから入手された画像、または手ジェスチャ／トーテム９５０が、立体視プ
ロセス９４０への入力としての役割を果たし得る。有意な量の深度マップ情報が、一緒に
融合され得、このうちのいくつかは、表面表現を用いて要約され得る。例えば、数学的に
定義可能な表面は、ゲームエンジンのような他の処理デバイスへの効率的（例えば、大点
群に対して）かつ要約しやすい入力であり得る。したがって、立体視プロセス（例えば、
深度マップ）９４０の出力は、融合プロセス９３０において組み合わせられ得る。姿勢９
１０は、同様に、この融合プロセス９３０への入力であり得、融合９３０の出力は、マッ
ププロセス９２０にデータ投入するための入力となる。サブ表面が、トポグラフィマッピ
ング等において、互いに接続し、より大きい表面を形成し得、マップは、点および表面の
大規模ハイブリッドとなる。
【００７２】
　複合現実プロセス９６０における種々の側面を解決するために、種々の入力が、利用さ
れ得る。例えば、図９に描写される実施形態では、ゲームパラメータは、システムのユー
ザが１匹以上のモンスタと種々の場所においてモンスタバトルゲームをプレーしているこ
と、モンスタが死んでいること、または種々の条件下で逃げていること（ユーザがモンス
タを撃つ場合等）、種々の場所における壁または他のオブジェクト等を決定するための入
力であり得る。世界マップは、オブジェクトの場所に関する情報またはオブジェクトの意
味情報を含み得、世界マップは、複合現実に対する別の有用な入力であることができる。
世界に対する姿勢は、同様に、入力となり、ほぼあらゆる双方向システムに対して重要な
役割を果たす。
【００７３】
　ユーザからの制御または入力は、ウェアラブルシステム９００への別の入力である。本
明細書に説明されるように、ユーザ入力は、視覚的入力、ジェスチャ、トーテム、オーデ
ィオ入力、感覚入力等を含むことができる。動き回るために、またはゲームをプレーする
ために、例えば、ユーザは、ウェアラブルシステム９００に、ユーザが行うことを欲する
ことに関して命令する必要があり得る。空間内で自ら移動するだけではなく、利用され得
る種々の形態のユーザ制御が、存在する。一実施形態では、トーテム（例えば、ユーザ入
力デバイス）、または玩具銃等のオブジェクトが、ユーザによって保持され、システムに
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よって追跡され得る。システムは、好ましくは、ユーザがアイテムを保持していることを
把握し、ユーザがアイテムと行っている相互作用の種類を理解するように構成されるであ
ろう（例えば、トーテムまたはオブジェクトが、銃である場合、システムは、場所および
向きだけではなく、ユーザが、ＩＭＵ等のセンサを装備し得るトリガまたは他の感知ボタ
ンもしくは要素をクリックしているかどうかも理解するように構成され得、それは、その
ようなアクティビティがどのカメラの視野内にないときでも、生じている状況を決定する
ことを補助し得る。）
　手のジェスチャ追跡または認識も、入力情報を提供し得る。ウェアラブルシステム９０
０は、ボタン押し下げに対して、左または右、停止、握持、保持等をジェスチャすること
に対して、手のジェスチャを追跡および解釈するように構成され得る。例えば、１つの構
成では、ユーザは、非ゲーム環境において電子メールまたはカレンダをめくること、また
は別の人物もしくはプレーヤと「フィストバンプ」を行うことを欲し得る。ウェアラブル
システム９００は、動的であることも、そうでないこともある最小量の手のジェスチャを
活用するように構成され得る。例えば、ジェスチャは、停止を示すために手を広げること
、ＯＫを示すために親指を上げること、ＯＫではないことを示すために親指を下げること
、または方向性コマンドを示すために左右もしくは上下に手をフリップすること等、単純
な静的ジェスチャであり得る。
【００７４】
　眼追跡は、別の入力である（例えば、ユーザが見ている場所を追跡し、ディスプレイ技
術を制御し、特定の深度または範囲にレンダリングする）。一実施形態では、眼の両眼離
反運動が、三角測量を使用して決定され得、次いで、その特定の人物のために開発された
両眼離反運動／遠近調節モデルを使用して、遠近調節が、決定され得る。眼追跡は、眼カ
メラによって実施され、眼視線（例えば、片眼または両眼の方向もしくは向き）を決定す
ることができる。例えば、眼の近傍に設置された電極による電位の測定（例えば、電気眼
球図記録）等、他の技法も、眼追跡のために使用されることができる。
【００７５】
　発話追跡は、単独で、または他の入力（例えば、トーテム追跡、眼追跡、ジェスチャ追
跡等）と組み合わせて使用され得る別の入力であり得る。発話追跡は、単独で、または組
み合わせて、発話認識、音声認識を含み得る。システム９００は、オーディオストリーム
を環境から受信するオーディオセンサ（例えば、マイクロホン）を含むことができる。シ
ステム９００は、発話している人物（例えば、発話がＡＲＤの装着者または別の人物もし
くは音声（例えば、環境内のラウドスピーカによって伝送される記録された音声）からの
ものであるかどうか）を決定するための音声認識技術と、言われていることを決定するた
めの発話認識技術とを組み込むことができる。ローカルデータおよび処理モジュール２６
０または遠隔処理モジュール２７０は、マイクロホンからのオーディオデータ（または、
例えば、ユーザによって鑑賞されているビデオストリーム等の別のストリーム内のオーデ
ィオデータ）を処理し、例えば、隠れマルコフモデル、動的時間伸縮法（ＤＴＷ）ベース
の発話認識、ニューラルネットワーク、ディープフィードフォワードおよび再帰ニューラ
ルネットワーク等の深層学習アルゴリズム、エンドツーエンド自動発話認識、機械学習ア
ルゴリズム（図７を参照して説明される）、もしくは音響モデル化または言語モデル化等
を使用する他のアルゴリズム等の種々の発話認識アルゴリズムを適用することによって、
発話のコンテンツを認識することができる。ある場合、発話は、複数の源から、例えば、
ユーザの近傍の別の人物から、人物の近傍で放送されているテレビ上のアナウンサーから
、およびスピーカ２４０を介してＡＲＤのユーザに再生されている発話コンテンツから生
じるであろう。以下にさらに説明されるように、これらの異なる発話源（例えば、この例
では、人物、テレビのアナウンサー、およびオーディオストリーム）は、コンテンツ分析
され得、異なる話題が、ＡＲＤのユーザインターフェースによって、ユーザに異なるよう
に提示され得る（例えば、異なるスレッドの中に編成される異なる話題、異なるスレッド
の中に編成される異なる話者による発話、またはこれらの組み合わせ）。
【００７６】
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　ローカルデータおよび処理モジュール２６０または遠隔処理モジュール２７０も、音声
認識アルゴリズムを適用することができ、それは、話者がウェアラブルシステム９００の
ユーザ２１０であるか、ユーザが会話している別の人物であるか等の話者の識別を識別す
ることができる。いくつかの例示的音声認識アルゴリズムは、頻度推定、隠れマルコフモ
デル、ガウス混合モデル、パターンマッチングアルゴリズム、ニューラルネットワーク、
マトリクス表現、ベクトル量子化、話者ダイアライゼーション、決定ツリー、および動的
時間伸縮（ＤＴＷ）技法を含むことができる。音声認識技法は、コホートモデルおよび世
界モデル等のアンチ話者技法も含むことができる。スペクトル特徴は、話者特性を表すこ
とにおいて使用され得る。ローカルデータおよび処理モジュールまたは遠隔データ処理モ
ジュール２７０は、図７を参照して説明される種々の機械学習アルゴリズムを使用して、
音声認識を実施することができる。
【００７７】
　ワードフロー注釈システム９７０の実装は、ユーザインターフェース（ＵＩ）を介して
、これらのユーザ制御または入力を使用することができる。ＵＩ要素（例えば、制御、ポ
ップアップウィンドウ、吹き出し、データエントリフィールド等）が、使用され、例えば
、補助情報の表示を閉じること、または単語を一般的単語辞書に追加することができる。
そのような実装およびこれらの使用の例は、以下にさらに説明される。
【００７８】
　カメラシステムに関して、図９に示される例示的ウェアラブルシステム９００は、３つ
の対のカメラを含むことができる：ユーザの顔の両側に配列される相対的広ＦＯＶまたは
受動ＳＬＡＭ対のカメラ；ユーザの正面に向けられ、立体視結像プロセス９４０をハンド
リングし、ユーザの顔の正面の手のジェスチャおよびトーテム／オブジェクトの軌道を捕
捉することも行うための異なる対のカメラ。ステレオプロセス９４０に対するＦＯＶカメ
ラおよび対のカメラは、外向きに面した結像システム４６４（図４に示される）の一部で
あり得る。ウェアラブルシステム９００は、眼ベクトルおよび他の情報を三角測量するた
めに、ユーザの眼に向かって向けられる眼追跡カメラ（図４に示される内向きに面した結
像システム４６２の一部であり得る）を含むことができる。ウェアラブルシステム９００
は、１つ以上のテクスチャ光プロジェクタ（赤外線（ＩＲ）プロジェクタ等）を備え、テ
クスチャを場面の中に投入し得る。
【００７９】
　図１０は、ウェアラブルシステムへのユーザ入力を決定する方法１０００の例のプロセ
スフロー図である。この例では、ユーザは、トーテムと相互作用し得る。ユーザは、複数
のトーテムを有し得る。例えば、ユーザは、ソーシャルメディアアプリケーションのため
の指定される１つのトーテム、ゲームをプレーするための別のトーテム等を有し得る。ブ
ロック１０１０では、ウェアラブルシステムは、トーテムの運動を検出し得る。トーテム
の移動は、外向きに面した結像システムを通して認識され得るか、またはセンサ（例えば
、触知グローブ、画像センサ、手追跡デバイス、眼追跡カメラ、頭部姿勢センサ等）を通
して検出され得る。
【００８０】
　少なくとも部分的に、検出されたジェスチャ、眼姿勢、頭部姿勢、またはトーテムを通
した入力に基づいて、ウェアラブルシステムは、ブロック１０２０において、基準フレー
ムに対するトーテム（またはユーザの眼もしくは頭部もしくはジェスチャ）の位置、向き
、または移動を検出する。基準フレームは、マップ点の組であり得、それに基づいて、ウ
ェアラブルシステムは、トーテム（またはユーザ）の移動をアクションまたはコマンドに
変換する。ブロック１０３０では、トーテムとのユーザの相互作用が、マッピングされる
。基準フレーム１０２０に対するユーザ相互作用のマッピングに基づいて、システムは、
ブロック１０４０において、ユーザ入力を決定する。
【００８１】
　例えば、ユーザは、トーテムまたは物理的オブジェクトを前後に移動させ、仮想ページ
をめくり、次のページに移動すること、または１つのユーザインターフェース（ＵＩ）デ
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ィスプレイ画面から別のＵＩ画面に移動することを示し得る。別の例として、ユーザは、
ユーザのＦＯＲ内の異なる実または仮想オブジェクトを見るために、その頭部または眼を
移動させ得る。特定の実または仮想オブジェクトにおけるユーザの注視が閾値時間より長
い場合、その実または仮想オブジェクトは、ユーザ入力として選択され得る。いくつかの
実装では、ユーザの眼の両眼離反運動が、追跡されることができ、遠近調節／両眼離反運
動モデルが、ユーザの眼の遠近調節状態を決定するために使用されることができ、ユーザ
の眼は、ユーザが集中している深度平面上に情報を提供する。いくつかの実装では、ウェ
アラブルシステムは、レイキャスティング技法を使用して、ユーザの頭部姿勢または眼姿
勢の方向に沿っている実または仮想オブジェクトを決定することができる。種々の実装で
は、レイキャスティング技法は、実質的に殆ど横幅を伴わない細い光線束を投じること、
または、実質的横幅を伴う光線（例えば、円錐または円錐台）を投じることを含むことが
できる。
【００８２】
　ユーザインターフェースは、本明細書に説明されるようなディスプレイシステム（図２
におけるディスプレイ２２０等）によって投影され得る。それは、１つ以上のプロジェク
タ等の種々の他の技法を使用して表示され得る。プロジェクタは、画像をキャンバスまた
は球体等の物理的オブジェクト上に投影し得る。ユーザインターフェースとの相互作用は
、システムの外部またはシステムの一部の１つ以上のカメラを使用して（例えば、内向き
に面した結像システム４６２または外向きに面した結像システム４６４を使用して）追跡
され得る。
【００８３】
　図１１は、仮想ユーザインターフェースと相互作用する方法１１００の例のプロセスフ
ロー図である。方法１１００は、本明細書に説明されるウェアラブルシステムによって行
われ得る。方法１１００の実施形態は、ウェアラブルシステムのＦＯＶ内の人物またはド
キュメントを検出するためにウェアラブルシステムによって使用されることができる。
【００８４】
　ブロック１１１０では、ウェアラブルシステムは、特定のＵＩを識別し得る。ＵＩのタ
イプは、ユーザによって事前に決定され得る。ウェアラブルシステムは、特定のＵＩがユ
ーザ入力（例えば、ジェスチャ、視覚的データ、オーディオデータ、感覚データ、直接コ
マンド等）に基づいてデータ投入される必要があることを識別し得る。ＵＩは、セキュリ
ティシナリオに特定であることができ、システムの装着者は、ドキュメントを装着者に提
示するユーザを観察する（例えば、旅客検問所において）。ブロック１１２０では、ウェ
アラブルシステムは、仮想ＵＩのためのデータを生成し得る。例えば、ＵＩの境界、一般
的構造、形状等に関連付けられたデータが、生成され得る。加えて、ウェアラブルシステ
ムは、ウェアラブルシステムがユーザの物理的場所に関連してＵＩを表示し得るように、
ユーザの物理的場所のマップ座標を決定し得る。例えば、ＵＩが、身体中心である場合、
ウェアラブルシステムは、リングＵＩがユーザの周囲に表示され得るか、または平面ＵＩ
が壁上もしくはユーザの正面に表示され得るように、ユーザの物理的立ち位置、頭部姿勢
、または眼姿勢の座標を決定し得る。本明細書に説明されるセキュリティコンテキストで
は、ＵＩは、装着者が、旅行者および旅行者のドキュメントを見ている間、ＵＩを容易に
視認し得るように、ＵＩがドキュメントをシステムの装着者に提示する旅行者を包囲して
いるかのように表示され得る。ＵＩが、手中心の場合、ユーザの手のマップ座標が、決定
され得る。これらのマップ点は、ＦＯＶカメラ、感覚入力を通して受信されたデータ、ま
たは任意の他のタイプの収集されたデータを通して導出され得る。
【００８５】
　ブロック１１３０では、ウェアラブルシステムは、データをクラウドからディスプレイ
に送信し得るか、またはデータは、ローカルデータベースからディスプレイコンポーネン
トに送信され得る。ブロック１１４０では、ＵＩは、送信されたデータに基づいて、ユー
ザに表示される。例えば、明視野ディスプレイは、仮想ＵＩをユーザの眼の一方または両
方の中に投影することができる。仮想ＵＩが生成されると、ウェアラブルシステムは、ブ
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ロック１１５０において、単に、より多くの仮想コンテンツを仮想ＵＩ上に生成するユー
ザからのコマンドを待ち得る。例えば、ＵＩは、ユーザの身体またはユーザの環境内の人
物（例えば、旅行者）の身体の周囲の身体中心リングであり得る。ウェアラブルシステム
は、次いで、コマンド（ジェスチャ、頭部または眼移動、音声コマンド、ユーザ入力デバ
イスからの入力等）を待ち得、認識される場合（ブロック１１６０）、コマンドに関連付
けられた仮想コンテンツが、ユーザに表示され得る（ブロック１１７０）。
【００８６】
　ウェアラブルシステム、ＵＩ、およびユーザ体験（ＵＸ）の追加の例は、米国特許公開
第２０１５／００１６７７７号（参照することによってその全体として本明細書に組み込
まれる）に説明されている。
【００８７】
　（複数のウェアラブルシステム間の例示的通信）
　図１２は、互いに相互作用する複数のユーザデバイスを描写する全体的システム図を図
式的に図示する。コンピューティング環境１２００は、ユーザデバイス１２３０ａ、１２
３０ｂ、１２３０ｃを含む。ユーザデバイス１２３０ａ、１２３０ｂ、および１２３０ｃ
は、ネットワーク１２９０を通して、互いに通信することができる。ユーザデバイス１２
３０ａ－１２３０ｃの各々は、ネットワークインターフェースを含み、ネットワーク１２
９０を介して、遠隔コンピューティングシステム１２２０（ネットワークインターフェー
ス１２７１も含み得る）と通信することができる。ネットワーク１２９０は、ＬＡＮ、Ｗ
ＡＮ、ピアツーピアネットワーク、無線、Ｂｌｕｅｔｏｏｔｈ（登録商標）、または任意
の他のネットワークであり得る。コンピューティング環境１２００は、１つ以上の遠隔コ
ンピューティングシステム１２２０も含むことができる。遠隔コンピューティングシステ
ム１２２０は、クラスタ化され、異なる地理的場所に位置するサーバコンピュータシステ
ムを含み得る。ユーザデバイス１２３０ａ、１２３０ｂ、および１２３０ｃは、ネットワ
ーク１２９０を介して、遠隔コンピューティングシステム１２２０と通信し得る。
【００８８】
　遠隔コンピューティングシステム１２２０は、遠隔データリポジトリ１２８０を含み得
、それは、特定のユーザの物理的および／または仮想世界についての情報を維持すること
ができる。データ記憶装置１２８０は、一般的単語辞書、補助情報源等のワードフロー注
釈に有用な情報を含むことができる。遠隔データリポジトリは、図２に示される遠隔デー
タリポジトリ２８０の実施形態であり得る。遠隔コンピューティングシステム１２２０は
、遠隔処理モジュール１２７０も含み得る。遠隔処理モジュール１２７０は、図２に示さ
れる遠隔処理モジュール２７０の実施形態であり得る。遠隔処理モジュール１２７０は、
１つ以上のプロセッサを含み得、それは、ユーザデバイス（１２３０ａ、１２３０ｂ、１
２３０ｃ）および遠隔データリポジトリ１２８０と通信することができる。プロセッサは
、ユーザデバイスおよび他の源から取得される情報を処理することができる。いくつかの
実装では、処理または記憶の少なくとも一部は、ローカル処理およびデータモジュール２
６０（図２に示されるような）によって提供されることができる。遠隔コンピューティン
グシステム１２２０は、所与のユーザが、特定のユーザ自身の物理的および／または仮想
世界についての情報を別のユーザと共有することを可能にし得る。
【００８９】
　ユーザデバイスは、単独で、または組み合わせて、ウェアラブルデバイス（ＨＭＤもし
くはＡＲＤ等）、コンピュータ、モバイルデバイス、または任意の他のデバイスであり得
る。例えば、ユーザデバイス１２３０ｂおよび１２３０ｃは、図２に示されるウェアラブ
ルシステム２００（または図４に示されるウェアラブルシステム４００）の実施形態であ
り得、それは、ＡＲ／ＶＲ／ＭＲコンテンツを提示するように構成されることができる。
【００９０】
　ユーザデバイスのうちの１つ以上のものは、図４に示されるユーザ入力デバイス４６６
と共に使用されることができる。ユーザデバイスは、ユーザおよびユーザの環境について
の情報を取得することができる（例えば、図４に示される外向きに面した結像システム４



(28) JP 6814279 B2 2021.1.13

10

20

30

40

50

６４を使用して）。ユーザデバイスおよび／または遠隔コンピューティングシステム１２
２０は、ユーザからデバイスから取得される情報を使用して、画像、点、および他の情報
の集合を構築、更新、および建造することができる。例えば、ユーザデバイスは、入手さ
れた未加工情報を処理し、さらなる処理のために、処理された情報を遠隔コンピューティ
ングシステム１２２０に送信し得る。ユーザデバイスは、処理のために、未加工情報を遠
隔コンピューティングシステム１２２０に送信し得る。ユーザデバイスは、処理された情
報を遠隔コンピューティングシステム１２２０から受信し、ユーザに投影する前、最終処
理を提供し得る。ユーザデバイスは、取得された情報を処理し、処理された情報を他のユ
ーザデバイスに渡し得る。ユーザデバイスは、入手された情報を処理する一方、遠隔デー
タリポジトリ１２８０と通信し得る。複数のユーザデバイスおよび／または複数のサーバ
コンピュータシステムが、入手された画像の構築および／または処理に関与し得る。
【００９１】
　物理的世界に関する情報は、経時的に展開され得、異なるユーザデバイスによって収集
される情報に基づき得る。仮想世界のモデルも、経時的に展開され、異なるユーザの入力
に基づき得る。そのような情報およびモデルは、時として、本明細書では、世界マップま
たは世界モデルと称され得る。図７および９を参照して説明されるように、ユーザデバイ
スによって入手された情報は、世界マップ１２１０を構築するために使用され得る。世界
マップ１２１０は、図９に説明されるマップ９２０の少なくとも一部を含み得る。種々の
オブジェクト認識装置（例えば、７０８ａ、７０８ｂ、７０８ｃ…７０８ｎ）が、オブジ
ェクトおよびタグ画像を認識するために、および、意味情報をオブジェクトに添付するた
めに使用され得る。これらのオブジェクト認識装置は、図７にも説明される。
【００９２】
　遠隔データリポジトリ１２８０は、データを記憶し、世界マップ１２１０の構築を促進
するために使用されることができる。ユーザデバイスは、ユーザの環境についての情報を
常に更新し、世界マップ１２１０についての情報を受信することができる。世界マップ１
２１０は、ユーザまたは別の人物によって作成され得る。本明細書に議論されるように、
ユーザデバイス（例えば、１２３０ａ、１２３０ｂ、１２３０ｃ）および遠隔コンピュー
ティングシステム１２２０は、単独で、または組み合わせて、世界マップ１２１０を構築
および／または更新し得る。例えば、ユーザデバイスは、遠隔処理モジュール１２７０お
よび遠隔データリポジトリ１２８０と通信し得る。ユーザデバイスは、ユーザおよびユー
ザの環境についての情報を入手および／または処理し得る。遠隔処理モジュール１２７０
は、遠隔データリポジトリ１２８０およびユーザデバイス（例えば、１２３０ａ、１２３
０ｂ、１２３０ｃ）と通信し、ユーザおよびユーザの環境についての情報を処理し得る。
遠隔コンピューティングシステム１２２０は、例えば、ユーザの画像を選択的にクロッピ
ングすること、ユーザの背景を修正すること、仮想オブジェクトをユーザの環境に追加す
ること、ユーザの発話に補助情報で注釈を付けること等、ユーザデバイス（例えば、１２
３０ａ、１２３０ｂ、１２３０ｃ）によって入手された情報を修正することができる。遠
隔コンピューティングシステム１２２０は、処理された情報を同一および／または異なる
ユーザデバイスに送信することができる。
【００９３】
　ワードフロー注釈システムの実施形態の種々の機能性が、ここで説明されるであろう。
【００９４】
　（例示的発話捕捉）
　開示されるワードフロー注釈システムの例示的実装は、対面通信のコンテキストにおい
て生じる。そのようなコンテキストでは、検出された発話の源は、ワードフロー注釈シス
テムの物理的近傍にある。システムのオーディオセンサは、周囲オーディオ情報を検出す
ることができる。コンピューティングモジュール（例えば、ワードフロー注釈システム９
７０）は、発話を周囲オーディオ情報から検出することができる。このモジュールは、本
明細書に説明されるスキームを含む自動発話認識のアルゴリズム（図９を参照して説明さ
れるように）を実装することができる。コンピューティングモジュールは、ユーザの発話
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（例えば、発話をテキストに変換することによって）を解析し、ユーザの発話中のキーワ
ードを識別することができる。キーワードは、稀な単語またはコンテキストキーワードを
含むことができる。キーワードは、単独で、または組み合わせて、キーワードデータベー
スにアクセスすることによって、またはコンテキスト情報を決定することによって、識別
され得る。コンテキスト情報は、ユーザもしくは会話の他の参加者に関連付けられた情報
（例えば、人口統計情報、過去のアクティビティ／体験、発話挙動等）、または環境に関
連付けられた情報（例えば、会話の場所、環境内のオブジェクトもしくは人々等）を含み
得る。キーワードは、ウェアラブルシステム２００のユーザへの提示のための仮想コンテ
ンツを決定するために使用され得る。例えば、ウェアラブルシステムは、キーワードに関
連付けられた補助情報（例えば、説明テキストまたは画像等）を提示することができる。
【００９５】
　開示されるワードフロー注釈システムの別の例示的実装は、遠隔通信のコンテキストに
おいて生じる。そのような例示的シナリオでは、話者は、ワードフロー注釈システム（お
よびそのユーザ）から物理的に遠隔に存在する。話者に関連付けられたオーディオ情報は
、多くのチャネルのうちの１つを通して、聴取者に到着し得る。例えば、話者および聴取
者は、電話を介して、またはインターネットオーディオもしくはオーディオ－ビデオチャ
ットセッションを通して、会話していることもある。話者および聴取者は、図１２に図示
されるように、ネットワークを通して通信するＡＲシステムを使用して、会話しているこ
ともある（例えば、テレプレゼンスセッション等）。別の例として、話者は、無線、テレ
ビ、またはインターネットプログラミング等上に示される者等、オーディオまたはＡ／Ｖ
プログラム内の人物であり得る。話者の音声が、聴取者の場所において周囲音の中で聞こ
える場合、ワードフロー注釈システムは、対面通信コンテキストと同一方法で音を捕捉す
ることができる。話者の音声が、聴取者の場所において周囲音の中で聞こえない（例えば
、ワードフロー注釈システム９７０のオーディオ増幅器２３２を通して、聴取者に話者の
声が聞こえる）場合、システムは、異なる方法で音を捕捉するか、または音を捕捉するス
テップをスキップすることができる（例えば、システムは、直接、発話に関連付けられた
情報が内蔵される電気信号から、発話を検出することができる）。遠隔通信使用のさらな
る説明は、以下のテレプレゼンスと題された小節にある。
【００９６】
　（話者音声否認および源位置特定）
　ＡＲシステムは、音をその源またはその源の場所に関連付ける能力を通して、追加の有
用用途を実施することができる。いくつかのそのような用途は、以下に説明される。
【００９７】
　例示的実装は、検出された発話がユーザ自身の発話であるかどうかを決定する。これは
、複数のオーディオセンサ、例えば、２つ以上のマイクロホンの使用を通して、または指
向性オーディオセンサ、例えば、指向性マイクロホンの使用を通して、達成されることが
できる。そのようなオーディオセンサを用いて、システムは、音源の場所を識別すること
ができる。したがって、システムは、ユーザ自身の発話を他者のものと区別することがで
きる。システムは、稀な単語検出のために、ユーザ自身の発話を処理しないように構成さ
れることができる。
【００９８】
　ＡＲシステムの実装は、例えば、カメラ４６４および４６６、または静止カメラ（例え
ば、静止入力７０４）を通して供給される情報を用いて、音源の場所とユーザのＦＯＲに
対する源の位置とを識別することができる。システムは、稀な単語検出のために、ユーザ
のＦＯＶ外の人物からの発話を処理しないように構成されることができる。
【００９９】
　発話をその源に関連付けるための実装の能力は、コンテキスト依存補助情報を提供する
ことにおいても有用であり得る。ある話者は、特定の分野またはコンテキストにおける単
語を発する可能性がより高い。例えば、カメラ店の従業員が「ＳＤ」と言っているとき、
それは、Ｓａｎ　Ｄｉｅｇｏの都市よりもセキュア化されたデジタルメモリカードについ
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て話している可能性がより高い。したがって、話者をカメラ店従業員として識別可能な実
装は、コンテキスト上正しい補助情報をユーザに提供する可能性がより高くあり得る。話
者を識別する能力は、いくつかの方法において実装され得る。例えば、発話（例えば、対
話または独り言）中の参加者の名前は、多くの場合、発話の開始時の導入で述べられる。
または、ユーザは、話者の名前をＵＩ相互作用を通してシステムに入力し得る。外向きに
面したカメラを装備するシステムは、話者の画像を捕捉し、画像認識を通して、話者を識
別することができる。システムは、音声認識を実施し、図９に説明される種々の音声認識
アルゴリズムを使用して、話者の識別を識別することもできる。
【０１００】
　（発話からテキストへの例示的変換）
　キーワードを識別するために、ウェアラブルシステム２００は、オーディオストリーム
をテキストに変換することができる（例えば、ワードフロー注釈システム９７０によって
）。発話からテキストへの変換は、深層学習（深層ニューラルネットワークを利用し得る
）または図９を参照して説明される他の発話認識アルゴリズム等のアルゴリズムを使用し
て実施されることができる。ウェアラブルシステム２００は、発話／テキスト機能性を含
むことができるか（例えば、ローカル処理モジュール２６０内に）、または発話／テキス
ト機能性に遠隔でアクセスすることができる（例えば、遠隔処理モジュール２７０を介し
て）。ウェアラブルシステム２００は、商業用発話／テキストサービスへの無線接続を利
用し得る（例えば、アプリケーションプログラミングインターフェース（ＡＰＩ）を介し
て）。ワードフロー注釈技術は、任意のそのような発話／テキストアルゴリズムを利用し
得るが、非慣習的な方法で利用し、発話／テキスト変換をユーザから生じていないオーデ
ィオに適用する。
【０１０１】
　ワードフロー注釈実装は、ローカルまたは遠隔で、例えば、ローカル処理およびデータ
モジュール２６０を使用するウェアラブルデバイス上で、または遠隔サーバ（例えば、遠
隔コンピューティングシステム１２２０を含む）上で、発話からテキストへの変換を実施
し得る。変換がローカルで実施されるか、遠隔で実施されるかにかかわらず、キーワード
検出および補助情報読み出し等の他の処理ステップも、変換が行われる場所から独立して
、ローカルまたは遠隔で行われ得る。例えば、発話／テキスト変換が、遠隔で行われ、キ
ーワード検出がローカルで行われる場合、捕捉されたオーディオストリームは、ネットワ
ークを介して、遠隔処理モジュール２７０または遠隔サーバに送信され、そこで変換が行
われる。変換されたテキスト文字列は、システムのローカルコンポーネント（例えば、ロ
ーカル処理およびデータモジュール２６０）に返される。別の例として、発話／テキスト
変換、キーワード検出、および補助情報読み出しが、遠隔で行われる場合、捕捉されたオ
ーディオストリームは、ネットワークを介して、遠隔処理モジュール２７０または遠隔サ
ーバに送信されることができ、読み出された補助情報が、システムのローカルコンポーネ
ントに返されることができる。ローカル／遠隔処理の他の組み合わせも、実行可能である
。
【０１０２】
　本明細書に説明される例では、ＡＲシステム２００は、発話／テキスト変換を使用して
、キーワードを検出することができるが、いくつかの実装では、ＡＲシステム２００は、
オーディオデータを使用して、直接、キーワードを検出することができる。例えば、ＡＲ
システム２００は、発話をテキストに変換する必要なく、キーワードの人物／ユーザの発
音に基づいて、キーワードをルックアップすることができる。
【０１０３】
　（稀な単語の例示的検出）
　ＡＲシステムは、稀な単語等のキーワードに対して、変換されたテキストを検索するこ
とができる。例示的な稀な単語は、ＡＲシステムのユーザに対して低頻度であるか、また
は一般的ではない単語を含むことができる。稀な単語は、限定ではないが、一般的に使用
されない単語、別の言語からの単語（例えば、英語の文中で使用される中国語の単語「ｇ
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ｕａｎｘｉ」）、技術用語、ＡＲシステムのユーザが通常取り組むコンテキスト外の特殊
分野からの単語等を含むことができる。例えば、ＡＲシステムは、単語がＡＲシステムに
よって検出された発話中で低頻度に使用される場合、単語を稀であると識別し得る。その
ような稀な単語のための定義、翻訳、またはコンテキスト情報を提供することによって、
ＡＲシステムは、有利には、ユーザがユーザに聞こえる発話をより良好に理解することを
補助することができる。
【０１０４】
　稀な単語は、一般的単語の既知のリストとの比較によって検出され得る。例えば、単語
は、それが一般的単語辞書またはデータベース内に見出されない場合、稀であると見なさ
れ得る。一般的単語辞書またはデータベースは、ローカルで記憶されるか（例えば、図２
におけるデータモジュール７１内に）、または遠隔で記憶され得る（例えば、遠隔データ
リポジトリ７４内に）。一般的単語辞書またはデータベースは、第三者源から利用可能で
あり、例えば、インターネット上で利用可能であり得る。
【０１０５】
　稀な単語は、言語におけるその発声頻度または単語頻度リスト内の関連付けられたラン
クを通して検出され得る。Ｚｉｐｆの法則は、発声頻度を単語頻度リスト内のランクと関
連させる例であり、すなわち、単語の発声頻度は、単語頻度リスト内のそのランクに反比
例する。稀な単語は、発話中の閾値頻度未満のその発生に基づいて、ＡＲシステムによっ
て識別され得る。ワードフローシステムは、ユーザが、ユーザの言語知識に基づいて、単
語を検出するようにシステムを構成することを可能にすることができる。例えば、ユーザ
は、５，０００または７，０００個（または別の値）の最も一般的な単語のリストにない
単語を検出するようにシステムを構成し得る。別の例として、ユーザは、その発生の見込
みが言語中で０．０１％、０．００３％、０．００１％、または別の値等の閾値未満であ
る単語を検出するようにシステムを構成し得る。ＡＲシステムは、デフォルト閾値（例え
ば、０．００５％）を搭載し得、それは、ユーザ構成可能である。典型的には、閾値が高
いほど、より多くの単語が稀であるとフラグ付けされ、閾値が低いほど、より少ない単語
がフラグ付けされるであろう。ユーザは、閾値を、稀な単語に関して提示される補助情報
が、ユーザに有用であると考えられ、過度に注意を逸らすものではない値に設定すること
ができる。ＡＲシステムは、ユーザが、一時的に、閾値をゼロに設定する（例えば、稀な
単語へのフラグ付けを停止する）ことを可能にし得、それは、ある状況では有用であり得
る（例えば、ユーザが、慣れていない環境内で車両を運転している、ユーザが、注意を逸
らされたくない宗教的もしくは文化的イベントに出席している、または、ユーザが、大部
分の単語がユーザに対して稀な単語であり得るイベントに出席している（例えば、専門家
ではないユーザが、話者が日常的に特殊医療用語および語句を話す、医療業界の講演に出
席する）等）。
【０１０６】
　いくつかの実装では、稀な単語は、使用統計を使用閾値と比較することによって、単語
の低頻度使用によって決定され、単語が、一般に使用される単語の使用閾値より低頻度で
生じる場合、単語は、稀な単語としてフラグ付けされることができる。稀な単語および／
または一般に使用される単語は、システムによって記憶されることができ、稀なおよび／
または一般的単語のリストは、使用に基づいて、更新されることができる。
【０１０７】
　稀な単語は、ユーザの既知の言語における低頻度で使用される単語であり得る。例えば
、単語「ｏｓｓｉｆｙ」は、多くの英語話者に対して稀な単語であり得る。稀な単語は、
ユーザに既知の言語と異なる言語における単語であり得る。例えば、図１３Ａに示される
中国語語句「ｇｕａｎｘｉ」は、多くの英語話者に対して稀な単語であり得る。稀な単語
は、特殊分野における用語、例えば、薬物の名前、クロケット等の一般的ではないスポー
ツにおいて使用される用語等であり得る。稀な単語は、頭字語、企業または非営利組織の
名前、株式表示記号であり得る。稀な単語は、単一単語である必要はなく、単語のグルー
プ（例えば、「ｆｒｅｅ　ｅｌｅｃｔｒｏｎ　ｌａｓｅｒ」）、語句（例えば、「ｂｒｉ
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ｎｇ　ｙｏｕｒ　ｏｗｎ　ｄｅｖｉｃｅ」またはその頭字語形態「ＢＹＯＤ」）等であり
得る。実際、ワードフロー注釈システムは、ユーザが、あるカテゴリの単語（上記の例の
うちのいくつか等）を注釈のための候補として選定することを可能にするように構成され
ることができる。
【０１０８】
　稀な単語に加えて、またはその代替として、キーワードも、コンテキストキーワードで
あることができる。コンテキストキーワードは、会話の話題に関連する単語または会話中
に頻繁に使用される単語を含み得る。例として、ＡＲシステム２００のユーザは、アフリ
カ（Ａｆｒｉｃａ）旅行についてその友人と話している場合がある。単語「Ａｆｒｉｃａ
」は、英語言語では、稀な単語ではないこともあるが、ＡＲシステム２００は、会話がＡ
ｆｒｉｃａに関連するので、それをコンテキストキーワードとしてフラグ付けすることが
できる。別の例として、ユーザが、自分のアフリカ旅行について話している間、ユーザは
、アフリカでの自分のサーフィン体験について述べる。故に、ユーザは、単語「ｓｕｒｆ
」をその発話中で繰り返し使用し得る。ＡＲシステム２００は、文中で頻繁に使用される
ので、単語「ｓｕｒｆ」をコンテキストキーワードとしてフラグ付けすることができる。
【０１０９】
　いくつかの単語は、コンテキストキーワードおよび稀な単語の両方であり得る。例えば
、ある人物が、法理に関する講義をしているとき、語句「ｒｅｓ　ｊｕｄｉｃａｔａ」が
、複数回、現れ得る。語句「ｒｅｓ　ｊｕｄｉｃａｔａ」は、ラテン語語句であり、日々
の発話において一般に使用されないので、稀な単語と見なされ得るが、この語句は、法的
専門家の発話中におけるその頻繁な発生に起因して、コンテキストキーワードとも見なさ
れ得る。
【０１１０】
　ＡＲシステムは、単語および語句間の関係を決定し、関係に基づいて、キーワードを検
出することができる。例えば、ユーザの友人が、「Ｉ　ｓｕｒｆｅｄ　ｉｎ　Ａｆｒｉｃ
ａ」と言い得る。ＡＲシステムは、単語「ｓｕｒｆ」および単語「Ａｆｒｉｃａ」の両方
がキーワードである可能性が高いことを決定することができる。しかし、ユーザは、自分
のアフリカ旅行について話していたので、ＡＲシステムは、単語「ｓｕｒｆ」ではなく、
単語「Ａｆｒｉｃａ」をキーワードとして識別し得る。しかしながら、ユーザが、サーフ
ィンについてあまり把握していない場合、ＡＲシステムは、単語「Ａｆｒｉｃａ」ではな
く、単語「ｓｕｒｆ」をキーワードとして識別し得る。
【０１１１】
　キーワードは、事前に指定され得る。ＡＲシステムは、ユーザまたは別の当事者（例え
ば、アプリケーション開発者、買物ウェブサイト等）によって指定されるコンテキストキ
ーワードのデータベースを含むことができる。キーワードのデータベースは、ユーザによ
って編集可能であり、例えば、キーワード（もしくは稀な単語）を追加または除去し得る
。例として、ＡＲシステム２００のユーザは、最近、Ｌｉｎｄａと名付けられた赤ちゃん
を出産していることもある。ユーザは、語句「ｍｙ　ｄａｕｇｈｔｅｒ　Ｌｉｎｄａ」を
コンテキストキーワードとして設定することができる。したがって、ＡＲシステムが、ユ
ーザが「ｍｙ　ｄａｕｇｈｔｅｒ　Ｌｉｎｄａ」と言うことを検出すると、ＡＲシステム
は、例えば、赤ちゃんが睡眠中であるか、空腹であるか等、ユーザの赤ちゃんに関する補
助情報を自動的に提示することができる。別の例として、ＡＲシステムは、語句「ｕｔｉ
ｌｉｔｙ　ｂｉｌｌ」をキーワードとしてタグ付けし得る。故に、ＡＲシステムは、発話
中の語句「ｕｔｉｌｉｔｙ　ｂｉｌｌ」の検出時、期限および額を含むユーザの公共料金
の請求書（ｕｔｉｌｉｔｙ　ｂｉｌｌ）を自動的に提示することができる。
【０１１２】
　キーワードは、ユーザ、環境、または会話の参加者に関連付けられたコンテキスト情報
に基づいて、決定されることができる。例示的ワードフロー注釈システムは、少なくとも
部分的に、キーワードの検出において、ユーザ挙動を利用することができる。例えば、ユ
ーザは、ユーザが理解していない単語を聞くと、一時的に、ある方向を凝視し得る。その
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ような例示的システムは、例えば、凝視に先立って生じる発話中の稀な可能性が高い単語
に対する検索において、内向きに面したカメラ４６６を使用して、この特定の凝視を検出
することができる。別の例として、ユーザは、別の人物によって話された単語を単独で繰
り返し、システムに単語をキーワードとして処理するように促し得る。システムは、キー
ワードのその検出を補助するために、他のユーザ挙動を使用することができる。実際、実
装は、ユーザが、キーワード検出における実装によって組み込まれる挙動をカスタマイズ
することを可能にすることができる。例えば、ＡＲシステムは、ユーザインターフェース
を提供することができ、それによって、ユーザは、単語を一般的単語または稀な単語のリ
ストに追加すること、もしくはそれから除去することができる。ＡＲシステムは、稀な単
語分類のために、ユーザ自身の発話を監視することができる。例えば、暗号使用者の発話
は、頭字語ＡＥＳ（Ａｄｖａｎｃｅｄ　Ｅｎｃｒｐｔｉｏｎ　Ｓｔａｎｄａｒｄ）を含み
得る。複数回（例えば、３もしくは５回）または構成可能持続時間内で複数回（例えば、
５分以内に３回、１時間以内に７回等）、暗号使用者／ユーザの頭字語ＡＥＳを検出する
と、ＡＲシステムは、頭字語ＡＥＳをこのユーザのために一般的単語として再分類するこ
とができる。ＡＲシステムは、それが一般的または稀な単語のリストを検出および更新す
る単語の頻度を監視することができる。例えば、単語「ｓｉｍｖａｓｔａｔｉｎ」（コレ
ステロール治療薬用）は、多くのユーザに対して稀な単語であり得るが、保健医療専門家
であるユーザに対して、そうではない。保健医療専門家であるユーザのために、ＡＲシス
テムは、この単語が、保健医療専門家のＡＲシステムによって検出された発話中で低頻度
に使用されないわけではないことを検出し、この単語をこのユーザのために一般的単語と
して再分類し得る。再分類は、例えば、単語をユーザのための一般的単語辞書に追加する
ことによって達成され得る。ユーザのための一般的単語辞書は、図２に図示されるシステ
ム２００内のローカルデータモジュール２６０または遠隔データリポジトリ２８０に記憶
され得る。
【０１１３】
　この例は、単語が稀な単語であるか、一般的単語であるかを分類することを参照して説
明されたが、いくつかの実施形態では、分類／再分類は、一般に、キーワードのためであ
る。ＡＲシステムが、単語が複数回使用されたことを検出すると、または稀な単語が会話
中に現れると、ＡＲシステムは、単語をキーワードとしてフラグ付けし得る。例えば、Ａ
Ｒシステムが、単語「ｐｅｔｒｉｆｙ」がユーザの会話中に複数回使用されたことを検出
し得るとき、ＡＲシステムは、単語「ｐｅｔｒｉｆｙ」をキーワードとして分類すること
ができる。しかしながら、ＡＲシステムは、後に、ユーザが化石に関連する会話に関わっ
ていることを決定し得る。ＡＲシステムは、ＡＲシステムが、ユーザが単語「ｐｅｔｒｉ
ｆｙ」の意味を学習（または別様に把握）したことを決定することができるので、単語「
ｐｅｔｒｉｆｙ」をもはやキーワードではなくなるように再分類し得る。
【０１１４】
　いくつかの実装では、稀な単語は、補助情報がユーザに頻繁に提示された場合、ユーザ
が稀な単語の意味を学習中であるという仮定の下、稀な単語に関連付けられた補助情報の
提示が減少またはさらに停止する傾向であるように（少なくとも部分的に、減少係数に基
づいて）、減少係数に関連付けられ得る。減少係数は、稀な単語が、その期間中に閾値回
数を上回って述べられた場合、補助情報の表示が減少または停止するように、期間を含み
得る。減少係数は、稀な単語が述べられた回数が数値カウントを超える場合、補助情報の
表示が減少または停止するように、数値カウントを含み得る。減少係数、期間、または数
値カウント（もしくは関連付けられた閾値）は、ユーザ構成可能であり得る。
【０１１５】
　キーワードに加えて、またはその代替として、ＡＲシステムは、ユーザの環境内の着目
オブジェクト（例えば、オブジェクトまたは人物等）を検出することもできる。ＡＲシス
テムは、図７に説明される１つ以上のオブジェクト認識装置７０８を使用して、着目オブ
ジェクトを検出することができる。例として、ＡＲシステム２００のユーザは、Ｆｌｏｒ
ｉｄａに住んでいる。ユーザは、休暇でＣａｌｉｆｏｒｎｉａに出掛け得る。ユーザは、
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例えば、ＡＲディスプレイ２２０を通して、Ｃａｌｉｆｏｒｎｉａで浜辺に横たわってい
るアシカを見ることもある。ＡＲシステム２００は、外向きに面した結像システム４６４
を使用して、アシカを検出し、オブジェクト認識装置７０８を使用して、アシカを識別す
ることができる。ＡＲシステム２００は、ユーザが、典型的には、Ｆｌｏｒｉｄａでアシ
カに遭遇しないので、またはアシカを見ないので、アシカを着目オブジェクトとしてフラ
グ付けすることができる。
【０１１６】
　（補助情報の例示的読み出し）
　ワードフロー注釈システムは、システムが検出する着目オブジェクトに関連付けられた
補助情報を読み出すことができる。補助情報は、テキスト、画像、または他の聴覚的もし
くは視覚的情報を含み得る。システムは、視覚的に（例えば、ディスプレイ２２０を介し
て）、オーディオ（例えば、オーディオ増幅器２３２またはスピーカ２４０を介して）で
、触覚的（例えば、触知）フィードバックを介して等、補助情報を提示することができる
。
【０１１７】
　ワードフロー注釈システムは、着目オブジェクトおよびその関連付けられた補助情報を
含む情報のデータリポジトリ（例えば、データベース）を備え得る。例えば、データリポ
ジトリは、一般的単語、稀な単語、他のコンテキストキーワード、ユーザの環境内の一般
的オブジェクト（ユーザが、多くの場合、相互作用する）等を記憶し得る。補助情報は、
意味情報（図７を参照して説明されるように）、意味または説明、オブジェクトに関連付
けられた購入情報、ステータスまたは統計、ユーザが明白に知覚していないこともある着
目オブジェクトの追加の詳細、もしくは他の情報を含むことができ、それは、着目オブジ
ェクトの理解およびそれとの相互作用を促進する。補助情報の例は、図１３Ａ－１３Ｅ、
１５Ａ、および１５Ｂにさらに説明される。
【０１１８】
　情報のそのようなデータベースは、ローカルで、例えば、図２におけるデータモジュー
ル２６０内に記憶されるか、または遠隔で、例えば、遠隔データリポジトリ２８０内に記
憶され得る。ワードフロー注釈システムは、公にアクセス可能な情報、例えば、インター
ネット上の情報を利用して、稀な単語に関連付けられた補助情報を読み出すことができる
。この状況では、システムは、ネットワークにアクセスし、稀な単語のためのクエリを、
辞書、百科事典、または他の類似リソース等のインターネット上のリソースに送信するこ
とができる。そのようなリソースは、一般的（例えば、Ｗｉｋｉｐｅｄｉａ等の汎用百科
事典）、または、例えば、ｒｘｌｉｓｔ．ｃｏｍもしくは鉱物学データベース（例えば、
ｗｅｂｍｉｎｅｒａｌ．ｃｏｍ）上のもの等の薬物のインデックス等の特殊なものであり
得る。
【０１１９】
　データリポジトリ内の着目オブジェクトは、ＡＲシステム２００によって更新されるこ
とができる。例として、ＡＲシステム２００のワードフロー注釈システム９７０は、単語
をシステムが稀な単語として識別する単語の組から除去するように構成されることができ
る。これは、例えば、ユーザが特殊知識を有する状況（例えば、薬剤師は、多くの薬物の
名前を把握している可能性が高い）、ユーザが関連付けまたは使用を通して単語に慣れ親
しんでいる状況（例えば、Ａｃｍｅ　Ｃｏｒｐｏｒａｔｉｏｎの従業員は、Ａｃｍｅ　Ｃ
ｏｒｐｏｒａｔｉｏｎに関する補助情報を必要としない可能性が高い）において有用であ
り得る。例示的ワードフロー注釈システムは、単語を稀な単語の組から除去することがで
きる。これは、単語を一般的単語辞書に追加することによって実装され得る。これは、シ
ステムが稀な単語を検出した後の追加のチェックとして実装され得る。検出された稀な単
語が、除去されるべき単語の組内に見出される場合、システムは、単語に関連付けられた
補助情報を読み出さないか、または表示しない。
【０１２０】
　ユーザは、ＵＩ相互作用を通して、特定の単語を稀な単語の組から除去し得る。ユーザ
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の入力は、例えば、稀な単語およびその関連付けられた補助情報が表示されるとき、ユー
ザ入力デバイス５０４を通して入力され得る。例示的システムは、ある回数、例えば、３
または５回、もしくはユーザによって構成されるある回数にわたって、単語およびその関
連付けられた補助情報を表示した後、特定の単語をその一般的単語辞書に追加するように
構成されることができる。
【０１２１】
　ＵＩ相互作用は、例えば、稀な単語を除去または追加するために使用され得る。例えば
、ユーザは、「単語「ｐｈｏｒｏｐｔｅｒ」を一般的単語として追加する」と言い得、Ａ
Ｒシステムは、ユーザの発話を検出することができ、単語を一般的単語リストに追加し、
および／または、それを稀な単語リストから除去することができる。
【０１２２】
　データリポジトリを更新するこれらの例は、稀な単語を参照して説明されたが、類似技
法は、データリポジトリ内の他の着目オブジェクトを更新するためにも使用されることが
できる。
【０１２３】
　（補助情報との例示的相互作用）
　ＡＲシステム２００は、補助情報との種々のユーザ相互作用をサポートするように構成
されることができる。例えば、ＡＲシステムは、補助情報を表示すること、閉じること、
または呼び戻すことができる。ユーザは、補助情報の一部にマークすること、または補助
情報に注釈を付けることができる。
【０１２４】
　ＡＲシステムは、着目オブジェクトの異なる発生に対して特定の着目オブジェクトに関
連付けられた補助情報の異なる部分を表示するように構成されることができる。これは、
すぐに表示され得るものより多くの補助情報が利用可能であるとき、有用であり得る。例
えば、実装は、稀な単語の第１の発生時、補助情報をウェブサイト＃１から読み出し、そ
の第２の発生時、ウェブサイト＃２から読み出す等を行うように構成されることができる
。別の例として、実装は、その第１の発生時、薬物の使用を表示し、その第２の発生時、
薬物の副作用を表示する等を行うように構成されることができる。表示する補助情報の部
分を決定することにおいて有用なデータは、ローカルデータモジュール２６０または遠隔
データリポジトリ２８０内に記憶され得る。補助情報の異なる部分をユーザに連続して提
供することによって、ＡＲシステム２００は、表示される補助情報がユーザの注意を逸ら
す（例えば、ディスプレイのＦＯＶのあまりに多くを覆うことによって）、または難しす
ぎてユーザによって理解されない（例えば、時間が短すぎてユーザが情報の全てを読むこ
とができない補助情報を表示することによって）であろう見込みを低減させることができ
る。
【０１２５】
　ＡＲシステムは、ユーザの構成に基づいて（例えば、ユーザの知識レベルに従って）、
特定の稀な単語に関連付けられた異なる補助情報を表示するように構成されることができ
る。例えば、システムは、ユーザ（例えば、薬剤師）が、特殊薬物情報のためのシステム
を構成している場合、薬物に関する特殊情報を読み出し、表示することができる。そうで
なければ、システムは、薬物に関する一般的情報を読み出し、表示することができ、それ
は、特殊薬物情報のためのシステムを構成していないユーザのために適切である可能性が
高い。システムは、異なる情報源を特殊または一般的情報に関連付け、適切な情報を提供
することができる。例えば、辞書は、一般的情報源であり得、薬物ウェブサイトは、特殊
情報源であり得る。
【０１２６】
　ワードフロー注釈システムは、発話のコンテキストに基づいて、稀な単語に関連付けら
れた補助情報を表示するように構成されることができる。稀な単語の近くのコンテキスト
からの追加の単語が、最も可能性が高い意味または最も有用であり得る補助情報の種類を
決定するために使用されることができる。これは、ユーザに発話に関連する情報を提供す
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るために、または稀な単語に関連付けられた曖昧性を解決することにおいて、有用であり
得る。例えば、名前Ａｃｍｅ　Ｃｏｒｐｏｒａｔｉｏｎが、図１３Ｄに図示されるように
、会社役員のコンテキストを伴う発話中に現れる場合、実装は、ボックス１３４０に示さ
れるように、Ａｃｍｅ　Ｃｏｒｐｏｒａｔｉｏｎの役員の名前および肩書を返すことがで
きる。名前Ａｃｍｅ　Ｃｏｒｐｏｒａｔｉｏｎが、図１３Ｅに図示されるように、株価の
コンテキストを伴う発話中に現れる場合、実装は、ボックス１３５４に示されるように、
Ａｃｍｅ　Ｃｏｒｐｏｒａｔｉｏｎの株式情報を返すことができる。別の例として、頭字
語「ＩＭＤＢ」は、例えば、「ｉｎｔｅｒｎｅｔ　ｍｏｖｉｅ　ｄａｔａｂａｓｅ」、「
ｉｍｍｉｇｒａｎｔ　ｄａｔａｂａｓｅ」、「ｉｎ－ｍｅｍｏｒｙ　ｄａｔａｂａｓｅ」
等の種々の異なる意味を有し得る。ワードフロー注釈システムは、コンテキスト情報を決
定し、正しい意味を決定することができる。一例では、ワードフロー注釈システムは、話
者の識別を決定し、話者の識別と関係する意味を識別することができる。別の例では、ワ
ードフロー注釈システムは、稀な単語を包囲する弁別的単語を使用して、それらの単語と
その単語の特定の解釈に関連付けられた補助情報との間の相関を算出することができる。
ワードフロー注釈システムは、最も一般的なＮ個の単語の中にない単語を識別および解釈
し、発話のコンテキストを決定することができる。上記のＩＭＤＢ例では、単語「ＩＭＤ
Ｂ」には、話者の発話中に「ｖｉｓａ」、「ｌｅｇｉｓｌａｔｉｏｎ」、および「ｄｅｐ
ｏｒｔａｔｉｏｎ」等の単語が付随する。全てのこれらの付随の単語は、「ＩＭＤＢ」の
「ｉｎｔｅｒｎｅｔ　ｍｏｖｉｅ　ｄａｔａｂａｓｅ」解釈ではなく、「ｉｍｍｉｇｒａ
ｎｔ　ｄａｔａｂａｓｅ」解釈に関連付けられる可能性が高い。したがって、ＡＲシステ
ムは、「ｉｍｍｉｇｒａｎｔ　ｄａｔａｂａｓｅ」としての「ＩＭＤＢ」の補助情報を表
示することを自動的に選定することができる。
【０１２７】
　ワードフロー注釈システムは、稀な単語のコンテキストと、ユーザのために読み出され
る、または表示されるべき候補である補助情報との間の相関を算出することができる。コ
ンテキスト分析に関連付けられた処理が、ローカルまたは遠隔で、例えば、ローカル処理
モジュール７１または遠隔処理モジュール７２によって、実施され得る。コンテキスト分
析は、稀な単語を包囲する弁別的単語の使用に基づいて、それらの単語とその単語の特定
の解釈に関連付けられた補助情報との間の相関を算出することができる。弁別的単語は、
最も一般的なＮ個の単語の中にはない単語であり得、あるＮの値は、一般的単語辞書内の
エントリの数または発声頻度ランクの閾値より小さくあり得る。高相関は、関連補助情報
を示し得る。低相関は、非関連補助情報を示し得る。例えば、稀な単語が、「ＩＭＤＢ」
であり、他の付随の単語が、「ｖｉｓａ」、「ｌｅｇｉｓｌａｔｉｏｎ」、および「ｄｅ
ｐｏｒｔａｔｉｏｎ」を含む場合、単語は、「Ｉｎｔｅｒｎｅｔ　Ｍｏｖｉｅ　Ｄａｔａ
ｂａｓｅ」、「ｉｎ－ｍｅｍｏｒｙ　ｄａｔａｂａｓｅ」、またはある他の解釈の中では
なく、「Ｉｍｍｉｇｒａｎｔ　Ｄａｔａｂａｓｅ」解釈に対する補助情報の中で見出され
る可能性が高く、システムは、より高い相関に基づいて、「Ｉｍｍｉｇｒａｎｔ　Ｄａｔ
ａｂａｓｅ」のための補助情報を表示するように構成されることができる。これは、コン
テキスト依存補助情報のタイプである頭字語曖昧性解消の例である。
【０１２８】
　補助情報の表示は、種々の方法で提示され得る。例えば、システムは、図１３Ａにおけ
るボックス１３０８に図示されるように、稀な単語および関連付けられた補助情報のみを
表示することができる。システムは、発話のローリングトランスクリプトを表示するよう
に構成されることができる。この構成では、例えば、ユーザの注意が一時的に逸らされた
場合、見逃された単語またはさらに文は、迅速に再読されることができる。本開示では、
用語「補助情報」は、トランスクリプトを含む。
【０１２９】
　会話相手の一連の発話は、映画内のエンドクレジットの提示に類似するローリングテキ
ストとして表示され得る。利用可能である場合、話者の名前も同様に、表示され得る。シ
ステムが話者の名前を取得し得る方法の例は、上で説明されている。実装は、情報（例え
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ば、発話のトランスクリプトまたは補助情報）を発話の吹き出し、例えば、図１３に図示
されるボックス１３０８等の話者の近傍に幾何学的に局所化されたテキスト内に設置する
ことができる。
【０１３０】
　発話のトランスクリプトを表示するシステムは、いくつかの方法において、例えば、下
線が引かれた、着色された、太字にされたテキスト等、稀な単語をハイライトすることが
できる。システムは、ユーザが、ＵＩ相互作用を通して、現在または過去の稀な単語を選
択し、関連付けられた補助情報を読み出すこと、または呼び戻すことを可能にすることが
できる。
【０１３１】
　実装は、ＵＩ相互作用を介して情報にアクセスするために、ユーザの眼移動を最小化す
るために、補助情報を設置し得る（例えば、発話の吹き出し内に、またはローリングトラ
ンスクリプトとして）。このように、ＵＩは、単純化され、ユーザは、その注意を話者か
ら遠くに引き離す必要がない。補助情報は、読み取りアクションを会話相手に最小限に見
えるようにするように設置され、そうすることによって、補助情報へのユーザのアクセス
をあらわにすることなく、あまり注意を逸らさず、より良好な通信を提供し得る。例えば
、話者の場所を決定可能な実装は、補助情報を話者の隣に設置し得る。ＡＲシステムの外
向きに面したカメラからの画像は、例えば、話者の顔、ジェスチャ等を、例えば、曖昧に
しない適切な場所の決定を助けることができる。ＡＲシステムは、図８に図示されるプロ
セスフロー８００を使用して、補助情報表示の場所を決定することができる。例えば、ブ
ロック２３１０において認識されたオブジェクトは、その発話が、注釈のために処理され
るべき話者であり得る。
【０１３２】
　補助情報がオーディオで提示される場合、ユーザまたは会話相手によって被られる注意
を逸らすものを低減させる別の例として、ＡＲシステムは、ユーザに聞こえるために十分
であるが、会話相手には聞こえない大きさの音量で情報を提示すること、および／または
、ユーザもしくは会話相手のいずれも話していないときに情報を提示することができる。
【０１３３】
　読み出された補助情報は、ＡＲシステム２００のディスプレイによって、ユーザに表示
されることができる。表示される補助情報は、条件が満たされるまで、見えたままであり
得る。例えば、表示される情報は、固定時間量にわたって、次の稀な単語（または別の着
目オブジェクト）が表示されるまで、またはユーザアクションによって閉じられるまで、
見えたままであり得る。ユーザアクションは、受動的、例えば、眼移動であり得る。内向
きに面したカメラ（例えば、図４におけるカメラ４６２）が、ユーザの眼移動を検出また
は追跡するために使用されることができる。表示は、ユーザが、システムによって、補助
情報の表示エリア全体を追跡したことが観察された後、眼追跡を介して、閉じられ得る。
例えば、補助情報が、テキストである場合、システムは、テキストを通したユーザの眼移
動（例えば、左右および上下）を追跡することができる。表示は、ユーザが、システムに
よって、補助情報の表示エリアから眼を離した（またはそれを見ていない）ことが観察さ
れた後、眼追跡を介して、閉じられ得る。ユーザアクションは、能動的、例えば、図４に
おけるユーザ入力デバイス５０４を通した入力アクションであり得る。ワードフロー注釈
システムは、特定のユーザのために、カスタマイズされたユーザインターフェース（ＵＩ
）相互作用の組をサポートするように構成されることができる。ＵＩ相互作用は、指、ポ
インタ、またはある種類のスタイラスを用いて、眼によるボタン上への注視および後続の
固視によって、もしくはその他のいずれかで作動されるボタンに類似するＵＩ要素の形態
をとり得る。ボタンは、実際の物理的ボタンまたはＡＲ内に表示されるものであることが
できる。ＵＩ相互作用は、例えば、図４に関連して上で説明されるように、頭部姿勢の形
態をとり得る。ＵＩ相互作用検出の例は、図１０に関連して上で説明される。
【０１３４】
　ワードフロー注釈システムは、ユーザに、補助情報表示を閉じることを遅らせるように
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促すことができる。例えば、システムは、表示される補助情報の明度を低減させ、または
配色を変化させ、ディスプレイが、間もなく、例えば、数秒以内に閉じられるであろうこ
とをユーザに通知し得る。上で説明されるもの等のＵＩ相互作用は、表示を閉じることを
延期するために使用され得る。例えば、ＡＲシステムが、眼追跡を通して、ユーザが補助
情報を積極的に視認中であることを検出する場合、ＡＲシステムは、表示を閉じることを
延期することができる。
【０１３５】
　上で説明されるもの等のＵＩ相互作用は、閉じられた補助情報を呼び戻すために使用さ
れ得る。例えば、ユーザ入力デバイスを通した入力アクションが、直近で表示された補助
情報を呼び戻すために使用されるか、または呼び戻すために、前に表示されていた補助情
報の特定のアイテムを選択するために使用されることができる。
【０１３６】
　補助情報を表示している間、ＡＲシステムは、ユーザが、補助情報に注釈を付けること
を可能にすることができる。例として、ＡＲシステムは、ユーザが、後に視認するために
、補助情報の一部をマークすることを可能にすることができる。例えば、ユーザは、より
詳細に読み込むために、稀な単語の説明の一部をハイライトすることができる。別の例と
して、ユーザが、プロバスケットボールの試合を鑑賞しており、コメンテータが特定の選
手について話している間、ＡＲシステムは、その選手によって公認された製品を補助情報
として提示することができる。ユーザは、ＡＲシステムによって提示された製品を保存ま
たはブックマークし、製品を購入するかどうかを後に決定することができる。
【０１３７】
　ユーザは、補助情報に関連付けられた仮想コンテンツを追加または描写することによっ
て、着目オブジェクトに注釈を付けることもできる。例えば、ユーザは、ユーザ入力デバ
イス４６６または手ジェスチャを使用して、メモもしくは図を補助情報に追加すること、
または補助情報の一部を除去することができる（例えば、その部分を消去または×を付け
ることによって）。ＡＲシステムは、ユーザの注釈を保存し、着目オブジェクトが後の時
間に検出されると、ユーザの注釈を補助情報とともにレンダリングすることができる。
【０１３８】
　（着目オブジェクトとの相互作用のための例示的ユーザ体験）
　図１３Ａ－１３Ｇは、着目オブジェクトとの相互作用および着目オブジェクトの補助情
報の例を図示する。
【０１３９】
　（キーワードの存在に基づいて仮想コンテンツを提示する例）
　図１３Ａは、キーワードを検出し、キーワードのための補助情報を提示する例を図示す
る。図１３Ａでは、ユーザのＡＲシステムのワードフロー注釈システム９７０は、キーワ
ードを検出し、キーワードの補助情報を提供するように構成されることができる。ＡＲシ
ステムのユーザに表示される情報を乱雑にすることを回避するために、ＡＲシステムは、
稀な単語の検出時、補助情報のみを提供することができる。
【０１４０】
　図１３Ａでは、ＡＲＤを装着しているユーザ（図示せず）が、女性１３０２を自分の環
境内で知覚し得る。女性は、コールアウトボックス１３０４に示される文を話す。文内に
、単語「ｇｕａｎｘｉ」が存在し、それは、稀な単語であり得る。ＡＲＤは、女性によっ
て話された文を捕捉し（例えば、オーディオセンサ２３２を介して）、文をテキストに変
換し、「ｇｕａｎｘｉ」を稀な単語として検出し、「ｇｕａｎｘｉ」に関連付けられた補
助情報（例えば、定義）を読み出し、補助情報をディスプレイ（例えば、ディスプレイ２
２０）上に表示することができる。例証では、補助情報は、ボックス１３０８内に表示さ
れる。ユーザは、このボックス１３０８がＡＲディスプレイ２２０によって提示される仮
想コンテンツの一部として見る。ボックス１３０８内の補助情報は、ユーザが、単語「Ｇ
ｕａｎｘｉ」を使用することによって、女性が意味する内容を理解することに役立ち得る
。
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【０１４１】
　（テレプレゼンスセッションにおける例示的ユーザ体験）
　複数のＡＲシステムの複数のユーザが、システムの補助を通して、遠隔で会話を実践し
得る。例えば、図１２に図示されるように、（人工デバイスの補助なしでは、互いに直接
見えない、または聞こえないような）２つの物理的場所における（デバイス１００ａおよ
び１００ｂの）２人のユーザの両者が、ＡＲデバイスを装備することができ、それは、ワ
ードフロー注釈システム９７０を装備し得る。各ユーザの発話は、ユーザのそれぞれのデ
バイスのオーディオセンサによって捕捉され、ネットワーク１２９０を通して伝送され得
る。ユーザＣの発話は、例えば、トランスクリプトとして、または稀な単語＋補助情報と
して、ユーザＢのデバイス上に、その逆も同様に、表示され得る。
【０１４２】
　ワードフロー注釈デバイスは、発話をテキストにローカルで変換し、変換されたテキス
トのみをネットワーク１２９０を通して伝送することができる。他方のユーザのデバイス
は、テキストを表示するか、またはテキストを発話に逆変換するかのいずれかを行うこと
ができる。これは、対応する発話を伝送するためよりも少量のデータが、テキストを伝送
するために要求されるので、ネットワーク１２９０の帯域幅が制約される場合に有利であ
り得る。ワードフロー注釈システムは、ユーザ、すなわち、話者の音声情報を含み、その
音声情報を使用して、テキストを発話に逆変換し得る。このように、再構成された発話は
、話者自身の音声のように聞こえ得る。
【０１４３】
　ワードフロー注釈システムは、ＡＲディスプレイ２２０上に提示される画像を通して、
テレプレゼンス会話を向上させることもできる。例えば、ＡＲディスプレイは、遠隔話者
のアバタを補助情報とともに提示し、参加者の視覚的ならびに聴覚的感覚に関与すること
ができる。上の図４に関連して説明されるように、内向きに面した結像システム４６２を
装備するＡＲＤは、ＨＭＤによって塞がれた装着者の顔の領域を置換するための画像を捕
捉することができ、それは、テレプレゼンスセッション中、第１の発呼者に、第２の発呼
者の塞がれていない顔が見えるように、およびその逆も同様であるように使用されること
ができる。第１のユーザに関連付けられた世界マップ情報が、ワードフロー注釈システム
を伴うテレプレゼンスセッションの第２のユーザに通信され得る。これは、ＡＲＤ装着者
によって見られる遠隔ユーザの画像の作成を通して、ユーザ体験を向上させることができ
る。
【０１４４】
　テレプレゼンス用途では、周囲音の捕捉は、対面シナリオにおけるユーザ、すなわち、
聴取者に関連付けられたデバイスではなく、ユーザ、すなわち、話者に関連付けられたデ
バイスによって実施される。発話の存在の検出およびテキストへの発話の変換は、いずれ
かのユーザに関連付けられたデバイスによって実施されることができる。発話源は、音を
捕捉するデバイスに基づいて決定されることができ、例えば、ユーザＡのデバイスが音を
捕捉するとき、ユーザＡが話している。
【０１４５】
　図１３Ｂは、テレプレゼンスセッションにおけるワードフロー注釈システムの別の例示
的用途を示す。この例では、女性１３２６は、ユーザ１３２８および１３２０と会議を行
なっているマーケティンググループ内に存在する。ユーザ１３２８および１３２０は、そ
のそれぞれのＡＲＤ１３２２ｂおよび１３２２ｃを装着している。ＡＲＤ１３２２ｂおよ
び１３２２ｃは、図２に示されるＡＲシステムの２００の少なくとも一部を含むことがで
きる。
【０１４６】
　女性１３２６が、（時として、発話の吹き出しとも称されるコールアウトボックス１３
１２に示されるように）「Ｂｒｕｇｅｓにおいてｐｈｏｒｏｐｔｅｒｓを販売するための
広告キャンペーンを議論しましょう」と述べている。ＡＲＤ１３２２ｂおよび１３２２ｃ
は、このオーディオを捕捉し、オーディオ内のキーワードを識別することができる（例え
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ば、ワードフロー注釈システム９７０を介して）。いくつかの実施形態では、女性は、単
独で、または組み合わせて、女性のオーディオデバイスまたはＡＲＤが、オーディオを捕
捉し、オーディオストリームを処理し得る（例えば、それをテキストに変換する、または
キーワードを識別する）ように、オーディオデバイス（例えば、マイクロホン）を自分の
近傍に有するか、またはＡＲＤを装着し得る。いくつかの実施形態では、オーディオファ
イルをテキストに変換すること、またはキーワードを識別すること等のオーディオ処理の
少なくとも一部は、遠隔コンピューティングシステム１２２０によって実施されることが
でき、それは、各ユーザのＡＲＤによる同一オーディオストリームの重複処理を回避する
ことができる。
【０１４７】
　ＡＲＤ１３２２ｂおよび１３２２ｃは、女性の発話に関連付けられた補助情報を表示す
ることができる。この例では、単語「ｐｈｏｒｏｐｔｅｒ」（眼科専門家によって眼鏡の
処方箋を決定するために使用される医療デバイス）が、ユーザ１３２０に対して稀な単語
であると決定され、ＡＲＤ１３２２ｃは、単語「ｐｈｏｒｏｐｔｅｒ」の定義をボックス
１３１６内に表示する。単語「ｐｈｏｒｏｐｔｅｒ」が、ＡＲＤのユーザに対して稀な単
語ではない場合、ＡＲＤは、ユーザのために、ボックス１３１６を表示しないこともある
。この例では、単語「ｐｈｏｒｏｐｔｅｒ」は、ユーザが眼科部署におけるエンジニアで
あるので、ユーザ１３２８に対して稀な単語ではない。その結果、ＡＲＤ１３２２ｂは、
補助情報（ボックス１３１６に示される）を装着者１３２８に提示しないであろう。この
例を継続すると、ＡＲＤ１３２２ｂは、単語「Ｂｒｕｇｅｓ」（ベルギー内の都市）がユ
ーザ１３２８に対して稀な単語であることを決定することができ、都市についての情報お
よび都市の場所の小地図提供するグラフィック１３２４を表示することができる。
【０１４８】
　（言語翻訳）
　ワードフロー注釈システムは、言語翻訳のために使用されることができる。図１３Ｃは
、ワードフロー注釈システムの別の例示的用途を示し、ここでは、ワードフロー注釈シス
テムは、第１の言語（例えば、スペイン語）における語句を第２の言語（例えば、英語を
話すユーザのための英語）に翻訳することができる。この例では、ＡＲシステム２００の
英語を話すユーザ（図示せず）は、外国を訪問中であり、話者１３９０が、破線ボックス
１３３２に示されるような「Ｅｌ　ｓｕｐｅｒｍｅｒｃａｄｏ　ｅｓｔａ　ａｌ　ｏｔｒ
ｏ　ｌａｄｏ　ｄｅ　ｌａ　ｃａｌｌｅ」と言うことを聞いている。ＡＲシステム２００
は、必要ではないが、話者の発話をユーザに表示し得る（例えば、ボックス１３３２は、
典型的には、ＡＲシステムのユーザに表示されないが、いくつかの実装では、表示される
ことができる）。ＡＲシステム２００は、話者１３９０の発話がスペイン語であることを
決定し、発話を英語（「雑貨屋は、通りの向こう側にあります」）に翻訳し、キャプショ
ン１３３６（または発話の吹き出し）を翻訳されたテキストとともに表示する。
【０１４９】
　ＡＲシステムは、単独で、または組み合わせて、ローカル処理およびデータモジュール
２６０、遠隔処理モジュール２７０、または遠隔データリポジトリ２８０を使用して、１
つの言語から別の言語への翻訳をサポートすることができる。例えば、ＡＲシステムは、
ワードフロー注釈システム９７０を実装し得、それは、ユーザの主要言語以外の言語をユ
ーザの主要言語に翻訳することができる。ユーザの主要言語は、ユーザの母国語または会
話中のユーザの好ましい言語であり得る。ユーザの主要言語以外の言語は、外国語と見な
され得る。この構成では、ユーザは、図１３Ｃに図示されるように、コンテキスト補助情
報ではなく、入力単語の翻訳を見ることを選択することができる。ユーザは、ユーザの主
要言語、話者の言語、両言語（例えば、行間注釈フォーマットで）における検出された発
話のトランスクリプト、言語を混合したトランスクリプト（例えば、話者の言語における
一般的単語、話者の言語における一般的ではない単語、または両言語）等を見ることを選
択することができる。システムは、一般的外国語単語辞書のカスタマイズをサポートする
ことができ、例えば、ユーザの母国語の一般的単語辞書より小さいサイズを可能にする。
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例えば、ユーザは、特定の言語で最も使用される１，０００または２，５００個（もしく
はある他の数）ほど一般的ではない任意の単語の翻訳を見ることを選択し得る。同一ユー
ザは、ユーザ自身の言語の一般的単語辞書が７，０００または８，０００個（もしくはあ
る他の数）の単語のサイズを有することを選択し得る。
【０１５０】
　ワードフロー注釈システムは、ユーザが外国語における発話を理解することに役立ち得
るだけではなく、ユーザが外国語を話すことにも役立ち得る。例えば、システムは、ユー
ザ自身の発話を外国語に翻訳するように構成されることができる。この翻訳は、ユーザの
発話全体（例えば、全文）またはユーザの発話中の選択された単語に適用されることがで
きる。例えば、ユーザは、「Ｗｈａｔ　ｉｓ　ｔｈｅ　ｗｏｒｄ　ｆｏｒ　‘ｐａｔｅｎ
ｔ’？」と言うことによって（または別のＵＩ相互作用を通して）、翻訳を提供するよう
にシステムに促し得る。システムは、着目外国語における「ｐａｔｅｎｔ」の単語を、例
えば、ディスプレイ２２０上に提供することによって応答することができる。ユーザは、
外国語における単語を見、単語を自身で話すことができる。ワードフロー注釈システムは
、オーディオ増幅器（例えば、スピーカ２４０）を含み、翻訳された単語をオーディオで
提供することができる。一実装では、ユーザのみが、例えば、イヤホンの形態におけるオ
ーディオ増幅器を通して、このオーディオを聞き得る。別の実装では、ユーザなおよび会
話相手が、ラウドスピーカを通して、このオーディオを聞き得る。
【０１５１】
　（コンテキスト情報に基づく補助情報の提示の例）
　図１３Ｄおよび１３Ｅは、コンテキスト情報に基づく補助情報の提示の例を図示する。
図１３Ａに説明されるように、ＡＲＤを装着しているユーザ（図示せず）は、女性１３０
２を知覚し得る。女性１３０２は、ユーザの物理的環境内に存在し得る。ユーザは、女性
１３０２と企業関連の会話中であり得る。図１３Ｄにおけるテキストボックス１３４２に
示されるように、女性１３０２は、「Ａｃｍｅ　Ｃｏｒｐ．の幹部に何が起こるだろう」
と言う。ユーザのＡＲＤは、女性１３０２によって話されたこの文を捕捉することができ
る。ワードフロー注釈システム９７０は、女性１３０２の発話を分析し、女性１３０２に
よって話される文中のキーワードを検出することができる。この例では、ユーザが企業関
連の会話中であるので、ＡＲＤは、それが企業関連であるので、「Ａｃｍｅ　Ｃｏｒｐ．
’ｓ　ｅｘｅｃｕｔｉｖｅｓ」をキーワードとして識別することができる。ＡＲＤが、キ
ーワードを決定すると、ＡＲＤは、キーワードに関連付けられた補助情報にアクセスし、
それを読み出すことができる。例えば、ＡＲＤは、データリポジトリ（例えば、遠隔デー
タリポジトリ２８０）内で検索を実施すること、または公共のデータベース検索を実施す
ることができる。テキストボックス１３４０に示されるように、ＡＲＤは、Ａｃｍｅ　Ｃ
ｏｒｐの重役の名前を読み出している。ＡＲＤは、ボックス１３４０に描写されるように
、名前を補助情報として表示することができる。
【０１５２】
　図１３Ｅでは、女性１３０２は、「Ａｃｍｅ　Ｃｏｒｐの株価の動きが激しい！」と言
う。ユーザが企業関連の会話中であるので、ＡＲＤは、女性１３０２の発話中に述べられ
た企業上の情報をキーワードとして識別することができる。この例では、ＡＲＤは、語句
「Ａｃｍｅ　Ｃｏｒｐ．’ｓ　ｓｔｏｃｋ」が、単語「ｔｒｅｍｅｎｄｏｕｓｌｙ」では
なく、この語句が企業関連であるので、キーワードであることを識別する。故に、ＡＲＤ
は、キーワードに関連付けられた補助情報を検索すること、またはそれにアクセスするこ
とができる。テキストボックス１３５４に示されるように、ＡＲＤは、現在の株価、増加
のパーセンテージ、変動範囲、および前日の終値をユーザに仮想コンテンツとして提示す
ることができる。
【０１５３】
　図１３Ｆは、コンテキスト情報に基づいて、着目オブジェクトに関連付けられた補助情
報を提示する例を図示する。ユーザ（図示せず）は、ＡＲＤを装着しながら、野球の試合
を観戦することができる。ＡＲＤは、シースルーディスプレイを含むことができるので、
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ユーザは、野球の試合をライブで観戦すること、またはＡＲＤの外部のディスプレイ（例
えば、コンピュータ画面もしくはテレビ等）上で再生することができる。野球の試合も、
いくつかの状況では、ＡＲＤによってレンダリングされ得る。ユーザが、野球の試合を観
戦している間、ユーザは、選手Ｐａｕｌ　１３６２が、打席に向かっており、コメンテー
タが、選手Ｐａｕｌについて話していることを知覚し得る。故に、ＡＲＤは、選手Ｐａｕ
ｌ　１３６２が着目オブジェクトであることを決定することができる。この例では、ＡＲ
Ｄは、単独で、または組み合わせて、種々の技法を使用して、着目オブジェクトを決定す
ることができる。例えば、ＡＲＤは、コメンテータの発話中で選手Ｐａｕｌ　１３６２に
ついて頻繁に述べられていることを検出し、選手Ｐａｕｌが着目オブジェクトであること
の一因であることを決定することができる。別の例として、ＡＲＤは、ゲーム進行を監視
することによって、打席に向かっている選手を追跡し、打席に向かっている選手を着目オ
ブジェクトとして識別することができる。さらに別の例として、ユーザが、野球の試合を
テレビで観戦している間、ＡＲＤは、外向きに面した結像システム４６４を使用して、テ
レビ上に表示されるような野球の試合の画像を入手することができる。ＡＲＤは、１つ以
上のオブジェクト認識装置７０８を使用して、画像を解析し、入手された画像から、打席
に向かっている選手を識別することができる。
【０１５４】
　ＡＲＤが、選手Ｐａｕｌ　１３６２が着目オブジェクトであることを決定すると、ＡＲ
Ｄは、選手Ｐａｕｌ　１３６２に関連する情報を読み出し、ユーザに提示することができ
る。図１３Ｆのボックス１３６４に示されるように、ＡＲＤは、ゲーム統計（例えば、出
場試合数および平均打率）、守備位置、および選手Ｐａｕｌ　１３６２が属するチーム等
の選手Ｐａｕｌの野球関連情報を提示することができる。
【０１５５】
　補助情報は、例えば、統計、ステータス、説明、製品情報、着目オブジェクトに関連付
けられた追加の詳細／事実等、種々の情報を含むことができる。図１３Ｇは、補助情報が
製品情報を含む例を図示する。図１３Ｆに説明されるように、ＡＲＤは、選手Ｐａｕｌ　
１３６２が着目オブジェクトであることを決定することができる。選手Ｐａｕｌ　１３６
２の統計を表示する（図１３Ｇに示されるように）ことに加え、またはその代替として、
ＡＲＤは、選手Ｐａｕｌ　１３６２（またはそのチーム）が公認している製品（例えば、
Ｔシャツ１３４０）を決定し、製品情報（Ｔシャツ１３４０の画像、Ｔシャツ１３４０の
価格１３４２、およびＴシャツ１３４０が購入され得るウェブサイト１３４４等）を注釈
ボックス１３６８内に表示することができる。レンダリングすべき製品を決定し、製品情
報にアクセスするために、ＡＲＤは、公共データベースまたはＡＲＤに関連付けられたデ
ータリポジトリの検索を実施し、選手Ｐａｕｌ　１３６２が現れる広告を見出すことがで
きる。ＡＲＤは、故に、広告内で識別された製品を選手Ｐａｕｌ　１３６２が公認してい
る製品として決定することができる。いくつかの状況では、選手Ｐａｕｌ　１３６２は、
２つ以上の製品を公認し得る。ＡＲＤは、製品のサブセットを取り上げ、補助情報として
提示し得る。例えば、ＡＲＤは、選手Ｐａｕｌ　１３６２が過去１年に公認した製品を取
り上げ得る。ＡＲＤは、コンテキスト情報に基づいて、製品を取り上げることもできる。
例えば、ユーザは、スポーツイベントを観戦しているので、ＡＲＤは、選手Ｐａｕｌ　１
３６２によって公認されているスポーツ商品を決定し、これらのスポーツ商品の情報をユ
ーザに提示し得る。ＡＲＤは、購入決定をユーザから受け取るように構成され得る。例え
ば、ユーザが、Ｔシャツ１３４０の購入を望む場合、ユーザは、例えば、「Ｔシャツを購
入する」と言うか、またはユーザ入力デバイスを作動させ、ウェブサイト１３４４へのリ
ンクを選択し得、ＡＲＤは、ユーザの購入選択を受け取り、トランザクションを完了する
ステップを行うであろう（例えば、ウェブサイト１３４４にアクセスし、自動的に、Ｔシ
ャツ１３４０の購入を注文することによって）。
【０１５６】
　（発話に注釈を付けるための例示的プロセス）
　図１４Ａおよび１４Ｂは、発話に注釈を付ける例示的プロセスを示す。処理フロー１４
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００は、図２に示されるようなＡＲシステム２００によって実施されることができる。
【０１５７】
　ブロック１４０４では、システムのオーディオセンサは、周囲音を捕捉することができ
る。周囲音は、ユーザの環境内の１人以上の人物の発話を含むことができる。発話は、ユ
ーザの発話、人物（ユーザ以外）の発話、または視聴覚コンテンツ（例えば、映画、音楽
等）からの発話であり得る。周囲音は、雑音等の背景音も含み得る。
【０１５８】
　ブロック１４０８では、システムは、周囲音を監視し、発話の存在を検出する。この検
出処理は、ローカル（例えば、ローカル処理モジュール２６０によって）または遠隔で（
例えば、遠隔処理モジュール２７０によって）、行われ得る。システムは、捕捉された周
囲音内の単語のストリームを識別することによって、発話の存在を検出することができる
。システムは、ユーザの姿勢または発話の存在を示すユーザ入力デバイス４６６からの入
力等のユーザ入力に応答して、検出を開始または実施することもできる。
【０１５９】
　ブロック１４１２では、システムは、発話が検出されたかどうかを決定する。発話が検
出される場合、フローは、ブロック１４１６に継続する。発話が検出されない場合、フロ
ーは、ブロック１４０８（図示されるように）またはブロック１４０４に戻る。
【０１６０】
　ボックス１４０４から１４１２内の動作は、システムおよびオーディオセンサがオンに
されると、例えば、ワードフロー注釈機能が有効にされると、持続的または周期的に（例
えば、あるサンプリング頻度で）、実施され得る。これらの動作は、フローチャート１４
００および１４４０内の他のブロックと並行して（例えば、定時割り込みによって駆動さ
れるバックグラウンドタスクとして）実施されることができる。それらは、例証目的のた
めに、処理フローシーケンス内で個別的なボックスとして示される。しかし、それらは、
図示されるシーケンスによって限定されない。上で説明される例以外の多くの処理フロー
も、システム設計者の裁量で可能である。
【０１６１】
　ブロック１４１６では、ＡＲシステムは、検出された発話の源を決定することができる
。発話源は、例えば、システムが、ユーザ自身の発話を処理しないように構成されるかど
うか、またはシステムが、ＡＲシステムのＦＯＶ内の人物からの発話のみを処理するよう
に構成されるかどうか（ＦＯＶ外の人物から生じる発話が、破棄され、さらに処理され得
ない）に関連し得る。例えば、ＡＲシステムは、ユーザの正面の人々からの発話を処理し
、ユーザの背後の人々からの発話を無視し得る。発話源は、発話の補助情報またはテキス
トの表示場所を決定するために使用されることもできる。例えば、ＡＲシステムは、発話
に関連付けられた補助情報または発話のトランスクリプトを話している人物の近傍に表示
し得る。
【０１６２】
　ブロック１４２０では、システムは、発話源の変化が生じたかどうかを決定する。例え
ば、２人のユーザが、会話中であるとき、システムは、文が前の話者から生じているか、
別の話者から生じているかを決定することができる。変化が生じた場合、フローは、ブロ
ック１４２４からブロック１４４４に継続する。発話源の変化が生じていない場合、フロ
ーは、ブロック１４２８に進み、ワードフロー注釈処理を継続し、それは、周囲音を捕捉
するステップ（ブロック１４０４）、発話の存在を検出するステップ（ブロック１４０８
）、および図１４Ｂに示される処理ステップを含むことができる。例えば、システムが、
同一話者が話し続けていることを決定する場合、システムは、音の捕捉および発話の検出
の継続に加え、ブロック１４５６から開始する機能を継続して実施することができる。
【０１６３】
　ブロック１４４８では、例示的システムは、検出された発話がユーザ自身の発話である
かどうかを決定することができる。該当する場合、かつ、システムがユーザ自身の発話を
処理しないように構成される場合、処理は、ブロック１４８４を通ってブロック１４０４
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に戻り得る。検出された発話が、ユーザ自身の発話ではない場合、フローは、ブロック１
４５２に継続する。ブロック１４５２では、システムは、発話がユーザの環境内の源から
生じているかどうかを決定する。ユーザの環境は、例えば、内向きに面した結像システム
４６２、外向きに面した結像システム４６４、または静止カメラによって捕捉された情報
を通して決定されるようなユーザが見ているまたは会話している人物を含み得る。外向き
に面した結像システム４６４は、ユーザに対する話者の位置を含む情報を提供することが
できる。内向きに面した結像システムは、ユーザが見ている方向を含む情報を提供するこ
とができる。両方のカメラからの情報を使用することによって、ワードフロー注釈システ
ムは、ユーザが見ている人物を決定することができる。
【０１６４】
　ユーザの環境は、別の例として、音圧閾値を上回る発話を含み得る。ワードフロー注釈
システムは、構成可能音圧閾値、例えば、通常の会話に対して６０～７０ｄＢＡ、囁きに
対して３０～４０ｄＢＡをサポートすることができ、ｄＢＡは、異なる音周波数に対する
ヒトの耳の変動する感度を考慮するようにスケーリングされたＡ加重デシベル測定値であ
る。音圧閾値またはそれを上回る発話が、ユーザの環境内に存在し得、以下に説明される
ように、ワードフロー注釈システムよって処理されることができる。音圧閾値を下回る発
話は、ユーザの直近環境内に存在しないこともあり（例えば、背景会話または遠距離源か
らの発話）、処理されないこともある。
【０１６５】
　ユーザの環境は、第３の例として、特定の源からの発話を含み得る。例えば、ユーザは
、オフィス内のスピーカーホンを通して、遠隔人物と会話を実行し得る。ユーザは、ユー
ザが、スピーカーホンを通して会話を実行している間、ドキュメントまたはコンピュータ
画面を見ているとき等、スピーカーホンを見ていないこともある。ＡＲシステムは、ユー
ザが、ユーザのＦＯＶがスピーカーホンを含まない場合でも、オーディオが処理されるで
あろうように、スピーカーホンをユーザの環境として指定することを可能にすることがで
きる。別の例として、ワークフロー注釈システムの旅行者ユーザは、例えば、ツアーガイ
ドを見ずに（または時折しか見ずに）、旅行者ユーザが観光地の景観を楽しんでいる間、
ツアーガイドの発話に注釈を付けることを欲し得る。ワードフロー注釈システムは、旅行
者ユーザが、ツアーガイドをユーザの環境として指定することを可能にすることができる
。ツアーガイドの発話は、旅行者ユーザにとって外国語であり得る。そのような指定は、
言語ベース、例えば、外国語であることもできる。
【０１６６】
　ワードフロー注釈システムの実装は、ユーザの環境変化を促進することができる。スピ
ーカーホン例では、システムは、会話の持続時間にわたって、スピーカーホンをユーザの
環境として指定するように構成され、会話が終了した後、音圧閾値に基づいて、ユーザの
環境を決定するように再構成されることができる。
【０１６７】
　別の例として、ユーザの環境が、音圧閾値に基づいて決定され、ユーザのＦＯＶ内の発
話源に限定される場合、実装は、ユーザのＦＯＶ外からの閾値を上回る捕捉された発話の
一部をバッファリングすることができる。このバッファリングされた情報は、例えば、ユ
ーザが方向転換し、ユーザのＦＯＶ外にあった捕捉された発話源を見た場合、読み出され
、処理されることができる。
【０１６８】
　ユーザの環境内の発話に対して、ブロック１４５６では、システムは、上で説明される
ように、発話をテキストに変換することができる。
【０１６９】
　ブロック１４６０では、システムは、稀な単語検出を変換されたテキストに実施するこ
とができる。ブロック１４６４では、システムは、稀な単語が検出されたかどうかを決定
する。これらのボックス１４６０および１４６４内で実施される機能は、前節に詳細に説
明されている。
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【０１７０】
　稀な単語が検出されない場合、フローは、ブロック１４８８に進み、上記のブロック１
４２８の説明に類似する様式において、ワードフロー注釈処理を継続する。
【０１７１】
　稀な単語が、ブロック１４６８において検出される場合、システムは、稀な単語に関連
付けられた補助情報を読み出すことができる。ブロック１４７２では、システムは、読み
出された補助情報をシステムのＡＲディスプレイ上に表示することができる。ブロック１
４７６では、システムは、補助情報を閉じるための条件を検出することができる。そのよ
うな条件が検出されると、ブロック１４８０では、システムは、補助情報の表示を閉じ、
ブロック１４８８に継続することができる。これらのボックス内で実施される機能は、上
記および図１３Ａ－１３Ｇを参照して説明される。
【０１７２】
　ボックス１４０４から１４１２に関して上で記載されるものと同様に、フローチャート
１４４０内の動作は、他のボックスフローチャート１４００および１４４０と並行して実
施され得る。それらは、例証目的のために、処理フローシーケンス内で個別的なボックス
として示されるが、それらは、図示されるシーケンスによって限定されない。例えば、シ
ステムは、稀な単語のための補助情報を表示し得る（ブロック１４７２において）一方、
システムは、追加の発話をテキストに変換する（ブロック１４５６において）か、稀な単
語検出を追加の発話に対して実施する（ブロック１４６０において）か、または別の稀な
単語のための補助情報を読み出す（ブロック１４６８において）。別の例として、システ
ムは、発話をテキストに変換することができる（ブロック１４５６において）一方、以前
に検出された稀な単語のための補助情報を読み出す（ブロック１４６８において）。多く
の他の処理フローも、可システム設計者の裁量に応じて可能である。
【０１７３】
　（着目オブジェクトに注釈を付ける例示的プロセス）
　図１５は、着目オブジェクトおよび着目オブジェクトの補助情報との相互作用の例示的
プロセスを図示する。例示的プロセス１５００は、本明細書に説明されるＡＲシステムに
よって実施されることができる。
【０１７４】
　ブロック１５１０では、ＡＲシステムは、ユーザの環境内の着目オブジェクトを識別す
ることができる。着目オブジェクトは、人物、オブジェクト（物理的もしくは仮想）、ま
たは周囲音等を含むことができる。ＡＲシステムは、外向きに面した結像システム４６４
、内向きに面した結像システム４６２、または静止カメラから入手された画像を使用して
、着目オブジェクトを識別することができる。ＡＲシステムは、マイクロホン２３２から
入手されたオーディオ情報、または別のデバイス（例えば、別のユーザのＡＲＤ、環境内
のマイクロホン）等から受信されたオーディオ情報を分析することによって、着目オブジ
ェクトを識別することができる。図１３Ｆを参照して説明されるように、オーディオ情報
は、画像と組み合わせて使用され、着目オブジェクトを決定することができる。いくつか
の実装では、ＡＲシステムは、コンテキスト情報に基づいて、着目オブジェクトを識別す
ることができる。本明細書に説明されるように、コンテキスト情報は、ユーザ、着目オブ
ジェクト、ユーザの環境、ユーザの環境内のオブジェクトまたは人物等に関連付けられた
情報を含み得る。別の例として、ユーザの環境内のオブジェクトは、ユーザの経験により
、ユーザに対して稀であり得る（したがって、着目オブジェクトであり得る）が、別のユ
ーザに対して稀ではないこともある。組織用鉗子は、あるユーザに対して、多くの場合、
それらが日常の生活において見られないので、ユーザに対して稀なものであり得るが、そ
れらは、外科医に対して稀なではないこともある。
【０１７５】
　ブロック１５２０では、ＡＲシステムは、コンテキスト情報に基づいて、着目オブジェ
クトに関連付けられた補助情報を決定することができる。ＡＲシステムは、例えば、遠隔
データリポジトリ２８０、ＡＲデバイスにローカルのデータリポジトリ、または別のコン



(46) JP 6814279 B2 2021.1.13

10

20

30

40

50

ピューティングデバイスによって管理されるデータ記憶装置等の１つ以上のデータリポジ
トリからの補助情報にアクセスすることができる。ＡＲシステムは、検索エンジンを用い
た検索を実施することによって、補助情報を決定することもできる。ＡＲシステムは、コ
ンテキスト情報に基づいて、補助情報の一部のみを提示することができる。例えば、ユー
ザがスポーツイベントを観戦しているとき、選手の補助情報は、他のタイプの情報（例え
ば、選手の家族に関する情報）ではなく、選手のスポーツ関連情報（例えば、試合統計）
を含み得る。ＡＲシステムは、コンテキスト情報に基づいて、補助情報にアクセスするこ
と、またはそれを検索することもできる。例えば、ユーザが、株式取引に関連する会話中
である場合、ユーザに語句「Ｓｈｏｐ　Ｃｏｒｐ．」が聞こえるとき、ＡＲシステムは、
「Ｓｈｏｐ　Ｃｏｒｐ．」の株式情報にアクセスすることができる。しかし、ユーザが、
買物について会話中である場合、ＡＲが語句「Ｓｈｏｐ　Ｃｏｒｐ．」を検出するとき、
ＡＲシステムは、Ｓｈｏｐ　Ｃｏｒｐ．によって販売されている製品にアクセスすること
ができる。
【０１７６】
　ブロック１５３０では、ＡＲシステムは、補助情報をユーザに提示することができる。
補助情報は、ユーザの物理的環境上にオーバーレイされた仮想コンテンツとして提示され
ることができる。例えば、ユーザが、ユーザの環境内に物理的に存在する別のユーザと会
話中である間、ＡＲシステムが他のユーザによって話される稀な単語を検出すると、ＡＲ
システムは、発話の吹き出しを他のユーザのすぐ隣に示すことができる。会話がテレプレ
ゼンスセッションにおいて生じる場合、ＡＲシステムは、補助情報を他のユーザの仮想ア
バタの近傍に提示することができる。
【０１７７】
　ブロック１５４０では、ＡＲシステムは、随意に、補助情報とのユーザ相互作用を検出
することができる。例えば、ユーザは、メモ／図を補助情報に追加することができる。ユ
ーザは、補助情報を閉じること、追加の補助情報を要求すること（例えば、手ジェスチャ
を使用して、補助情報を示すユーザインターフェース要素を拡張させる）、または補助情
報をマーク／編集することができる。
【０１７８】
　ブロック１５５０では、ＡＲシステムは、随意に、補助情報とのユーザの相互作用に基
づいて、ユーザインターフェース動作を実施することができる。例えば、ＡＲシステムは
、補助情報を閉じるためのユーザ入力に応答して、補助情報を隠すことができる。ＡＲシ
ステムは、ブロック１５４０において、ユーザ相互作用に従って、ユーザのメモを表示す
ること、または補助情報の一部をハイライトすることもできる。
【０１７９】
　（スレッド識別の例）
　補助情報を決定することに加え、またはその代替として、ＡＲシステムは、キーワード
を使用して、会話中のスレッドを識別することもできる。図１６Ａおよび１６Ｂは、キー
ワードに基づくスレッド識別の例を図示する。これらの図では、２人のユーザ１３２８お
よび１３２０は、彼らのそれぞれのＡＲＤ１３２２ｂおよび１３２２ｃを装着することが
できる。２人のユーザ１３２８および１３２０は、対面会話中であり得るか、またはテレ
プレゼンスセッション中であり得る。２人のユーザ１３２８および１３２０はまた、テキ
ストメッセージングを使用して（例えば、テキストメッセージングアプリケーションを介
して等）、互いに通信することもできる。
【０１８０】
　発話の吹き出し１６１２、１６１４、１６１６、１６１８は、ユーザ１３２８および１
３２０によって話された一連の文を図示する。これらの発話の吹き出しは、ユーザ１３２
８と１３２０との間の会話のコンテンツを図示する。ＡＲシステムは、これらの発話の吹
き出しを視覚的コンテンツとしてユーザ１３２８および１３２０に提示しないこともある
。発話吹き出し１６１２および１６１６内のコンテンツは、ユーザ１３２８によって話さ
れ、発話吹き出し１６１４および１６１８内のコンテンツは、ユーザ１３２０によって話
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される。発話の吹き出し１６１２、１６１４、１６１６、および１６１８に示されるよう
に、２人のユーザ間の会話は、２つの話題を伴い：１つは、ニューラルネットワークプロ
グラミングに関連し、もう１つは、ユーザ１３２８の今後のアフリカ旅行に関連する。し
かしながら、２つの話題は、両者の発話内にひとまとめにされている。
【０１８１】
　前節に説明されるように、ＡＲシステム２００は、キーワードに基づいて、２つの別個
の話題が会話中に存在することを識別することができる。この例では、ＡＲシステムは、
１つのキーワードを「ニューラルネットワーク」として、別のキーワードを「アフリカ」
として識別することができる。キーワード「ニューラルネットワーク」は、アルゴリズム
およびコンピュータプログラミングに関連する一方、キーワード「アフリカ」は、地理的
領域を説明するので、ＡＲシステム２００は、これらの２つのキーワードが互いに関連せ
ず、したがって、各キーワードが別個の話題に関連付けられ得ることを決定し得る。いく
つかの状況では、ＡＲシステムが、複数のキーワードを識別している場合でも、キーワー
ドのうちのいくつかは、同じ話題に関連付けられ得る。例えば、ＡＲシステムは、１つの
キーワード「ｖａｃａｔｉｏｎ」および別のキーワード「ｂｅａｃｈ」を検出し得る。Ａ
Ｒシステムは、それにもかかわらず、ユーザが浜辺での休暇について話していることもあ
るので、１つの話題を識別し得る。
【０１８２】
　複数の話題が、会話中で検出される場合、ＡＲシステムは、話題を分離し、異なる会話
スレッドを作成する。図１６Ｂに示されるように、図１６Ａにおけるユーザ１３２８と１
３２０との間の会話は、２つのスレッド１６３０および１６４０に分離され、スレッド１
６３０は、ニューラルネットワーク会話に対応し、スレッド１６４０は、今後のアフリカ
旅行に対応する。発話の吹き出し１６３２および１６４２は、発話の吹き出し１６１２に
対応し、発話の吹き出し１６３４および１６４４は、発話の吹き出し１６１４に対応し、
発話の吹き出し１６３６および１６４６は、発話の吹き出し１６１６に対応し、発話の吹
き出し１６３８および１６４８は、発話の吹き出し１６１８に対応する。
【０１８３】
　ＡＲシステムは、会話を２つの別個のスレッドとしてユーザ（例えば、ユーザ１３２０
）に提示することができる。例えば、スレッド１６３０は、ユーザのＦＯＶの左側に表示
されることができる一方、スレッド１６４０は、ユーザのＦＯＶの右側に表示されること
ができる。テキスト、発話の吹き出し等のための異なる色またはグラフィックが、異なる
スレッドを区別するために使用され得る。有利には、いくつかの実施形態では、会話を異
なるスレッドに分離することによって、ユーザは、ユーザがＡＲＤを装着している間、各
話題のための会話のフローを知覚し、他のユーザとのユーザの相互作用中の混乱を低減さ
せることが可能である。２つのスレッドが、図１６Ｂに示されるが、それは、例証のため
であって、スレッドの数は、３つ以上であることができる。いくつかの実装では、ＡＲシ
ステムが、例えば、ユーザの眼の視線方向を分析することを介して、ユーザ１３２０が一
方のスレッド（例えば、スレッド１６３０）を見ていることを決定する場合、ＡＲシステ
ムは、例えば、スレッドの明度またはコントラストを低減させるか、もしくは他のスレッ
ドを全く表示しないことによって、他方のスレッド（例えば、スレッド１６４０）の外観
を強調解除し得る。
【０１８４】
　いくつかの状況では、１つ（または複数）のスレッドは、複数のサブスレッドを有し得
、各サブスレッドは、スレッドから派生する話題を含み得る。例えば、ユーザ１３２８が
、自分の今後のアフリカ旅行について話している間、ユーザ１３２８は、アフリカでサー
フィンをすることを計画していると言い得る。ユーザ１３２０は、サーフィンの話題を継
続し、サーフィンの道具および場所について議論し得る。ＡＲシステムは、ユーザがサー
フィンについて議論していることを検出すると、サーフィンのための完全に新しいスレッ
ドを有するのではなく、アフリカにおけるサーフィンのためのサブスレッドを提供するこ
とができる。
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【０１８５】
　図１３Ａ－１３Ｇおよび図１６Ａ－１６Ｂを参照して説明される例は、発話の吹き出し
およびテキストボックスを使用するが、これらの発話の吹き出しおよびテキストボックス
は、１つの可能なユーザインターフェース例である。ＡＲシステムは、種々の視覚的グラ
フィックを使用して、補助情報およびテキストスレッド、例えば、字幕、バナー等の提示
を提供することができる。
【０１８６】
　（スレッド識別の例示的プロセス）
　図１７は、スレッド識別の例示的プロセスを図示する。プロセス１７００は、本明細書
に説明されるＡＲシステム２００の実施形態によって実施され得る。
【０１８７】
　ブロック１７１０では、ＡＲシステムは、第１のオーディオストリーム（例えば、第１
の人物に関連付けられた）および第２のオーディオストリーム（例えば、第２の人物に関
連付けられた）を受信することができる。この例では、第１の人物および第２の人物は、
互いに会話することができ、ＡＲシステムは、各人物によって話されるオーディオストリ
ームを捕捉することができる。テレプレゼンスの別の例では、第１の人物は、遠隔場所に
存在する第２の人物に話し掛けている。第１の人物のＡＲシステム上のオーディオセンサ
は、第１の人物の発話を検出し、第１のオーディオストリームを生成することができ、第
２の人物のＡＲシステム（または電話）上のオーディオセンサは、第２の人物の発話を検
出し、第２のオーディオストリームを（例えば、ネットワーク１２９０を介して）第１の
人物のＡＲシステムに通信することができる。いくつかの実施形態では、第１の人物また
は第２の人物の両者は、ＡＲシステムのユーザであることができる。他の実施形態では、
ユーザは、第１の人物と第２の人物との間の会話を観察し得る（例えば、第１の人物と第
２の人物との間の討論を見ている）。ＡＲシステムは、オーディオセンサ２３２を使用し
て、またはネットワーク１２９０を介してオーディオストリーム（もしくは書き起こされ
たオーディオストリーム）を受信することによって、第１のオーディオストリームまたは
第２のオーディオストリームを入手することができる。
【０１８８】
　ブロック１７２０では、ＡＲシステムは、第１のオーディオストリームおよび第２のオ
ーディオストリームを解析することができる。第１の人物と第２の人物との間の会話は、
複数の話題を伴い得るので、ＡＲシステムは、第１の話題に関連付けられた第１のキーワ
ードと、第２の話題に関連付けられた第２のキーワードとを識別することができる。キー
ワードは、前節に説明される種々の技法を使用して識別されることができる。いくつかの
実施形態では、話題は、２つ以上のキーワードを含み得る。
【０１８９】
　ブロック１７３０では、ＡＲシステムは、第１の話題に関連付けられた第１のスレッド
と、第２の話題に関連付けられた第２のスレッドとを生成することができる。ＡＲシステ
ムは、第１の話題に関連する会話の部分を第１のスレッドにまとめ、第２の話題に関連す
る会話の部分を第２のスレッドにまとめることができる。
【０１９０】
　ブロック１７４０では、ＡＲシステムは、第１のスレッドまたは第２のスレッドのうち
の少なくとも１つをＡＲＤによってレンダリングさせることができる。図１６Ｂに図示さ
れるように、ＡＲＤは、第１のスレッドおよび第２のスレッドをユーザのＦＯＶ内の異な
る表示場所にレンダリングすることができる。いくつかの実施形態では、ＡＲシステムは
、２つのスレッドのうちの１つのみを提示し得る。例えば、ＡＲシステムは、その関連付
けられた話題が第１の人物および第２の人物によって現在議論されているスレッドを提示
し得る。
【０１９１】
　（追加の側面）
　第１の側面では、拡張現実システムを通して、稀な単語のための情報を提供する方法で
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あって、方法は、オーディオセンサを備えている拡張現実（ＡＲ）システムの制御下、オ
ーディオセンサを介して、周囲音を捕捉することと、周囲音内の発話の存在を検出するこ
とと、検出された発話をテキストに変換することと、変換されたテキスト内の稀な単語を
検出することと、稀な単語に関連付けられた補助情報を読み出すことと、ＡＲシステムを
使用して、補助情報を表示することと、補助情報の表示を閉じるための条件を検出するこ
とと、補助情報の表示を閉じることとを含む、方法。
【０１９２】
　第２の側面では、検出された発話がＡＲシステムのユーザのユーザ環境内である場合、
変換するステップからのステップが、実施される、側面１に記載の方法。
【０１９３】
　第３の側面では、稀な単語は、一般的単語辞書から除外された単語である、側面１－３
のいずれか１項に記載の方法。
【０１９４】
　第４の側面では、一般的単語辞書は、稀な単語を含むように更新される、側面３に記載
の方法。
【０１９５】
　第５の側面では、稀な単語は、ＡＲシステムのユーザの着目言語における構成可能閾値
より低頻度で生じる単語である、側面１－４のいずれか１項に記載の方法。
【０１９６】
　第６の側面では、稀な単語は、ＡＲシステムのユーザに対して外国の言語における単語
であり、補助情報は、ユーザの主要言語における稀な単語の翻訳を含む、側面１－５のい
ずれか１項に記載の方法。
【０１９７】
　第７の側面では、検出された発話中の稀な単語のコンテキストを決定し、コンテキスト
に基づいて、稀な単語に関連付けられた補助情報を読み出すことをさらに含む、側面１－
６のいずれか１項に記載の方法。
【０１９８】
　第８の側面では、コンテキストを決定することは、少なくとも部分的に、検出された発
話中の稀な単語に時間的に近接して現れる単語に基づく、側面７に記載の方法。
【０１９９】
　第９の側面では、補助情報の表示を閉じるための条件は、ユーザインターフェース相互
作用に基づく、側面１－８のいずれか１項に記載の方法。
【０２００】
　第１０の側面では、ユーザインターフェース相互作用は、ＡＲシステムのユーザの眼移
動に基づく、側面９に記載の方法。
【０２０１】
　第１１の側面では、補助情報の表示を閉じるための条件は、持続時間に基づく、側面１
－１０のいずれか１項に記載の方法。
【０２０２】
　第１２の側面では、補助情報の表示を閉じるための条件は、少なくとも部分的に、別の
稀な単語の検出に基づく、側面１－１１のいずれか１項に記載の方法。
【０２０３】
　第１３の側面では、補助情報の閉じられた表示を再表示するための条件を検出すること
と、補助情報の閉じられた表示を再表示することとをさらに含む、側面１－１２のいずれ
か１項に記載の方法。
【０２０４】
　第１４の側面では、ＡＲディスプレイと、オーディオセンサと、コンピュータ実行可能
命令およびデータを記憶するように構成された非一過性データ記憶装置と、データ記憶装
置と通信するハードウェアプロセッサとを備えている稀な単語のための情報を提供するた
めの拡張現実（ＡＲ）装置であって、コンピュータ実行可能命令は、実行されると、オー
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ディオセンサによって検出されたオーディオ情報を受信することと、受信されたオーディ
オ情報内の発話を検出することと、検出された発話中の稀な単語を検出することと、稀な
単語に基づいて、補助情報を読み出すことと、ＡＲディスプレイを使用して、読み出され
た補助情報を表示することとをプロセッサに行わせる、装置。
【０２０５】
　第１５の側面では、通信ネットワークを経由して通信するための通信コンポーネントを
さらに備え、補助情報は、通信コンポーネントを介して、通信ネットワークを通して読み
出される、側面１４に記載の装置。
【０２０６】
　第１６の側面では、プロセッサは、遠隔プロセッサが稀な単語を検出するために、検出
された発話を通信ネットワークを通して遠隔プロセッサに伝送することによって、稀な単
語を検出する、側面１５に記載の装置。
【０２０７】
　第１７の側面では、オーディオセンサは、複数のマイクロホンまたは指向性マイクロホ
ンを備えている、側面１４－１６のいずれか１項に記載の装置。
【０２０８】
　第１８の側面では、プロセッサは、検出された発話の源を決定することと、稀な単語を
検出することと、検出された発話の源がＡＲ装置のユーザ以外であることを決定すると、
補助情報を読み出し、表示することとを行うようにさらに構成されている、側面１４－１
７のいずれか１項に記載の装置。
【０２０９】
　第１９の側面では、ユーザインターフェース相互作用を受信するためのユーザ入力デバ
イスをさらに備えている、側面１４－１８のいずれか１項に記載の装置。
【０２１０】
　第２０の側面では、稀な単語に関する情報を提供するための拡張現実（ＡＲ）システム
であって、システムは、第１のウェアラブルＡＲデバイスを備え、第１のウェアラブルＡ
Ｒデバイスは、ＡＲディスプレイと、オーディオセンサと、コンピュータ実行可能命令お
よびデータを記憶するように構成されたデータ記憶装置と、プロセッサとを備え、コンピ
ュータ実行可能命令は、実行されると、オーディオセンサによって検出されたオーディオ
情報を受信することと、受信されたオーディオ情報内の発話を検出することと、検出され
た発話中の稀な単語を検出することと、稀な単語に基づいて、補助情報を読み出すことと
、ＡＲディスプレイ上に読み出された補助情報を表示することとをプロセッサに行わせる
、システム。
【０２１１】
　第２１の側面では、内向きに面した結像システムをさらに備えている、側面２０に記載
のシステム。
【０２１２】
　第２２の側面では、外向きに面した結像システムをさらに備えている、側面２０－２１
のいずれか１項に記載のシステム。
【０２１３】
　第２３の側面では、プロセッサは、外向きに面した結像システムからの画像情報を使用
して、第１のウェアラブルＡＲデバイスに関連付けられたユーザの環境に対する発話源の
場所を決定する、側面２２に記載のシステム。
【０２１４】
　第２４の側面では、プロセッサは、外向きに面した結像システムからの画像情報を使用
して、発話源の場所と、ＡＲディスプレイを通して、源のビューを曖昧にせず、ＡＲディ
スプレイ上の発話源に空間内で近接した補助情報の表示位置とを決定するようにさらに構
成されている、側面２２に記載のシステム。
【０２１５】
　第２５の側面では、ＡＲディスプレイと、オーディオセンサと、通信ネットワークを経
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由して通信するように構成された通信コンポーネントとを備えている第２のウェアラブル
ＡＲデバイスをさらに備え、第１のウェアラブルＡＲデバイスは、通信ネットワークを経
由して通信するように構成された通信コンポーネントをさらに備え、第１のウェアラブル
ＡＲデバイスのオーディオセンサは、オーディオ情報を検出し、読み出された補助情報は
、第２のウェアラブルＡＲデバイスのＡＲディスプレイ上に表示される、側面２０－２４
のいずれか１項に記載のシステム。
【０２１６】
　第２６の側面では、オーディオストリーム内のスレッドを識別する方法であって、方法
は、第１のオーディオストリームおよび第２のオーディオストリームを受信することと、
第１のオーディオストリームおよび第２のオーディオストリームを解析し、第１の話題に
関連付けられた第１のキーワードおよび第２の話題に関連付けられた第２のオーディオス
トリームを識別することと、第１の話題に関連付けられた第１のスレッドおよび第２の話
題に関連付けられた第２のスレッドを生成することと、第１のスレッドまたは第２のスレ
ッドのうちの少なくとも１つが拡張現実デバイスによってレンダリングされるようにする
こととを含む、方法。
【０２１７】
　第２７の側面では、第１のオーディオストリームまたは第２のオーディオストリームは
、人物または視聴覚コンテンツのうちの少なくとも１つから生じる、側面２６に記載の方
法。
【０２１８】
　第２８の側面では、第１のオーディオストリームは、第１の人物から生じ、第２のオー
ディオストリームは、第２の人物から生じる、側面２６－２７のいずれか１項に記載の方
法。
【０２１９】
　第２９の側面では、第１の話題は、複数のサブ話題をさらに含む、側面２６－２８のい
ずれか１項に記載の方法。
【０２２０】
　第３０の側面では、ハードウェアプロセッサと、拡張現実ディスプレイとを備えている
拡張現実システムであって、ハードウェアプロセッサは、側面２６－２９に記載のいずれ
か１項を実施するようにプログラムされている、拡張現実システム。
【０２２１】
　第３１の側面では、拡張現実（ＡＲ）システムであって、システムは、仮想コンテンツ
をＡＲシステムのユーザに提示するように構成されたＡＲディスプレイと、周囲音を捕捉
するように構成されたオーディオセンサと、ＡＲディスプレイおよびオーディオセンサと
通信するハードウェアプロセッサとを備え、ハードウェアプロセッサは、オーディオセン
サによって捕捉された周囲音を受信することと、周囲音内の発話の存在を検出することと
、検出された発話をテキストに変換することと、発話中の稀な単語を検出することと、稀
な単語に関連付けられた補助情報を読み出すことと、ＡＲディスプレイに読み出された補
助情報をレンダリングさせることとを行うようにプログラムされている、ＡＲシステム。
【０２２２】
　第３２の側面では、稀な単語は、一般的単語辞書から除外された単語である、側面３１
に記載のＡＲシステム。
【０２２３】
　第３３の側面では、ハードウェアプロセッサは、補助情報の表示を閉じるための条件を
検出することと、検出された条件に応答して、ＡＲディスプレイに補助情報の表示を閉じ
させることとを行うようにさらにプログラムされている、側面３１－３２のいずれか１項
に記載のＡＲシステム。
【０２２４】
　第３４の側面では、表示を閉じるための条件を検出するために、ハードウェアプロセッ
サは、閾値期間が経過したことを決定すること、別の稀な単語を検出すること、ユーザの
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姿勢を検出すること、またはユーザ入力デバイスからの入力を受信することのうちの少な
くとも１つを実施するようにプログラムされている、側面３３に記載のＡＲシステム。
【０２２５】
　第３５の側面では、ハードウェアプロセッサは、検出された発話の源を決定することと
、稀な単語を検出することと、検出された発話の源がＡＲディスプレイのユーザ以外の話
者に関連付けられていることを決定すると、補助情報を読み出し、表示することとを行う
ようにさらにプログラムされている、側面３１－３４のいずれか１項に記載のＡＲシステ
ム。
【０２２６】
　第３６の側面では、検出された発話の源は、１つ以上の指向性マイクロホンを備えてい
るオーディオセンサから収集されたオーディオ情報またはＡＲシステムの外向きに面した
結像システムによって入手された画像のうちの少なくとも１つに基づいて決定される、側
面３５に記載のＡＲシステム。
【０２２７】
　第３７の側面では、検出された発話の源を決定するために、ハードウェアプロセッサは
、音声認識を検出された発話に対して実施し、話者の識別を決定するようにプログラムさ
れている、側面３５－３６のいずれか１項に記載のＡＲシステム。
【０２２８】
　第３８の側面では、検出された発話の源は、ユーザの環境内の別のコンピュータ、話者
に関連付けられた別のＡＲデバイス、またはユーザの環境内の人物のうちの少なくとも１
つを含む、側面３５－３７のいずれか１項に記載のＡＲシステム。
【０２２９】
　第３９の側面では、ユーザが話者とテレプレゼンスセッション中であり、検出された発
話の源が話者に関連付けられた他のユーザデバイスである場合、ハードウェアプロセッサ
は、ＡＲディスプレイに、話者の仮想アバタをレンダリングさせ、補助情報を他のユーザ
の仮想アバタの近傍にレンダリングさせるようにさらにプログラムされている、側面３８
に記載のＡＲシステム。
【０２３０】
　第４０の側面では、ＡＲディスプレイに読み出された補助情報をレンダリングするため
に、ハードウェアプロセッサは、源の場所を決定することと、ＡＲディスプレイを通して
、源のビューを曖昧にすることなく、補助情報を源に近接した３Ｄ空間内の位置にレンダ
リングすることとを行うようにプログラムされている、側面３５－３９のいずれか１項に
記載のＡＲシステム。
【０２３１】
　第４１の側面では、補助情報は、稀な単語の説明を含む、側面３１－４０のいずれか１
項に記載のＡＲシステム。
【０２３２】
　第４２の側面では、ハードウェアプロセッサは、ユーザから、補助情報に注釈を付ける
ための指示を受信することと、補助情報の注釈の記憶を開始することと、別の稀な単語の
存在を検出することに応答して、ＡＲディスプレイに注釈および補助情報をレンダリング
させることとを行うようにさらにプログラムされている、側面３１－４１のいずれか１項
に記載のＡＲシステム。
【０２３３】
　第４３の側面では、方法であって、仮想コンテンツをユーザの環境内に提示するように
構成されたハードウェアプロセッサおよびＡＲディスプレイを備えている拡張現実（ＡＲ
）デバイスの制御下で、ＡＲデバイスのユーザの環境を監視することと、ユーザまたは環
境のうちの少なくとも１つに関連付けられたコンテキスト情報に基づいて、環境内の着目
オブジェクトの存在を検出することと、着目オブジェクトのための補助情報を読み出すこ
とと、ユーザの視野内の補助情報の表示位置を決定することであって、視野は、ユーザが
所与の時間に知覚可能な環境の一部を含む、ことと、ＡＲディスプレイに補助情報を表示
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位置にレンダリングさせることとを含む、方法。
【０２３４】
　第４４の側面では、着目オブジェクトは、キーワード、物理的オブジェクト、または人
物を含む、側面４３に記載の方法。
【０２３５】
　第４５の側面では、着目オブジェクトは、キーワードを含み、着目オブジェクトの存在
を検出することは、環境内の周囲音から発話を検出することと、発話を解析し、稀な単語
を識別することとを含む、側面４４に記載の方法。
【０２３６】
　第４６の側面では、環境を監視することは、環境の周囲音を捕捉し、分析すること、ま
たは環境の画像を入手することのうちの少なくとも１つを含む、側面４３－４５のいずれ
か１項に記載の方法。
【０２３７】
　第４７の側面では、コンテキスト情報は、ユーザの過去の体験に関連付けられ、着目オ
ブジェクトは、ユーザが稀にしか遭遇しないオブジェクトを含む、側面４３－４６のいず
れか１項に記載の方法。
【０２３８】
　第４８の側面では、補助情報は、着目オブジェクトに関連付けられた製品情報、または
着目オブジェクトの説明テキストのうちの少なくとも１つを含む、側面４３－４７のいず
れか１項に記載の方法。
【０２３９】
　第４９の側面では、ユーザから、補助情報に注釈を付けるための指示を受信することと
、補助情報の注釈の記憶を開始することと、着目オブジェクトの別の存在を検出すること
に応答して、ＡＲディスプレイに注釈および補助情報をレンダリングさせることとさらに
含む、側面４３－４８のいずれか１項に記載の方法。
【０２４０】
　第５０の側面では、補助情報の表示位置を決定することは、着目オブジェクトの場所を
決定することと、ＡＲディスプレイを通して、着目オブジェクトのビューを曖昧にするこ
となく、着目オブジェクトに近接する環境内の位置として表示位置を識別することとを含
む、側面４３－４９のいずれか１項に記載の方法。
【０２４１】
　（他の考慮点）
　本明細書に説明される、および／または添付される図に描写されるプロセス、方法、お
よびアルゴリズムの各々は、具体的かつ特定のコンピュータ命令を実行するように構成さ
れる１つ以上の物理的コンピューティングシステム、ハードウェアコンピュータプロセッ
サ、特定用途向け回路、および／もしくは電子ハードウェアによって実行されるコードモ
ジュールにおいて具現化され、それによって完全もしくは部分的に自動化され得る。例え
ば、コンピューティングシステムは、具体的コンピュータ命令とともにプログラムされた
汎用コンピュータ（例えば、サーバ）または専用コンピュータ、専用回路等を含むことが
できる。コードモジュールは、実行可能プログラムにコンパイルおよびリンクされ得る動
的リンクライブラリ内にインストールされ得るか、または解釈されるプログラミング言語
において書き込まれ得る。いくつかの実装では、特定の動作および方法が、所与の機能に
特定の回路によって実施され得る。
【０２４２】
　さらに、本開示の機能性のある実装は、十分に数学的、コンピュータ的、または技術的
に複雑であるので、（適切な特殊化された実行可能命令を利用する）特定用途向けハード
ウェアまたは１つ以上の物理的コンピューティングデバイスは、例えば、関与する計算の
量もしくは複雑性に起因して、または結果を実質的にリアルタイムで提供するために、機
能性を実施する必要があり得る。例えば、動画またはビデオは、多くのフレームを含み、
各フレームは、数百万のピクセルを有し得、具体的にプログラムされたコンピュータハー



(54) JP 6814279 B2 2021.1.13

10

20

30

40

50

ドウェアは、商業的に妥当な時間量において所望の画像処理タスクまたは用途を提供する
ようにビデオデータを処理する必要がある。
【０２４３】
　コードモジュールまたは任意のタイプのデータは、ハードドライブ、ソリッドステート
メモリ、ランダムアクセスメモリ（ＲＡＭ）、読み取り専用メモリ（ＲＯＭ）、光学ディ
スク、揮発性もしくは不揮発性記憶装置、同一物の組み合わせ等を含む物理的コンピュー
タ記憶装置等の任意のタイプの非一過性コンピュータ読み取り可能な媒体上に記憶され得
る。方法およびモジュール（またはデータ）はまた、無線ベースおよび有線／ケーブルベ
ースの媒体を含む種々のコンピュータ読み取り可能な伝送媒体上で生成されたデータ信号
として（例えば、搬送波または他のアナログもしくはデジタル伝搬信号の一部として）伝
送され得、種々の形態（例えば、単一もしくは多重化アナログ信号の一部として、または
複数の個別的なデジタルパケットもしくはフレームとして）をとり得る。開示されるプロ
セスまたはプロセスステップの結果は、任意のタイプの非一過性有形コンピュータ記憶装
置内に持続的もしくは別様に記憶され得るか、またはコンピュータ読み取り可能な伝送媒
体を介して通信され得る。
【０２４４】
　本明細書に説明される、および／または添付される図に描写されるフロー図における任
意のプロセス、ブロック、状態、ステップ、もしくは機能性は、プロセスにおいて具体的
機能（例えば、論理もしくは算術）またはステップを実装するための１つ以上の実行可能
命令を含むコードモジュール、セグメント、またはコードの一部を潜在的に表すものとし
て理解されたい。種々のプロセス、ブロック、状態、ステップ、または機能性は、組み合
わせられる、再配列される、追加される、削除される、修正される、または別様に本明細
書に提供される例証的例から変更されることができる。いくつかの実施形態では、追加の
または異なるコンピューティングシステムもしくはコードモジュールが、本明細書に説明
される機能性のいくつかまたは全てを実施し得る。本明細書に説明される方法およびプロ
セスは、任意の特定のシーケンスに限定されず、それに関連するブロック、ステップ、ま
たは状態は、適切な他のシーケンスで、例えば、連続して、並行して、またはある他の様
式で実施されることもできる。タスクまたはイベントが、開示される例示的実施形態に追
加されるか、またはそれから除去され得る。さらに、本明細書に説明される実装における
種々のシステムコンポーネントの分離は、例証を目的とし、全ての実装においてそのよう
な分離を要求するものとして理解されるべきではない。説明されるプログラムコンポーネ
ント、方法、およびシステムは、概して、単一のコンピュータ製品においてともに統合さ
れる、または複数のコンピュータ製品にパッケージ化され得ることを理解されたい。多く
の実装変形例が、可能である。
【０２４５】
　プロセス、方法、およびシステムは、ネットワーク（または分散）コンピューティング
環境において実装され得る。ネットワーク環境は、企業全体コンピュータネットワーク、
イントラネット、ローカルエリアネットワーク（ＬＡＮ）、広域ネットワーク（ＷＡＮ）
、パーソナルエリアネットワーク（ＰＡＮ）、クラウドコンピューティングネットワーク
、クラウドソースコンピューティングネットワーク、インターネット、およびワールドワ
イドウェブを含む。ネットワークは、有線もしくは無線ネットワークまたは任意の他のタ
イプの通信ネットワークであり得る。
【０２４６】
　本開示のシステムおよび方法の各々は、いくつかの革新的側面を有し、そのうちのいか
なるものも、本明細書に開示される望ましい属性に単独で関与しない、またはそのために
要求されない。上で説明される種々の特徴およびプロセスは、互いに独立して使用され得
るか、または種々の方法で組み合わせられ得る。全ての可能な組み合わせおよび副次的組
み合わせが、本開示の範囲内に該当することが意図される。本開示に説明される実装の種
々の修正が、当業者に容易に明白であり得、本明細書に定義される一般原理は、本開示の
精神または範囲から逸脱することなく、他の実装に適用され得る。したがって、請求項は
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、本明細書に示される実装または実施形態に限定されることを意図されず、本明細書に開
示される本開示、原理、および新規の特徴と一貫する最も広い範囲を与えられるべきであ
る。
【０２４７】
　別個の実装または実施形態の文脈において本明細書に説明されるある特徴は、単一の実
装または実施形態における組み合わせにおいて実装されることもできる。逆に、単一の実
装または実施形態の文脈において説明される種々の特徴も、複数の実装または実施形態に
おいて別個に、もしくは任意の好適な副次的組み合わせにおいて実装されることができる
。さらに、特徴がある組み合わせにおいて作用するものとして上で説明され、さらに、そ
のようなものとして最初に請求され得るが、請求される組み合わせからの１つ以上の特徴
は、いくつかの場合では、組み合わせから削除されることができ、請求される組み合わせ
は、副次的組み合わせまたは副次的組み合わせの変形例を対象とし得る。いかなる単一の
特徴または特徴のグループも、あらゆる実施形態に必要もしくは必須ではない。
【０２４８】
　とりわけ、「～できる（ｃａｎ）」、「～し得る（ｃｏｕｌｄ）」、「～し得る（ｍｉ
ｇｈｔ）」、「～し得る（ｍａｙ）」、「例えば（ｅ．ｇ．）」等等、本明細書で使用さ
れる条件文は、別様に具体的に記載されない限り、または使用されるような文脈内で別様
に理解されない限り、概して、ある実施形態がある特徴、要素、および／またはステップ
を含む一方、他の実施形態がそれらを含まないことを伝えることが意図される。したがっ
て、そのような条件文は、概して、特徴、要素、および／もしくはステップが、１つ以上
の実施形態に対していかようにも要求されること、または１つ以上の実施形態が、著者の
入力または促しの有無を問わず、これらの特徴、要素、および／もしくはステップが任意
の特定の実施形態において含まれる、もしくは実施されるべきかどうかを決定するための
論理を必然的に含むことを示唆することを意図されない。用語「～を備えている」、「～
を含む」、「～を有する」等は、同義語であり、非限定的方式で包括的に使用され、追加
の要素、特徴、行為、動作等を除外しない。また、用語「または」は、その包括的意味に
おいて使用され（およびその排他的意味において使用されず）、したがって、例えば、要
素のリストを接続するために使用されると、用語「または」は、リスト内の要素のうちの
１つ、いくつか、または全てを意味する。加えて、本願および添付される請求項で使用さ
れるような冠詞「ａ」、「ａｎ」、および「ｔｈｅ」は、別様に規定されない限り、「１
つ以上の」もしくは「少なくとも１つ」を意味するように解釈されるべきである。
【０２４９】
　本明細書で使用されるように、項目のリスト「のうちの少なくとも１つ」を指す語句は
、単一の要素を含む、それらの項目の任意の組み合わせを指す。ある例として、「Ａ、Ｂ
、またはＣのうちの少なくとも１つ」は、Ａ、Ｂ、Ｃ、ＡおよびＢ、ＡおよびＣ、Ｂおよ
びＣ、ならびにＡ、Ｂ、およびＣを対象とすることが意図される。語句「Ｘ、Ｙ、および
Ｚのうちの少なくとも１つ」等の接続文は、別様に具体的に記載されない限り、概して、
項目、用語等がＸ、Ｙ、またはＺのうちの少なくとも１つであり得ることを伝えるために
使用されるような文脈で別様に理解される。したがって、そのような接続文は、概して、
ある実施形態が、Ｘのうちの少なくとも１つ、Ｙのうちの少なくとも１つ、およびＺのう
ちの少なくとも１つがそれぞれ存在するように要求することを示唆することを意図されな
い。
【０２５０】
　同様に、動作は、特定の順序で図面に描写され得るが、それは、望ましい結果を達成す
るために、そのような動作が示される特定の順序で、もしくは連続的順序で実施される、
または全ての図示される動作が実施される必要はないと認識されるべきである。さらに、
図面は、フローチャートの形態で１つ以上の例示的プロセスを図式的に描写し得る。しか
しながら、描写されない他の動作も、図式的に図示される例示的方法およびプロセス内に
組み込まれることができる。例えば、１つ以上の追加の動作が、図示される動作のいずれ
かの前、その後に、それと同時に、またはその間に実施されることができる。加えて、動
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作は、他の実装において再配列される、または再順序付けられ得る。ある状況では、マル
チタスクおよび並列処理が、有利であり得る。さらに、上で説明される実装における種々
のシステムコンポーネントの分離は、全ての実装におけるそのような分離を要求するもの
として理解されるべきではなく、説明されるプログラムコンポーネントおよびシステムは
、概して、単一のソフトウェア製品においてともに統合される、または複数のソフトウェ
ア製品にパッケージ化され得ることを理解されたい。加えて、他の実装も、以下の請求項
の範囲内である。いくつかの場合では、請求項に列挙されるアクションは、異なる順序で
実施され、依然として、望ましい結果を達成することができる。
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