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C (57) Abstract: The present document relates to audio source coding systems. In particular, the present document relates to audio 
source coding systems which make use of linear prediction in combination with a filterbank. A method for estimating a first sample 
(615) of a first subband signal in a first subband of an audio signal is described. The first subband signal of the audio signal is de 
termined using an analysis filterbank (612) comprising a plurality of analysis filters which provide a plurality of subband signals in a 
plurality of subbands from the audio signal, respectively. The method comprises determining a model parameter (613) of a signal 

f4 model;determining a prediction coefficient to be applied to a previous sample (614) of a first decoded subband signals derived from 
the first subband signal, based on the signal model, based on the model parameter (613) and based on the analysis filterbank (612); 
wherein a time slot of the previous sample (614) is prior to a time slot of the first sample (615); and determining an estimate of the 
first sample (615) by applying the prediction coefficient to the previous sample (614).



1 

MODEL BASED PREDICTION IN A CRITICALLY SAMPLED FILTERBANK 

TECHNICAL FIELD 

5 The present document relates to audio source coding systems. In particular, the present document 

relates to audio source coding systems which make use of linear prediction in combination with a 

filterbank.  

BACKGROUND 

Any discussion of the prior art throughout the specification should in no way be considered as an 

[0 admission that such prior art is widely known or forms part of common general knowledge in the 

field.  

There are two important signal processing tools applied in systems for source coding of audio signals, 

namely critically sampled filterbanks and linear prediction. Critically sampled filterbanks (e.g.  

modified discrete cosine transform, MDCT, based filterbanks) enable direct access to time-frequency 

[5 representations where perceptual irrelevancy and signal redundancy can be exploited. Linear 

prediction enables the efficient source modeling of audio signals, in particular of speech signals. The 

combination of the two tools, i.e. the use of prediction in the subbands of a filterbank, has mainly 

been used for high bit rate audio coding. For low bit rate coding, a challenge with prediction in the 

subbands is to keep the cost (i.e. the bit rate) for the description of the predictors low. Another 

!0 challenge is to control the resulting noise shaping of the prediction error signal obtained by a subband 

predictor.  

US2006/0015329A1 describes a method for audio coding which makes use of a waveform 

synthesizer to generate a set of predicted samples of an audio signal.  

For the challenge of encoding the description of the subband predictor in a bit-efficient manner, a 

25 possible path is to estimate the predictor from previously decoded portions of the audio signal and to 

thereby avoid the cost of a predictor description altogether. If the predictor can be determined from 

previously decoded portions of the audio signal, the predictor can be determined at the encoder and at 

the decoder, without the need of transmitting a predictor description from the encoder to the decoder.  

This scheme is referred to as a backwards adaptive prediction scheme. However, the backwards 

30 adaptive prediction scheme typically degrades significantly when the bit rate of the encoded audio 

signal decreases. An alternative or additional path to the efficient encoding of a subband predictor is 

to identify a more natural predictor description, e.g. a description which exploits the inherent 

structure of the to-be-encoded audio signal. For instance, low bit rate speech coding typically applies 

a forward adaptive scheme based on a compact representation of a short term predictor (exploiting 

35 short term correlations) and a long time predictor (exploiting long term correlations due to an 

underlying pitch of the speech signal).
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For the challenge of controlling the noise shaping of the prediction error signal, it is observed that 

while the noise shaping of a predictor may be well controlled inside of a subband, the final output 

audio signal of the encoder typically exhibits alias artifacts (except for audio signals exhibiting a 

substantially flat spectral noise shape).  

5 An important case of a subband predictor is the implementation of long term prediction in a 

filterbank with overlapping windows. A long term predictor typically exploits the redundancies in 

periodic and near periodic audio signals (such as speech signals exhibiting an inherent pitch), and 

may be described with a single or a low number of prediction parameters. The long term predictor 

may be defined in continuous time by means of a delay which reflects the periodicity of the audio 

t0 signal. When this delay is large compared to the length of the filterbank window, the long term 

predictor can be implemented in the discrete time domain by means of a shift or a fractional delay 

and may be converted back into a causal predictor in the subband domain. Such a long term predictor 

typically does not exhibit alias artifacts, but there is a significant penalty in computational complexity 

caused by the need for additional filterbank operations for the conversion from the time domain to the 

[5 subband domain. Furthermore, the approach of determining the delay in the time domain and of 

converting the delay into a subband predictor is not applicable for the case where the period of the to

be-encoded audio signal is comparable or smaller than the filterbank window size.  

At least some embodiments of the present invention as disclosed in the present document address the 

above mentioned shortcomings of subband prediction. In particular, the present document describes 

!0 methods and systems which allow for a bit-rate efficient description of subband predictors and/or 

which allow for a reduction of alias artifacts caused by subband predictors. In particular, the method 

and systems described in the present document enable the implementation of low bit rate audio 

coders using subband prediction, which cause a reduced level of aliasing artifacts.  

SUMMARY 

25 The present document describes methods and systems which improve the quality of audio source 

coding employing prediction in the subband domain of a critically sampled filterbank. The methods 

and systems may make use of a compact description of subband predictors, wherein the description is 

based on signal models. Alternatively or in addition, the methods and systems may make use of an 

efficient implementation of predictors directly in the subband domain. Alternatively or in addition, 

30 the methods and systems may make use of cross subband predictor terms, as described in the present 

document, to allow for a reduction of alias artifacts.  

As outlined in the present document, the compact description of subband predictors may comprise 

the frequency of a sinusoid, the period of a periodical signal, a slightly inharmonic spectrum as 

encountered for the vibration of a stiff string, and/or a multitude of pitches for a polyphonic signal. It 

35 is shown that for the case of a long term predictor, the periodical signal model provides high quality 

causal predictors for a range of lag parameters (or delays) that includes values which are shorter 

and/or longer than the window size of the filterbank. This means that a periodical signal model may
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be used to implement a long term subband predictor in an efficient manner. A seamless transition is 

provided from sinusoidal model based prediction to the approximation of an arbitrary delay.  

The direct implementation of predictors in the subband domain enables explicit access to perceptual 

characteristics of the produced quantization distortions. Furthermore, the implementation of 

5 predictors in the subband domain enables access to numerical properties such as the prediction gain 

and the dependence of the predictors on the parameters. For instance, a signal model based analysis 

can reveal that the prediction gain is only significant in a subset of the considered subbands, and the 

variation of the predictor coefficients as a function of the parameter chosen for transmission can be 

helpful in the design of parameter formats, as well as efficient encoding algorithms. Moreover, the 

[0 computational complexity may be reduced significantly compared to predictor implementations that 

rely on the use of algorithms operating both in the time domain and in the subband domain. In 

particular, the methods and systems described in the present document may be used to implement 

subband prediction directly in the subband domain without the need for determining and applying a 

predictor (e.g. a long term delay) in the time domain.  

[5 The use of cross-subband terms in the subband predictors enables significantly improved frequency 

domain noise shaping properties compared to in-band predictors (which solely rely on in-band 

prediction). By doing this, aliasing artifacts can be reduced, thereby enabling the use of subband 

prediction for relatively low bit rate audio coding systems.  

According to an aspect, a method for estimating a first sample of a first subband of an audio signal is 

!0 described. The first subband of the audio signal may have been determined using an analysis 

filterbank comprising a plurality of analysis filters which provide a plurality of subband signals in a 

plurality of subbands, respectively, from the audio signal. The time domain audio signal may be 

submitted to an analysis filterbank, thereby yielding a plurality of subband signals in a plurality of 

subbands. Each of the plurality of subbands typically covers a different frequency range of the audio 

25 signal, thereby providing access to different frequency components of the audio signal. The plurality 

of subbands may have an equal or a uniform subband spacing. The first subband corresponds to one 

of the plurality of subbands provided by the analysis filterbank.  

The analysis filterbank may have various properties. A synthesis filterbank comprising a plurality of 

synthesis filters may have similar or the same properties. The properties described for the analysis 

30 filterbank and the analysis filters are also applicable to the properties of the synthesis filterbank and 

the synthesis filters. Typically, the combination of analysis filterbank and synthesis filterbank allow 

for a perfect reconstruction of the audio signal. The analysis filters of the analysis filterbank may be 

shift-invariant with respect to one another. Alternatively or in addition, the analysis filters of the 

analysis filterbank may comprise a common window function. In particular, the analysis filters of the 

35 analysis filterbank may comprise differently modulated versions of the common window function. In 

an embodiment, the common window function is modulated using a cosine function, thereby yielding 

a cosine modulated analysis filterbank. In particular, the analysis filterbank may comprise (or may
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correspond to) one or more of: an MDCT, a QMF, and/or an ELT transform. The common window 

function may have a finite duration K. The duration of the common window function may be such that 

succeeding samples of a subband signal are determined using overlapping segments of the time 

domain audio signal. As such, the analysis filterbank may comprise an overlapped transform. The 

5 analysis filters of the analysis filterbank may form an orthogonal and/or an orthonormal basis. As a 

further property, the analysis filterbank may correspond to a critically sampled filterbank. In 

particular, the number of samples of the plurality of subband signals may correspond to the number of 

samples of the time domain audio signal.  

The method may comprise determining a model parameter of a signal model. It should be noted that 

[0 the signal model may be described using a plurality of model parameters. As such, the method may 

comprise determining the plurality of model parameters of the signal model. The model parameter(s) 

may be extracted from a received bitstream which comprises or which is indicative of the model 

parameter and of a prediction error signal. Alternatively, the model parameter(s) may be determined 

by fitting the signal model to the audio signal (e.g. on a frame by frame basis), e.g. using a means 

[5 square error approach.  

The signal model may comprise one or more sinusoidal model components. In such a case, the model 

parameter may be indicative of the one or more frequencies of the one or more sinusoidal model 

components. By way of example, the model parameter may be indicative of a fundamental frequency 

Q of a multi-sinusoidal signal model, wherein the multi-sinusoidal signal comprises sinusoidal model 

!0 components at frequencies which correspond to multiples qQ of the fundamental frequency Q. As 

such, the multi-sinusoidal signal model may comprise a periodic signal component, wherein the 

periodic signal component comprises a plurality of sinusoidal components and wherein the plurality 

of sinusoidal components have a frequency which is a multiple of the fundamental frequency Q. As 

will be shown in the present document, such a periodic signal component may be used to model a 

25 delay in the time domain (as used e.g. for long-term predictors). The signal model may comprise one 

or more model parameters which are indicative of a shift and/or a deviation of the signal model from a 

periodic signal model. The shift and/or deviation may be indicative of a deviation of the frequencies 

of the plurality of sinusoidal components of the periodic signal model from respective multiples qO of 

the fundamental frequency Q.  

30 The signal model may comprise a plurality of periodic signal components. Each of the periodic signal 

components may be described using one or more model parameters. The model parameters may be 

indicative of a plurality of fundamental frequencies Q,, ,_., Q, , of the plurality of periodic signal 

components. Alternatively or in addition, the signal model may be described by a pre-determined 

and/or an adjustable relaxation parameter (which may be one of the model parameters). The relaxation 

35 parameter may be configured to even out or to smoothen the line spectrum of a periodic signal 

component. Specific examples of signal models and associated model parameters are described in the
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embodiment section of the present document.  

The model parameter(s) may be determined such that a mean value of a squared prediction error 

signal is reduced (e.g. minimized). The prediction error signal may be determined based on the 

difference between the first sample and the estimate of the first sample. In particular, the mean value 

5 of the squared prediction error signal may be determined based on a plurality of succeeding first 

samples of the first subband signal and based on a corresponding plurality of estimated first samples.  

In particular, it is proposed in the present document, to model the audio signal or at least the first 

subband signal of the audio signal using a signal model which is described by one or more model 

parameters. The model parameters are used to determine the one or more prediction coefficients of a 

[0 linear predictor which determines a first estimated subband signal. The difference between the first 

subband signal and the first estimated subband signal yields a prediction error subband signal. The 

one or more model parameters may be determined such that the mean value of the squared prediction 

error subband signal is reduced (e.g. minimized).  

The method may further comprise determining a prediction coefficient to be applied to a previous 

[5 sample of a first decoded subband signal derived from the first subband signal. In particular, the 

previous sample may be determined by adding a (quantized version) of the prediction error signal to a 

corresponding sample of the first subband signal. The first decoded subband signal may be identical 

to the first subband signal (e.g. in case of a lossless encoder). A time slot of the previous sample is 

typically prior to a time slot of the first sample. In particular, the method may comprise determining 

!0 one or more prediction coefficients of a recursive (finite impulse response) prediction filter which is 

configured to determine the first sample of the first subband signal from one or more previous 

samples.  

The one or more prediction coefficients may be determined based on the signal model, based on the 

model parameter and based on the analysis filterbank. In particular, a prediction coefficient may be 

25 determined based on an analytical evaluation of the signal model and of the analysis filterbank. The 

analytical evaluation of the signal model and of the analysis filterbank may lead to the determination 

of a look-up table and/or of an analytical function. As such, the prediction coefficient may be 

determined using the look-up table and/or the analytical function, wherein the look-up table and/or the 

analytical function may be pre-determined based on the signal model and based on the analysis 

30 filterbank. The look-up table and/or the analytical function may provide the prediction coefficient(s) 

as a function of a parameter derived from the model parameter(s). The parameter derived from the 

model parameter may e.g. be the model parameter or may be obtained from the model parameter 

using a pre-determined function. As such, the one or more prediction coefficients may be determined 

in a computationally efficient manner using a pre-determined look-up table and/or analytical function 

35 which provide the one or more prediction coefficients in dependence (only) of the one or more 

parameters derived (only) from the one or more model parameters. Hence, the determination of a 

prediction coefficient may be reduced to the simple look up of an entry within a look-up table.
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As indicated above, the analysis filterbank may comprise or may exhibit a modulated structure. As a 

result of such a modulated structure, it is observed that the absolute value of the one or more 

prediction coefficients is independent of an index number of the first subband. This means that the 

look-up table and/or the analytical function may be shift-invariant (apart from a sign value) with 

5 regards to the index number of the plurality of subbands. In such cases, the parameter derived from 

the model parameter, i.e. the parameter which is entered to the look-up table and/or to the analytical 

function in order to determine the prediction coefficient may be derived by expressing the model 

parameter in a relative manner with respect to a subband of the plurality of subbands.  

As outlined above, the model parameter may be indicative of a fundamental frequency Q of a multi

[0 sinusoidal signal model (e.g. of a periodic signal model). In such cases, determining the prediction 

coefficient may comprise determining a multiple of the fundamental frequency Q which lies within 

the first subband. If a multiple of the fundamental frequency Q lies within the first subband, a relative 

offset of the multiple of the fundamental frequency Q from a center frequency of the first subband 

may be determined. In particular, the relative offset of the multiple of the fundamental frequency Q 

[5 which is closest to the center frequency of the first subband may be determined. The look-up table 

and/or the analytical function may be pre-determined such that the look-up table and/or the analytical 

function provide the prediction coefficient as a function of possible relative offsets from a center 

frequency of a subband (e.g. as a function of a normalized frequency f and/or as a function of a shift 

parameter e, as described in the present document). As such, the prediction coefficient may be 

!0 determined based on the look-up table and/or based on the analytical function using the determined 

relative offset. A pre-determined look-up table may comprise a limited number of entries for a limited 

number of possible relative offsets. In such a case, the determined relative offset may be rounded to 

the nearest possible relative offset from the limited number of possible relative offsets, prior to 

looking up the prediction coefficient from the look-up table.  

25 On the other hand, if no multiple of the fundamental frequency Q lies within the first subband, or 

rather, within an extended frequency range surrounding of the first subband, the prediction coefficient 

may be set to zero. In such cases, the estimate of the first sample may also be zero.  

Determining the prediction coefficient may comprise selecting one of a plurality of look-up tables 

based on the model parameter. By way of example, the model parameter may be indicative of a 

30 fundamental frequency 0 of a periodic signal model. The fundamental frequency 0 of a periodic 

signal model corresponds to a periodicity T of the periodic signal model. It is shown in the present 

document that in case of relatively small periodicities T, a periodic signal model converges towards a 

single-sinusoidal model. Furthermore, it is shown in the present document that in case of relatively 

large periodicities T, the look-up tables are slowly varying with the absolute value of T and mainly 

35 depend on the relative offset (i.e. on the shift parameter 0). As such, a plurality of look-up tables may 

be pre-determined for a plurality of different values of the periodicity T. The model parameter (i.e. the
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periodicity T) may be used to select an appropriate one of the plurality of look-up tables and the 

prediction coefficient may be determined based on the selected one of the plurality of look-up tables 

(using the relative offset, e.g. using the shift parameter 0). As such, a model parameter (representing 

e.g. the periodicity T) which may have a relatively high precision may be decoded into a pair of 

5 parameters (e.g. the periodicity T and the relative offset) at a reduced precision. The first parameter 

(e.g. the periodicity T) of the pair of parameters may be used to select a particular look-up table and 

the second parameter (e.g. the relative offset) may be used to identify an entry within the selected 

look-up table.  

The method may further comprise determining an estimate of the first sample by applying the 

[0 prediction coefficient to the previous sample. Applying the prediction coefficient to the previous 

sample may comprise multiplying the prediction coefficient with the value of the previous sample, 

thereby yielding the estimate of the first sample. Typically, a plurality of first samples of the first 

subband signal is determined by applying the prediction coefficient to a sequence of previous 

samples. Determining an estimate of the first sample may further comprise applying a scaling gain to 

[5 the prediction coefficient and/or to the first sample. The scaling gain (or an indication thereof may be 

used e.g. for long term prediction (LTP). In other words, the scaling gain may result from a different 

predictor (e.g. from a long term predictor). The scaling gain may be different for different subbands.  

Furthermore, the scaling gain may be transmitted as part of the encoded audio signal.  

As such, an efficient description of a subband predictor (comprising one or more prediction 

!0 coefficients) is provided by using a signal model which is described by a model parameter. The model 

parameter is used to determine the one or more prediction coefficients of the subband predictor. This 

means that an audio encoder does not need to transmit an indication of the one or more prediction 

coefficients, but an indication of the model parameter. Typically, the model parameter can be encoded 

more efficiently (i.e. with a lower number of bits) than the one or more prediction coefficients. Hence, 

25 the use of model based prediction enables low bit rate subband encoding.  

The method may further comprise determining a prediction mask indicative of a plurality of previous 

samples in a plurality of prediction mask support subbands. The plurality of prediction mask support 

subbands may comprise at least one of the plurality of subbands, which is different from the first 

subband. As such, the subband predictor may be configured to estimate a sample of the first subband 

30 signal from samples of one or more other subband signals from the plurality of subband signals, 

which are different from the first subband signal. This is referred to in the present document as cross

subband prediction. The prediction mask may define the arrangement of the plurality of previous 

samples (e.g. a time lag with respect to the time slot of the first sample and/or a subband index lag 

with respect to the index number of the first subband) which are used to estimate the first sample of 

35 the first subband signal.  

The method may proceed in determining a plurality of prediction coefficients to be applied to the 

plurality of previous samples. The plurality of prediction coefficients may be determined based on the
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signal model, based on the model parameter and based on the analysis filterbank (e.g. using the model 

based prediction schemes outlined above and in the present document). As such, the plurality of 

prediction coefficients may be determined using one or more model parameters. In other words, a 

limited number of model parameters may be sufficient to determine the plurality of prediction 

5 coefficients. This means that by using model based subband prediction, cross-subband prediction may 

be implemented in a bit-rate efficient manner.  

The method may comprise determining an estimate of the first sample by applying the plurality of 

prediction coefficients to the plurality of previous samples, respectively. Determining an estimate of 

[0 the first sample typically comprises determining the sum of the plurality of previous samples 

weighted by the plurality of respective prediction coefficients.  

As outlined above, the model parameter may be indicative of a periodicity T. The plurality of look-up 

tables, which is used to determine the one or more prediction coefficients, may comprise look-up 

tables for different values of periodicity T. In particular, the plurality of look-up tables may comprise 

[5 look-up tables for different values of periodicity T within the range of [Tmin, Tmax] at a pre

determined step size AT. As will be outlined in the present document, Tmin may be in the range of 

0.25 and Tmax may be in the range of 2.5. Tmin may be selected such that for T < Tmin, the audio 

signal can be modeled using a signal model comprising a single sinusoidal model component. Tmax 

may be selected such that for T > Tmax, the look-up tables for the periodicities Tmax to Tmax + 1 

!0 substantially correspond to the look-up tables for the periodicities Tmax - 1 to Tmax. The same 

applies typically for the periodicities Tmax + n to Tmax + n + 1, for n 0 in general.  

The method may comprise determining the selected look-up table as the look-up table for the 

periodicity T indicated by the model parameter. After having selected the look-up table comprising or 

indicating the one or more prediction coefficients, a look-up parameter may be used to identify the 

25 appropriate one or more entries within the selected look-up table, which indicate the one or more 

prediction coefficients, respectively. The look-up parameter may correspond to or may be derived 

from the shift parameter e.  
The method may comprise, for a model parameter indicative of a periodicity T > Tmax, determining a 

residual periodicity T, by subtracting an integer value from T, such that the residual periodicity T, lies 

30 in the range [Tmax - 1 , Tmax]. The look-up table for determining the prediction coefficient may then 

be determined as the look-up table for the residual periodicity Tr.  

The method may comprise, for a model parameter indicative of a periodicity T < Tmin, selecting the 

look-up table for determining the one or more prediction coefficients as the look-up table for the 

periodicity Tmin. Furthermore, the look-up parameter (e.g. the shift parameter 0) for identifying the 

35 one or more entries of the selected look-up table which provide the one or more prediction 

coefficients, may be scaled in accordance to the ratio Tmin/T. The one or more prediction coefficients
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may then be determined using the selected look-up table and the scaled look-up parameter. In 

particular, the one or more prediction coefficients may be determined based on the one or more entries 

of the selected look-up table corresponding to the scaled look-up parameter.  

As such, the number of look-up tables may be limited to a pre-determined range [Tmin, Tmax], thereby 

5 limiting the memory requirements of an audio encoder / decoder. Nevertheless, the prediction 

coefficients may be determined for all possible values of the periodicity T using the pre-determined 

look-up tables, thereby enabling a computationally efficient implementation of an audio encoder / 

decoder.  

According to a further aspect, a method for estimating a first sample of a first subband signal of an 

[0 audio signal is described. As outlined above, the first subband signal of the audio signal may be 

determined using an analysis filterbank comprising a plurality of analysis filters which provide a 

plurality of subband signals in a plurality of subbands, respectively, from the audio signal. The 

features described above are also applicable to the method described below.  

The method comprises determining a prediction mask indicative of a plurality of previous samples in 

[5 a plurality of prediction mask support subbands. The plurality of prediction mask support subbands 

comprises at least one of the plurality of subbands, which is different from the first subband. In 

particular, the plurality of prediction mask support subbands may comprise the first subband and/or 

the plurality of prediction mask support subbands may comprise one or more of the plurality of 

subbands directly adjacent to the first subband.  

!0 The method may further comprise determining a plurality of prediction coefficients to be applied to 

the plurality of previous samples. The plurality of previous samples is typically derived from the 

plurality of subband signals of the audio signal. In particular, the plurality of previous samples 

typically corresponds to the samples of a plurality of decoded subband signals. The plurality of 

prediction coefficients may correspond to the prediction coefficients of a recursive (finite impulse 

25 response) prediction filter which also takes into account one or more samples of subands which are 

different from the first subband. An estimate of the first sample may be determined by applying the 

plurality of prediction coefficients to the plurality of previous samples, respectively. As such, the 

method enables subband prediction using one or more samples from other (e.g. adjacent) subbands.  

By doing this, aliasing artifacts caused by subband prediction based coders may be reduced.  

30 The method may further comprise determining a model parameter of a signal model. The plurality of 

prediction coefficients may be determined based on the signal model, based on the model parameter 

and based on the analysis filterbank. As such, the plurality of prediction coefficients may be 

determined using model-based prediction as described in the present document. In particular, the 

plurality of prediction coefficients may be determined using a look-up table and/or an analytical 

35 function. The look-up table and/or the analytical function may be pre-determined based on the signal 

model and based on the analysis filterbank. Furthermore, the look-up table and/or the analytical 

function may provide the plurality of prediction coefficients (only) as a function of a parameter
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derived from the model parameter. Hence, the model parameter may directly provide the plurality of 

prediction coefficients using the look-up table and/or the analytical function. As such, the model 

parameter may be used to efficiently describe the coefficient of a cross-subband predictor.  

According to a further aspect, a method for encoding an audio signal is described. The method may 

5 comprise determining a plurality of subband signals from the audio signal using an analysis filterbank 

comprising a plurality of analysis filters. The method may proceed in estimating samples of the 

plurality of subband signals using any one of the prediction methods described in the present 

document, thereby yielding a plurality of estimated subband signals. Furthermore, samples of a 

plurality of prediction error subband signals may be determined based on corresponding samples of 

[0 the plurality of subband signals and samples of the plurality of estimated subband signals. The method 

may proceed in quantizing the plurality of prediction error subband signals, and in generating an 

encoded audio signal. The encoded audio signal may be indicative of (e.g. may comprise) the plurality 

of quantized prediction error subband signals. Furthermore, the encoded signal may be indicative of 

(e.g. may comprise) one or more parameters used for estimating the samples of the plurality of 

[5 estimated subband signals, e.g. indicative of one or more model parameters used for determining one 

or more prediction coefficients which are then used for estimating the samples of the plurality of 

estimated subband signals.  

According to another aspect, a method for decoding an encoded audio signal is described. The 

encoded audio signal is typically indicative of a plurality of quantized prediction error subband 

!0 signals and of one or more parameters to be used for estimating samples of a plurality of estimated 

subband signals. The method may comprise de-quantizing the plurality of quantized prediction error 

subband signals, thereby yielding a plurality of de-quantized prediction error subband signals.  

Furthermore, the method may comprise estimating samples of the plurality of estimated subband 

signals using any of the prediction methods described in the present document. Samples of a plurality 

25 of decoded subband signals may be determined based on corresponding samples of the plurality of 

estimated subband signals and based on samples of the plurality of de-quantized prediction error 

subband signals. A decoded audio signal may be determined from the plurality of decoded subband 

signals using a synthesis filterbank comprising a plurality of synthesis filters.  

According to a further aspect, a system configured to estimate one or more first samples of a first 

30 subband signal of an audio signal is described. The first subband signal of the audio signal may be 

determined using an analysis filterbank comprising a plurality of analysis filters which provide a 

plurality of subband signals from the audio signal in a plurality of respective subbands. The system 

may comprise a predictor calculator configured to determine a model parameter of a signal model.  

Furthermore, the predictor calculator may be configured to determine one or more prediction 

35 coefficients to be applied to one or more previous samples of a first decoded subband signal derived 

from the first subband signal. As such, the predictor calculator may be configured to determine one or 

more prediction coefficients of a recursive prediction filter, notably of a recursive subband prediction
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filter. The one or more prediction coefficients may be determined based on the signal model, based on 

the model parameter and based on the analysis filterbank (e.g. using the model-based prediction 

methods described in the present document). Time slots of the one or more previous samples are 

typically prior to time slots of the one or more first samples. The system may further comprise a 

5 subband predictor configured to determine an estimate of the one or more first samples by applying 

the one or more prediction coefficients to the one or more previous samples.  

According to another aspect, a system configured to estimate one or more first samples of a first 

subband signal of an audio signal is described. The first suband signal corresponds to a first subband 

of a plurality of subbands. The first subband signal is typically determined using an analysis filterbank 

[0 comprising a plurality of analysis filters which provide a plurality of subband signals for the plurality 

of subbands, respectively. The system comprises a predictor calculator configured to determine a 

prediction mask indicative of a plurality of previous samples in a plurality of prediction mask support 

subbands. The plurality of prediction mask support subbands comprises at least one of the plurality of 

subbands, which is different from the first subband. The predictor calculator is further configured to 

[5 determine a plurality of prediction coefficients (or a recursive prediction filter) to be applied to the 

plurality of previous samples. Furthermore, the system comprises a subband predictor configured to 

determine an estimate of the one or more first samples by applying the plurality of prediction 

coefficients to the plurality of previous samples, respectively.  

According to another aspect, an audio encoder configured to encode an audio signal is described. The 

!0 audio encoder comprises an analysis filterbank configured to determine a plurality of subband signals 

from the audio signal using a plurality of analysis filters. Furthermore, the audio encoder comprises a 

predictor calculator and a subband predictor as described in the present document, which are 

configured to estimate samples of the plurality of subband signals, thereby yielding a plurality of 

estimated subband signals. In addition, the encoder may comprise a difference unit configured to 

25 determine samples of a plurality of prediction error subband signals based on corresponding samples 

of the plurality of subband signals and of the plurality of estimated subband signals. A quantizing unit 

may be used to quantize the plurality of prediction error subband signals. Furthermore, a bitstream 

generation unit may be configured to generate an encoded audio signal indicative of the plurality of 

quantized prediction error subband signals and of one or more parameters (e.g. one or more model 

30 parameters) used for estimating the samples of the plurality of estimated subband signals.  

According to a further aspect, an audio decoder configured to decode an encoded audio signal is 

described. The encoded audio signal is indicative of (e.g. comprises) the plurality of quantized 

prediction error subband signals and one or more parameters used for estimating samples of a 

plurality of estimated subband signals. The audio decoder may comprise an inverse quantizer 

35 configured to de-quantizing the plurality of quantized prediction error subband signals, thereby 

yielding a plurality of de-quantized prediction error subband signals. Furthermore, the decoder 

comprises a predictor calculator and a subband predictor as described in the present document, which
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are configured to estimate samples of the plurality of estimated subband signals. A summing unit may 

be used to determine samples of a plurality of decoded subband signals based on corresponding 

samples of the plurality of estimated subband signals and based on samples of the plurality of de

quantized prediction error subband signals. Furthermore, a synthesis filterbank may be used to 

5 determine a decoded audio signal from the plurality of decoded subband signals using a plurality of 

synthesis filters.  

According to a further aspect, a software program is described. The software program may be 

adapted for execution on a processor and for performing the method steps outlined in the present 

document when carried out on the processor.  

[0 According to another aspect, a storage medium is described. The storage medium may comprise a 

software program adapted for execution on a processor and for performing the method steps outlined 

in the present document when carried out on the processor.  

According to a further aspect, a computer program product is described. The computer program may 

comprise executable instructions for performing the method steps outlined in the present document 

[5 when executed on a computer.  

One embodiment of the present invention provides a method for estimating a first sample of a first 

subband signal in a first subband of an audio signal; wherein the first subband signal of the audio 

signal is determined using an analysis filterbank comprising a plurality of analysis filters which 

provide a plurality of subband signals in a plurality of subbands from the audio signal, respectively, 

!0 the method comprising 

- determining a model parameter of a signal model; 

- determining a prediction coefficient to be applied to a previous sample of a first decoded 

subband signal derived from the first subband signal, based on the signal model, based on the 

model parameter and based on the analysis filterbank; wherein a time slot of the previous 

25 sample is prior to a time slot of the first sample; and 

- determining an estimate of the first sample by applying the prediction coefficient to the 

previous sample.  

One embodiment of the present invention provides a method for estimating a first sample of a first 

subband signal in a first subband of an audio signal; wherein the first subband signal of the audio 

30 signal is determined using an analysis filterbank comprising a plurality of analysis filters which 

provide a plurality of subband signals in a plurality of subbands from the audio signal, respectively, 

the method comprising 

- determining a prediction mask indicative of a plurality of previous samples in a plurality of 

prediction mask support subbands; wherein the plurality of prediction mask support subbands 

35 comprise at least one of the plurality of subbands different from the first subband;
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- determining a plurality of prediction coefficients to be applied to the plurality of previous 

samples; and 

- determining an estimate of the first sample by applying the plurality of prediction 

coefficients to the plurality of previous samples, respectively.  

5 One embodiment of the present invention provides a method for encoding an audio signal, the 

method comprising 

- determining a plurality of subband signals from the audio signal using an analysis filterbank 

comprising a plurality of analysis filters; 

- estimating samples of the plurality of subband signals using the method as herein described, 

[0 thereby yielding a plurality of estimated subband signals; 

- determining samples of a plurality of prediction error subband signals based on 

corresponding samples of the plurality of subband signals and the samples of the plurality of 

estimated subband signals; 

- quantizing the plurality of prediction error subband signals; and 

[5 - generating an encoded audio signal indicative of the plurality of quantized prediction error 

subband signals and of one or more parameters used for estimating the samples of the 

plurality of estimated subband signals.  

One embodiment of the present invention provides a method for decoding an encoded audio signal; 

wherein the encoded audio signal is indicative of a plurality of quantized prediction error subband 

!0 signals and of one or more parameters to be used for estimating samples of a plurality of estimated 

subband signals; the method comprising 

- de-quantizing the plurality of quantized prediction error subband signals, thereby yielding a 

plurality of de-quantized prediction error subband signals; 

- estimating samples of the plurality of estimated subband signals using the method as herein 

25 described; 

- determining samples of a plurality of decoded subband signals based on corresponding 

samples of the plurality of estimated subband signals and samples of the plurality of de

quantized prediction error subband signals; and 

- determining a decoded audio signal from the plurality of decoded subband signals using a 

30 synthesis filterbank comprising a plurality of synthesis filters.  

One embodiment of the present invention provides a system configured to estimate one or more first 

samples of a first subband signal of an audio signal; wherein the first subband signal of the audio 

signal is determined using an analysis filterbank comprising a plurality of analysis filters which 

provide a plurality of subband signals from the audio signal, respectively; wherein the system 

35 comprises
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- a predictor calculator configured to determine a model parameter of a signal model; and 

configured to determine one or more prediction coefficients to be applied to one or more 

previous samples of a first decoded subband signal derived from the first subband signal; 

wherein the one or more prediction coefficients are determined based on the signal model, 

5 based on the model parameter and based on the analysis filterbank; wherein time slots of the 

one or more previous samples are prior to time slots of the one or more first samples; and 

- a subband predictor configured to determine an estimate of the one or more first samples by 

applying the one or more prediction coefficients to the one or more previous samples.  

One embodiment of the present invention provides a system configured to estimate one or more first 

[0 samples of a first subband signal of an audio signal; wherein the first suband signal corresponds to a 

first subband; wherein the first subband signal is determined using an analysis filterbank comprising 

a plurality of analysis filters which provide a plurality of subband signals in a plurality of subbands, 

respectively; wherein the system comprises 

- a predictor calculator configured to determine a prediction mask indicative of a plurality of 

[5 previous samples in a plurality of prediction mask support subbands; wherein the plurality of 

prediction mask support subbands comprises at least one of the plurality of subbands 

different from the first subband; wherein the predictor calculator is further configured to 

determine a plurality of prediction coefficients to be applied to the plurality of previous 

samples; and 

!0 - a subband predictor configured to determine an estimate of the one or more first samples by 

applying the plurality of prediction coefficients to the plurality of previous samples, 

respectively.  

One embodiment of the present invention provides an audio encoder configured to encode an audio 

signal, the audio encoder comprising 

25 - an analysis filterbank configured to determine a plurality of subband signals from the audio 

signal using a plurality of analysis filters; 

- a system as herein described configured to estimate samples of the plurality of subband 

signals, thereby yielding a plurality of estimated subband signals; 

- a difference unit configured to determine samples of a plurality of prediction error subband 

30 signals based on corresponding samples of the plurality of subband signals and of the 

plurality of estimated subband signals; 

- a quantizing unit configured to quantize the plurality of prediction error subband signals; and 

- a bitstream generation unit configured to generate an encoded audio signal indicative of the 

plurality of quantized prediction error subband signals and of one or more parameters used 

35 for estimating the samples of the plurality of estimated subband signals.
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One embodiment of the present invention provides an audio decoder configured to decode an 

encoded audio signal; wherein the encoded audio signal is indicative of the plurality of quantized 

prediction error subband signals and one or more parameters used for estimating samples of a 

plurality of estimated subband signals; wherein the audio decoder comprises 

5 - an inverse quantizer configured to de-quantizing the plurality of quantized prediction error 

subband signals, thereby yielding a plurality of de-quantized prediction error subband 

signals; 

- a system as herein described, configured to estimate samples of the plurality of estimated 

subband signals; 

[0 - a summing unit configured to determine samples of a plurality of decoded subband signals 

based on corresponding samples of the plurality of estimated subband signals and based on 

samples of the plurality of de-quantized prediction error subband signals; and 

- a synthesis filterbank configured to determine a decoded audio signal from the plurality of 

decoded subband signals using a plurality of synthesis filters.  

[5 One embodiment of the present invention provides a method for estimating a first sample of a first 

subband signal in a first subband of an audio signal; wherein the first subband signal of the audio 

signal is determined using an analysis filterbank comprising a plurality of analysis filters which 

provide a plurality of subband signals in a plurality of subbands from the audio signal, respectively, 

the method comprising 

!0 - determining a model parameter of a signal model; 

- determining a prediction coefficient to be applied to a previous sample of a first decoded 

subband signal derived from the first subband signal, based on the signal model, based on the 

model parameter and based on the analysis filterbank; wherein a time slot of the previous 

sample is prior to a time slot of the first sample; and 

25 - determining an estimate of the first sample by applying the prediction coefficient to the 

previous sample; 

wherein 

- determining the prediction coefficient comprises determining the prediction coefficient using 

a look-up table or an analytical function; 

30 - the look-up table or the analytical function provide the prediction coefficient as a function of 

a parameter derived from the model parameter; and 

- the look-up table or the analytical function are pre-determined based on the signal model and 

based on the analysis filterbank.  

One embodiment of the present invention provides a system configured to estimate one or more first 

35 samples of a first subband signal of an audio signal; wherein the first subband signal of the audio 

signal is determined using an analysis filterbank comprising a plurality of analysis filters which
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provide a plurality of subband signals from the audio signal, respectively; wherein the system 

comprises 

- a predictor calculator configured to determine a model parameter of a signal model; and 

configured to determine one or more prediction coefficients to be applied to one or more 

5 previous samples of a first decoded subband signal derived from the first subband signal; 

wherein the one or more prediction coefficients are determined based on the signal model, 

based on the model parameter and based on the analysis filterbank; wherein time slots of the 

one or more previous samples are prior to time slots of the one or more first samples; and 

- a subband predictor configured to determine an estimate of the one or more first samples by 

[0 applying the one or more prediction coefficients to the one or more previous samples; 

wherein 

- determining the prediction coefficient comprises determining the prediction coefficient using 

a look-up table or an analytical function; 

- the look-up table or the analytical function provide the prediction coefficient as a function of 

[5 a parameter derived from the model parameter; and 

- the look-up table or the analytical function are pre-determined based on the signal model and 

based on the analysis filterbank.  

It should be noted that the methods and systems including its preferred embodiments as outlined in 

the present patent application may be used stand-alone or in combination with the other methods and 

!0 systems disclosed in this document. Furthermore, all aspects of the methods and systems outlined in 

the present patent application may be arbitrarily combined. In particular, the features of the claims 

may be combined with one another in an arbitrary manner.  

Unless the context clearly requires otherwise, throughout the description and the claims, the words 

"comprise", "comprising", and the like are to be construed in an inclusive sense as opposed to an 

25 exclusive or exhaustive sense; that is to say, in the sense of "including, but not limited to".  

SHORT DESCRIPTION OF THE FIGURES 

The present invention is described below by way of illustrative examples, not limiting the scope or 

spirit of the invention, with reference to the accompanying drawings, in which: 

Fig. 1 depicts the block diagram of an example audio decoder applying linear prediction in a 

30 filterbank domain (i.e. in a subband domain); 

Fig. 2 shows example prediction masks in a time frequency grid; 

Fig. 3 illustrates example tabulated data for a sinusoidal model based predictor calculator; 

Fig. 4 illustrates example noise shaping resulting from in-band subband prediction; 

Fig. 5 illustrates example noise shaping resulting from cross-band subband prediction; and 

35 Fig. 6a depicts an example two-dimensional quantization grid underlying the tabulated data for a 

periodic model based predictor calculation;
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Fig. 6b illustrates the use of different prediction masks for different ranges of signal periodicities; and 

Figs. 7a and 7b show flow charts of example encoding and decoding methods using model based 

subband prediction.  

DETAILED DESCRIPTION 

5 The below-described embodiments are merely illustrative for the principles of the present invention 

for model based prediction in a critically sampled filterbank. It is understood that modifications and 

variations of the arrangements and the details described herein will be apparent to others skilled in 

the art. It is the intent, therefore, to be limited only by the scope of the impending patent claims and 

not by the specific details presented by way of description and explanation of the embodiments 

[0 herein.  

Fig. 1 depicts the block diagram of an example audio decoder 100 applying linear prediction in a 

filterbank domain (also referred to as subband domain). The audio decoder 100 receives a bit stream 

comprising information regarding a prediction error signal (also referred to as the residual signal) and 

possibly information regarding a description of a predictor used by a corresponding encoder to 

[5 determine the prediction error signal from an original input audio signal. The information regarding 

the prediction error signal may relate to subbands of the input audio signal and the information 

regarding a description of the predictor may relate to one or more subband predictors.  

Given the received bit stream information, the inverse quantizer 101 may output samples 111 of the 

prediction error subband signals. These samples may be added to the output 112 of the subband 

!0 predictor 103 and the sum 113 may be passed to a subband buffer 104 which keeps a record of 

previously decoded samples 113 of the subbands of the decoded audio signal. The output of the 

subband predictor 103 may be referred to as the estimated subband signals 112. The decoded samples 

113 of the subbands of the decoded audio signal may be submitted to a synthesis filterbank 102 

which converts the subband samples to the time domain, thereby yielding time domain samples 114 

25 of the decoded audio signal.  

In other words, the decoder 100 may operate in the subband domain. In particular, the decoder 100 

may determine a plurality of estimated subband signals 112 using the subband predictor 103.  

Furthermore, the decoder 100 may determine a plurality of residual subband signals 111 using the 

inverse quantizer 101. Respective pairs of the plurality of estimated subband signals 112 and the 

30 plurality of residual subband signals 111 may be added to yield a corresponding plurality of decoded 

subband signals 113. The plurality of decoded subband signals 113 may be submitted to a synthesis 

filterbank 102 to yield the time domain decoded audio signal 114.  

In an embodiment of the subband predictor 103, a given sample of a given estimated subband signal 

112 may be obtained by a linear combination of subband samples in the buffer 104 which 

35 corresponds to a different time and to a different frequency (i.e. different subband) than the given 

sample of the given estimated subband signal 112. In other words, a sample of an estimated subband 

signal 112 at a first time instant and in a first suband may be determined based on one or more
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samples of the decoded subband signals 113 which relate to a second time instant (different from the 

first time instant) and which relate to a second subband (different from the first subband). The 

collection of prediction coefficients and their attachment to a time and frequency mask may define 

the predictor 103, and this information may be furnished by the predictor calculator 105 of the 

5 decoder 100. The predictor calculator 105 outputs the information defining the predictor 103 by 

means of a conversion of signal model data included in the received bit stream. An additional gain 

may be transmitted which modifies the scaling of the output of the predictor 103. In an embodiment 

of the predictor calculator 105, the signal model data is provided in the form of an efficiently 

parametrized line spectrum, wherein each line in the parametrized line spectrum, or a group of 

[0 subsequent lines of the parametrized line spectrum, is used to point to tabulated values of predictor 

coefficients. As such, the signal model data provided within the received bit stream may be used to 

identify entries within a pre-determined look-up table, wherein the entries from the look-up table 

provide one or more values for the predictor coefficients (also referred to as the prediction 

coefficients) to be used by the predictor 103. The method applied for the table look-up may depend 

[5 on the trade-offs between complexity and memory requirements. For instance, a nearest neighbor 

type look-up may be used to achieve the lowest complexity, whereas an interpolating look-up method 

may provide similar performance with a smaller table size.  

As indicated above, the received bit stream may comprise one or more explicitly transmitted gains (or 

explicitly transmitted indications of gains). The gains may be applied as part of or after the predictor 

!0 operation. The one or more explicitly transmitted gains may be different for different subbands. The 

explicitly transmitted (indications of) additional gains are provided in addition to one or more model 

parameters which are used to determined the prediction coefficients of the predictor 103. As such, the 

additional gains may be used to scale the prediction coefficients of the predictor 103.  

Fig. 2 shows example prediction mask supports in a time frequency grid. The prediction mask 

25 supports may be used for predictors 103 operating in a filterbank with a uniform time frequency 

resolution such as a cosine modulated filterbank (e.g. an MDCT filterbank). The notation is 

illustrated by diagram 201, in that a target darkly shaded subband sample 211 is the output of a 

prediction based on a lightly shaded subband sample 212. In the diagrams 202-205, the collection of 

lightly shaded subband samples indicates the predictor mask support. The combination of source 

30 subband samples 212 and target subband samples 211 will be referred to as a prediction mask 201. A 

time-frequency grid may be used to arrange subband samples in the vicinity of the target subband 

sample. The time slot index is increasing from left to right and the subband frequency index is 

increasing from bottom to top. Fig. 2 shows example cases of prediction masks and predictor mask 

supports and it should be noted that various other prediction masks and predictor mask supports may 

35 be used. The example prediction masks are: 

* Prediction mask 202 defines in-band prediction of an estimated subband sample 221 at time 

instant k from two previous decoded subband samples 222 at time instants k-I and k-2.
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* Prediction mask 203 defines cross-band prediction of an estimated subband sample 231 at 

time instant k and in subband n based on three previous decoded subband samples 232 at 

time instant k-I and in subbands n-i, n, n+1.  

* Prediction mask 204 defines cross-band prediction of three estimated subband samples 241 at 

5 time instant k and in three different subbands n-1, n, n+ I based on three previous decoded 

subband samples 242 at time instant k-i and in subbands n-i, n, n+i. The cross-band 

prediction may be performed such that each estimated subband sample 241 may be 

determined based on all of the three previous decoded subband samples 242 in the subbands 

n-i, n, n+1.  

[0 * Prediction mask 205 defines cross-band prediction of an estimated subband sample 251 at 

time instant k and in subband n based on twelve previous decoded subband samples 252 at 

time instants k-2, k-3, k-4, k-5 and in subbands n-i, n, n+1.  

Fig. 3 illustrates tabulated data for a sinusoidal model based predictor calculator 105 operating in a 

[5 cosine modulated filterbank. The prediction mask support is that of diagram 204. For a given 

frequency parameter, the subband with the nearest subband center frequency may be selected as 

central target subband. The difference between the frequency parameter and the center frequency of 

the central target subband may be computed in units of the frequency spacing of the filterbank (bins).  

This gives a value between -0.5 and 0.5 which may be rounded to the nearest available entry in the 

!0 tabulated data, depicted by the abscissas of the nine graphs 301 of Fig. 3. This produces a 3 x 3 

matrix of coefficients which is to be applied to the most recent values of the plurality of decoded 

subband signals 113 in the subband buffer 104 of the target subband and its two adjacent subbands.  

The resulting 3 x I vector constitutes the contribution of the subband predictor 103 to these three 

subbands for the given frequency parameter. The process may be repeated in an additive fashion for 

25 all the sinusoidal components in the signal model.  

In other words, Fig. 3 illustrates an example of a model-based description of a subband predictor. It is 

assumed that the input audio signal comprises one or more sinusoidal components at fundamental 

frequencies Q,,.., 0  For each of the one or more sinusoidal components, a subband 

predictor using a pre-determined prediction mask (e.g. the prediction mask 204) may be determined.  

30 A fundamental frequency Q of the input audio signal may lie within one of the subbands of the 

filterbank. This subband may be referred to as the central subband for this particular fundamental 

frequency Q . The fundamental frequency Q may be expressed as a value ranging from -0.5 and 0.5 

relative to the center frequency of the central subband. An audio encoder may transmit information 

regarding the fundamental frequency Q to the decoder 100. The predictor calculator 105 of the 

35 decoder 100 may use the three-by-three matrix of Fig. 3 to determine a three-by-three matrix of 

prediction coefficients by determining the coefficient value 302 for the relative frequency value 303
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of the fundamental frequency Q . This means that the coefficient for a subband predictor 103 using a 

prediction mask 204 can be determined using only the received information regarding the particular 

fundamental frequency Q . In other words, by modeling an input audio signal using e.g. a model of 

one of more sinusoidal components, a bit-rate efficient description of a subband predictor can be 

5 provided.  

Fig. 4 illustrates example noise shaping resulting from in-band subband prediction in a cosine 

modulated filterbank. The signal model used for performing in-band subband prediction is a second 

order autoregressive stochastic process with a peaky resonance, as described by a second order 

differential equation driven by random Gaussian white noise. The curve 401 shows the measured 

[0 magnitude spectrum for a realization of the process. For this example, the prediction mask 202 of 

Fig. 2 is applied. That is, the predictor calculator 105 furnishes the subband predictor 103 for a given 

target subband 221 based on previous subband samples 222 in the same subband only. Replacing the 

inverse quantizer 101 by a Gaussian white noise generator leads to a synthesized magnitude spectrum 

402. As can be seen, strong alias artifacts occur in the synthesis, as the synthesized spectrum 402 

[5 comprises peaks which do not coincide with the original spectrum 401.  

Fig. 5 illustrates the example noise shaping resulting from cross-band subband prediction. The setting 

is the same as that of Fig 4, except for the fact that the prediction mask 203 is applied. Hence, 

calculator 105 furnishes the predictor 103 for a given target subband 231 based on previous subband 

samples 232 in the target subband and in its two adjacent subbands. As it can be seen from Fig. 5, the 

!0 spectrum 502 of the synthesized signal substantially coincides with the spectrum 501 of the original 

signal, i.e. the alias problems are substantially suppressed when using cross-band subband prediction.  

As such, Figs. 4 and 5 illustrate that when using cross-band subband prediction, i.e. when predicting 

a subband sample based on previous subband samples of one or more adjacent subbands, aliasing 

artifacts caused by subband prediction can be reduced. As a result, subband prediction may also be 

25 applied in the context of low bit rate audio encoders without the risk of causing audible aliasing 

artifacts. The use of cross-band subband prediction typically increases the number of prediction 

coefficients. However, as shown in the context of Fig. 3, the use of models for the input audio signal 

(e.g. the use of a sinusoidal model or a periodic model) allows for an efficient description of the 

subband predictor, thereby enabling the use of cross-band subband prediction for low bit rate audio 

30 coders.  

In the following, a description of the principles of model based prediction in a critically sampled 

filterbank will be outlined with reference to Figs. 1-6, and by adding appropriate mathematical 

terminology.  

A possible signal model underlying linear prediction is that of a zero-mean weakly stationary 

35 stochastic process x(t) whose statistics is determined by its autocorrelation function 

r(r) = E{x(t)x(t - r)}. As a good model for the critically sampled filterbanks to be considered here,
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one lets {w, : a E A} be a collection of real valued synthesis waveforms w (t) constituting an 

orthonormal basis. In other words, the filterbank may be represented by the waveforms {w, : a E A}.  

Subband samples of a time domain signal s(t) are obtained by inner products 

(s,wa)= f s(t)wa(t)dt, (1) 

5 and the signal is recovered by 

s(t)= (S,9w) w(t), (2) 
aEA 

The subband samples (x, w.) of the process x(t) are random variables, whose covariance matrix 

Ra, is determined by the autocorrelation function r(r) as follows 

0, = E{(x,w)(x,w,)I=(W ,r), (3) 

where W,, (r) is the cross correlation of two synthesis waveforms 

W,6(Z)=f wa (t) w,(t-rdt. (4) 

A linear prediction of the subband sample (x, wa) from a collection or decoded subband samples 

{x, w6) :p E BI is defined by 

[5 Yc, (x, w'). (5) 
plEB 

In equation (5), the set B defines the source subband samples, i.e. the set B defines the prediction 

mask support. The mean value of the squared prediction error is given by 

Eaa c,'R,, -2 Itc, + I,, (6) 
p8EB pyEB pEB 

and the least mean square error (MSE) solution is obtained by solving the normal equations for the 

20 prediction coefficients cP , 

Rrpe, = Rya , y/ E B .(7) 
,EB 

When the prediction coefficients satisfy equation (7), the right hand side of equation (6) reduces to 

R,, - R,,c,. The normal equations (7) may be solved in an efficient manner using e.g. the 

25 Levinson-Durbin algorithm.
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It is proposed in the present document to transmit a parametric representation of a signal model from 

which the prediction coefficients {cfI :6 E BI can be derived in the predictor calculator 105. For 

example, the signal model may provide a parametric representation of the autocorrelation function 

r(r) of the signal model. The decoder 100 may derive the autocorrelation function r (r) using the 

5 received parametric representation and may combine the autocorrelation function r (r) with the 

synthesis waveform cross correlation W, (r) in order to derive the covariance matrix entries required 

for the normal equations (7). These equations may then be solved to obtain the prediction 

coefficients.  

In other words, a to-be-encoded input audio signal may be modeled by a process x(t) which can be 

[0 described using a limited number of model parameters. In particular, the modeling process x(t) may 

be such that its autocorrelation function r(r) = E{x(t)x(t - r)} can be described using a limited 

number of parameters. The limited number of parameters for describing the autocorrelation function 

r(r) may be transmitted to the decoder 100. The predictor calculator 105 of the decoder 100 may 

determine the autocorrelation function r (r) from the received parameters and may use equation (3) to 

[5 determine the covariance matrix R,, of the subband signals from which the normal equation (7) can 

be determined. The normal equation (7) can then be solved by the predictor calculator 105, thereby 

yielding the prediction coefficients c, .  

In the following, example signal models are described which may be used to apply the above 

described model based prediction scheme in an efficient manner. The signal models described in the 

!0 following are typically highly relevant for coding audio signals, e.g. for coding speech signals.  

An example of a signal model is given by the sinusoidal process 

x(t)= a cos(jt)+ bsin(jt) , (8) 

where the random variables a,b are uncorrelated, have zero mean, and variance one. The 

25 autocorrelation function of this sinusoidal process is given by 

r(r) = cos(fr). (9) 

A generalization of such a sinusoidal process is a multi-sine model comprising a set of (angular) 

frequencies S , i.e. comprising a plurality of different (angular) frequencies , 

30 x(t)= a, cos(jt)+ b, sin(jt). (10) 
gES 

Assuming that all the random variables a,, b, are pairwise uncorrelated, have zero mean, and 

variance one, the multi-sine process has the autocorrelation function
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r(r) = Zcos(r). (11) 
JES 

The power spectral density (PSD) of the multi-sine process (which corresponds to the Fourier 

transform of the autocorrelation function), is the line spectrum 

P(co) =±Z (ca -4) +(co +4)). (12) 
gES 

5 

Numerical considerations can lead to the replacement of the pure multi-sine process with the 

autocorrelation function of equation process with a relaxed multi-sine process having the 

autocorrelation function r (r) = exp(-s1) j)cos(4r) where c >0 being a relatively small 
(ES 

relaxation parameter. The latter model leads to a strictly positive PSD without impulse functions.  

-0 

Examples of compact descriptions of the set S of frequencies of a multi-sine model are as follows 

1. A single fundamental frequency Q : S ={Q v: v = 1,2,...} 

2. M fundamental frequencies: , , S={Qv:v=1,2,...,k=O,1,...M -1} 

3. A single side band shifted fundamental frequency Q,0: S = {Q(v + 0): v =1,2,...  

[5 4. A slightly inharmonic model: Q, a : S = {Qv - (1+ av2 2 : v= 1,2,.. }, with a describing the 

inharmonic component of the model.  

As such, a (possibly relaxed) multi-sine model exhibiting a PSD given by equation (12) may be 

described in an efficient manner using one of the example descriptions listed above. By way of 

!0 example, a complete set S of frequencies of the line spectrum of equation (12) may be described 

using only a single fundamental frequency Q . If the to-be-encoded input audio signal can be well 

described using a multi-sine model exhibiting a single fundamental frequency £2, the model based 

predictor may be described by a single parameter (i.e. by the fundamental frequency £2), regardless 

the number of prediction coefficients (i.e. regardless the prediction mask 202, 203, 204, 205) used by 

25 the subband predictor 103.  

Case 1 for describing the set S of frequencies yields a process x(t) which models input audio signals 

with a period T = 2r/ Q. Upon inclusion of the zero frequency (DC) contribution with variance 1/2 

to equation (11) and subject to resealing of the result by the factor 2/T , the autocorrelation function 

30 of the periodic model process x(t) may be written as 

r(r) =Z (r -kT). (13) 
kEZ
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With the definition of a relaxation factor p = exp(-Ts), the autocorrelation function of the relaxed 

version of the periodic model is given by 

r(r)= pl'k5(r -kT). (14) 
kEZ 

Equation (14) also corresponds to the autocorrelation function of a process defined by a single delay 

5 loop fed with white noise z(t), that is, of the model process 

x(t)= px(t - T)+f177z(t). (15) 

This means that the periodic process which exhibits a single fundamental frequency Q corresponds to 

a delay in the time domain, with the delay being T = 2; / Q.  

[0 The above mentioned global signal models typically have a flat large scale power spectrum, due to 

the unit variance assumption of the sinusoidal amplitude parameters a,, b,. It should be noted, 

however, that the signal models are typically only considered locally for a subset of subbands of a 

critically sampled filterbank, wherein the filterbank is instrumental in the shaping of the overall 

spectrum. In other words, for a signal that has a spectral shape with slow variation compared to the 

[5 subband widths, the flat power spectrum models will provide a good match to the signal, and 

subsequently, the modelbased predictors will offer adequate levels of prediction gain.  

More generally, the PSD model could be described in terms of standard parameterizations of 

autoregressive (AR) or autoregressive moving average (ARMA) processes. This would increase the 

performance of model-based prediction at the possible expense of an increase in descriptive model 

!0 parameters.  

Another variation is obtained by abandoning the stationarity assumption for the stochastic signal 

model. The autocorrelation function then becomes a function of two variables r(t, s) = E{x(t)x(s)}.  

For instance, relevant non-stationary sinusoidal models may include amplitude (AM) and frequency 

modulation (FM).  

25 Furthermore, a more deterministic signal model may be employed. As will be seen in some of the 

examples below, the prediction can have a vanishing error in some cases. In such cases, the 

probabilistic approach can be avoided. When the prediction is perfect for all signals in a model space, 

there is no need to perform a mean value of prediction performance by means of a probability 

measure on the considered model space.  

30 In the following, various aspects regarding modulated filterbanks are described. In particular, aspects 

are described which have an influence on the determination of the covariance matrix, thereby 

providing efficient means for determining the prediction coefficients of a subband predictor.  

A modulated filterbank may be described as having a two-dimensional index set of synthesis 

waveforms a = (n, k) where n=0,1,... is the subband index (frequency band) and where k E Z is
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the subband sample index (time slot). For ease of exposition, it is assumed that the synthesis 

waveforms are given in continuous time and are normalized to a unit time stride, 

wx',(t) =u(t -k), (16) 

where 

5 u(t)=v(t)cos [r(n+})(t+})], (17) 

in case of a cosine modulated filterbank. It is assumed that the window function v(t) is real valued 

and even. Up to minor variations of the modulation rule, this covers a range of highly relevant cases 

such as MDCT (Modified Discrete Cosine Transform), QMF (Quadrature Mirror Filter), and ELT 

(Extended Lapped Transforms) with L subbands upon sampling at a time step 1/ L. The window is 

[0 supposed to be of finite duration or length with support included in the interval [--K/ 2, K/ 2], where 

K is the overlap factor of the overlapped transform and where K indicates the length of the window 

function.  

Due to the shift invariant structure, one finds that the cross correlation function of the synthesis 

[5 waveform (as defined in equation (4)) can be written as 

W,,mi(r) = J Wnk(t)wml(t -z)dt = u (t)um(t - +k -r)dt. (18) 

That is, W+m (r)=Unm(r -1+ k), with the definition Unm(r)=Wo,o,m,o(r). The modulation 

structure (17) allows for further expansion into 

1 /c 

UnmT=- mrcsi[(n+ m+1)r +(n -m)] (9 

+- r 1C (r)cos -[(n - m)r +(n+ m+1)].  
2 2 

20 where the kernel function K, represents a sampling with the filterbank subband step in the frequency 

variable of the Wigner-Ville distribution of the filterbank window 

K,(r)=J v t+ v t- )cos(rvt)dt. (20) 

The kernel is real and even in both v and r, due to the above mentioned assumptions on the window 

function v(t) . Its Fourier transform is the product of shifted window responses, 

25 ',(m)=9 m+Zv9 m -v. (21) 
2 ) 2) 

It can be seen from equations (20) and (21) that the kernel K, (-) vanishes for Ir|> K and has a rapid 

decay as a function of |vl for typical choices of filterbank windows v(t). As a consequence, the
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second term of equation (19) involving v = n + m+ 1 can often be neglected except for the lowest 

subbands.  

For the autocorrelation function r (r) of a given signal model, the above mentioned formulas can be 

5 inserted into the definition of the subband sample covariance matrix given by equation (3). One gets 

,km1 ,m[k -1] with the definition 

P f[]= Un.(r)r(r +A)dr. (22) 

As a function of the power spectral density P(co) of the given signal model (which corresponds to the 

-0 Fourier transform of the autocorrelation function r (r)), one finds that 

Rm[12]= > JUnm(o)P(o)exp(-ico2)dwo. (23) 

where Un,m( ) is the Fourier transform of Un,mr), where n, m identify subband indexes, and where 

A represents a time slot lag (A = k - 1). The expression of equation (23) may be rewritten as 

R,[] = + _Km Lco--(n+m+1) P(co)cos cLwA (n-Jm) dc2 
41- 2 2 

(24) 

1- J +- f c+ co -- 2(n-m) P(co)cos col1 (n+m+1) dco.  

-5 

An important observation is that the first term of equation (24) has essentially an invariance property 

with respect to frequency shifts. If the second term of equation (24) is neglected and P(co) is shifted 

by an integer v times the subband spacing wc to P(co - rv), one finds a corresponding shift in the 

covariances Ptm[1] = ±Rvr-v [l], where the sign depends on the (integer) values of the time lag 2.  

20 This reflects the advantage of using a filterbank with a modulation structure, as compared to the 

general filter bank case.  

Equation (24) provides an efficient means for determining the matrix coefficients of the subband 

sample covariance matrix when knowing the PSD of the underlying signal model. By way of 

25 example, in case of a sinusoidal model based prediction scheme which makes use of a signal model 

x(t) comprising a single sinusoid at the (angular) frequency (, the PSD is given by 

P(co) = ((co -) + (co + 4)). Inserting P(a) into equation (24) gives four terms of which three 

can be neglected under the assumption that n + m+ 1 is large. The remaining term becomes
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1%.[]~-r-m #(n+m+1) Cos A_ (n-mn) 
R 8;n 2) 2(25) 

= A (( -;T(n +}))9(( -;T(m+l))cos (1 "(n -m).  
8;T2 2 ) 

Equation (25) provides an efficient means for determining the subband covariance matrix Rnm. A 

subband sample (x, wp,) can be reliably predicted by a collection of surrounding subband samples 

5 {(x,w.j: (n,k) E B} which are assumed to be influenced significantly by the considered frequency.  

The absolute frequency ( can be expressed in relative terms, relative to the center frequency w(p + ) 

of a subband , as = r(p + { + f), where p is the subband index of the subband which comprises the 

frequency ( , and where f is a normalized frequency parameter which takes on values between -0.5 

and +0.5 and which indicates the position of the frequency ( relative of the center frequeny of the 

[0 subband p. Having determined the subband covariance matrix Rnm, the predictor coefficients cm[l] 

which are applied to a subband sample in subband m at sample index 1 for estimating a subband 

sample in subband n at sample index k are found by solving the normal equations (7), which for the 

case at hand can be written 

[5 1 Rm[k -1]cmI[1] = Ip[k], (n,k) E B. (26) 
(m,1)EB 

In equation (26), the set B describes the prediction mask support as illustrated e.g. in Fig. 2. In other 

words, the set B identifies the subbands m and the sample indexes 1 which are used to predict a target 

sample.  

20 In the following, solutions of the normal equations (26) for different prediction mask supports (as 

shown in Fig. 2) are provided in an exemplary manner. The example of a causal second order in-band 

predictor is obtained by selecting the prediction mask support B = (p, -1), (p, -2)}. This prediction 

mask support corresponds to the prediction mask 202 of Fig. 2. The normal equations (26) for this 

two tap prediction, using the approximation of equation (25), become 

25 

9(#- r(p +}))2 cos((k-1))c[1]= - r(p + ))2 cos(-4k), k = -1,-2. (27) 

A solution to equation (27) is given by cp[-1] = 2cos(4) , c [-2] = -1 and it is unique as long the 

frequency = r(p + } + f) is not chosen such that 9( f =0. One finds that the mean value of the 

30 squared prediction error according to equation (6) vanishes. Consequently, the sinusoidal prediction
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is perfect, up to the approximation of equation (25). The invariance property to frequency shifts is 

illustrated here by the fact that using the definition = + + f), the prediction coefficient 

c, [-1] can be rewritten in terms of the normalized frequency f , as cp[-1] = - 2 (-1)P sin(rr f) . This 

means that the prediction coefficients are only dependent on the normalized frequency f within a 

5 particular subband. The absolute values of the prediction coefficients are, however, independent of 

the subband index p.  

As discussed above for Fig 4, in-band prediction has certain shortcomings with respect to alias 

artifacts in noise shaping. The next example relates to the improved behavior as illustrated by Fig 5.  

[0 A causal cross-band prediction as taught in the present document is obtained by selecting the 

prediction mask support B = (p -1,-1), (p, -1), (p + 1, -1)}, which requires only one earlier time slot 

instead of two, and which performs a noise shaping with less alias frequency contributions than the 

classical prediction mask 202 of the first example. The prediction mask support 

B = {(p -1, -1), (p, -1), (p + 1, -1)} corresponds to the prediction mask 203 of Fig. 2. The normal 

[5 equations (26) based on the approximation of equation (25) reduce in this case to two equations for 

the three unknown coefficients cm[-1], m= p -1, p, p +1, 

S(rZ f )c [-1]= (-1)P*1(z f )sin (z f (28) 

9(r(f +1))cP_[-1]-Q(Z(f -1))cPj-1] =(-1)P9(Zf)cos(Zf) 

!0 One finds that any solution to equations (28) leads to a vanishing mean value of the squared 

prediction error according to equation (6). A possible strategy to select one solution among the 

infinite number of solutions to equations (28) is to minimize the sum of squares of the prediction 

coefficients. This leads to the coefficients given by 

- (-1)P9(rf)9(r(f +1))cos(rf) 

9(r( f - 1))2 +9(rr( f + 1))2 

cP[-1]= (-1)P" sin(r f) (29) 

1](-1)P*19r f)9r( f -1))cos(rf) 
cP+1 [-1]= 

2 2 f -1)) +9( f + 1))2 

25 

It is clear from the formulas (29) that the prediction coefficients only depend on the normalized 

frequency f with respect to the midpoint of the target subband p , and further depend on the parity 

of the target subband p .
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By using the same prediction mask support B =(p -1,-1), (p, -1), (p + 1, -1)} to predict the three 

subband samples (x, WinO) for m= p -1, p, p +1 , as illustrated by the prediction mask 204 of Fig. 2, 

a 3 x 3 prediction matrix is obtained. Upon introduction of a more natural strategy for avoiding the 

ambiguity in the normal equations, namely by inserting the relaxed sinusoidal model 

5 r(r) = exp(-cjrj)cos(4r) corresponding to P(co) = s((E2 + (cO - 4)2 )1 + (s2 + (cO + ) , 

numerical computations lead to the 3 x 3 prediction matrix elements of Fig. 3. The prediction matrix 

elements are shown as function of the normalized frequency f C [-,i-] in the case of an overlap 

K = 2 with a sinusoidal window function v(t) = cos(rt /2) and in case of an odd subband p .  

[0 As such, it has been shown that signal models x(t) may be used to describe underlying characteristics 

of the to-be-encoded input audio signal. Parameters which describe the autocorrelation function r (r) 

may be transmitted to a decoder 100, thereby enabling the decoder 100 to calculate the predictor from 

the transmitted parameters and from the knowledge of the signal model x(t) . It has been shown that 

for modulated filterbanks, efficient means for determining the subband covariance matrix of the 

[5 signal model and for solving the normal equations to determine the predictor coefficients can be 

derived. In particular, it has been shown that the resulting predictor coefficients are invariant to 

subband shifts and are typically only dependent on a normalized frequency relative to a particular 

subband. As a result, pre-determined look-up tables (as illustrated e.g. in Fig. 3) can be provided 

which allow for the determination of predictor coefficients knowing a normalized frequency f which 

!0 is independent (apart from a parity value) of the subband index p for which the predictor coefficients 

are determined 

In the following, periodic model based prediction, e.g. using a single fundamental frequency fl, is 

described in further details. The autocorrelation function r(r) of such a periodic model is given by 

25 equation (13). The equivalent PSD or line spectrum is given by 

P(co) = 8yo(co - qQ) . (30) 
qEZ 

When the period T of the periodic model is sufficiently small, e.g. T 1, the fundamental frequency 

Q = 2r/T is sufficiently large to allow for the application of a sinusoidal model as derived above 

30 using the partial frequency 4= qQ closest to the center frequency r(p + -i) of the subband p of the 

target subband sample which is to be predicted. This means that periodic signals having a small 

period T , i.e. a period which is small with respect to the time stride of the filterbank, can be well 

modeled and predicted using the sinusoidal model described above.
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When the period T is sufficiently large compared to the duration K of the filterbank window v(t), 

the predictor reduces to an approximation of a delay by T . As will be shown, the coefficients of this 

predictor can be read directly from the waveform cross correlation function given by equation (19).  

5 

Insertion of the model according to equation (13) into equation (22) leads to 

Ram[A]= Unm(qT -A), (31) 
qEZ 

An important observation is that if T > 2K , then at most one term of equation (31) is nonzero for 

each A since Unm(r) = 0 forIjr > K . By choosing a prediction mask support B = I x J with time slot 

t0 diameter D =1 J I T - K one observes that (n,k),(m,1) E B implies I k - I T - K , and therefore the 

single term of equation (31) is that for q = 0 . It follows that K.[k -I] =Um(k -1), which is the 

inner product of orthogonal waveforms and which vanishes unless both n = m and k =1 . All in all, 

the normal equations (7) become 

c,[k]=R,,[k], (n,k)EB. (32) 

[5 The prediction mask support may be chosen to be centered around k =ko -T , in which case the 

right hand side of equation (32) has its single contribution from q = -1. Then the coefficients are 

given by 

c.[k]=U.,P[-k -T], (n,k) E B, (33) 

wherein the explicit expression from equation (19) can be inserted. The geometry of the prediction 

!0 mask support for this case could have the appearance of the prediction mask support of the prediction 

mask 205 of Fig. 2. The mean value of the squared prediction error given by equation (6) is equal to 

the squared norm of the projection of up (t + T) onto the space spanned by the complement of the 

approximating waveforms win1 (t), (m,1) e B.  

25 In view of the above, it is taught by the present document that the subband sample (x, wp,) (from 

subband p and at time index 0) can be predicted by using a suitable prediction mask support B 

centered around (p, -T) with time diameter approximately equal to T . The normal equations may be 

solved for each value of T and p . In other words, for each periodicity T of an input audio signal and 

for each subband p, the prediction coefficients for a given prediction mask support B may be 

30 determined using the normal equations (33).  

With a large number of subbands p and a wide range of periods T, a direct tabulation of all predictor 

coefficients is not practical. But in a similar manner to the sinusoidal model, the modulation structure
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of the filterbank offers a significant reduction of the necessary table size, through the invariance 

property with respect to frequency shifts. It will typically be sufficient to study the shifted harmonic 

model with shift parameter -1/2 <0 :1/2 centered around the center of a subband p , i.e. centered 

around r(p + -L), defined by the subset S(O) of positive frequencies among the collection of 

5 frequencies r(p +{)+(q+O)Q , q E Z, 

P(co)= C (S(co -4)+S (c+4d)). (34) 
gCS(O) 

Indeed, given T and a sufficiently large subband index p , the periodic model according to equation 

[0 (30) can be recovered with good approximation by the shifted model according to equation (34) by a 

suitable choice of the shift parameter 0 . Insertion of equation (34) into equation (24) with n = p + v 

and m = p + p (wherein v and y define the subband indexes around subband p of the prediction mask 

support) and manipulations based on Fourier analysis leads to the following expression for the 

covariance matrix, 

-5 

(-1)PC ,r 
R,P ,,11]~ 2 r, (T1- )+ sc1-((v + p)(A-T1)+ -v +p)). (35) 

2 lEZ2 

As can be seen, expression (35) depends on the target subband index p only through the factor 

(-1) P-. For the case of a large period T and a small temporal lag A, only the term for 1 = 0 

!0 contributes to expression (35), and one finds again that the covariance matrix is the identity matrix.  

The right hand side of the normal equations (26) for a suitable prediction mask support B centered 

around (p, -T) then gives the prediction coefficients directly as 

cp,,[k]= _ ,(-T -k)cos -2rc+ -(v(k + T)+k -v), (p +v,k) e B. (36) 
2 2 

This recovers the contribution of the first term of equations (19) to (33) with the canonical choice of 

25 shift O= -r(p + )/Q .  

Equation (36) allows determining the prediction coefficients cp+v [k] for a subband (p + v) at a time 

index k, wherein the to-be-predicted sample is a sample from subband p at time index 0. As can be 

seen from equation (36), the prediction coefficients cp+v [k] depend on the target subband index p 

30 only through the factor (-1)" which impacts the sign of the prediction coefficient. The absolute 

value of the prediction coefficient is, however, independent of the target subband index p . On the 

other hand, the prediction coefficient cp+v [k] is dependent on the periodicity T and the shift
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parameter 0. Furthermore, the prediction coefficient cp+v [k] is dependent on v and k, i.e. on the 

prediction mask support B, used for predicting the target sample in the target subband p .  

In the present document, it is proposed to provide a look-up table which allows to look-up a set of 

5 prediction coefficients cp+v [k] for a pre-determined prediction mask support B. For a given 

prediction mask support B, the look-up table provides a set of prediction coefficients cp+v [k] for a 

pre-determined set of values of the periodicity T and values of the shift parameter 0. In order to limit 

the number of look-up table entries, the number of pre-determined values of the periodicity T and the 

number of pre-determined values of the shift parameter 0 should be limited. As can be seen from 

[0 expression (36), a suitable quantization step size for the pre-determined values of periodicity T and 

shift parameter 0 should be dependent on the periodicity T. In particular, it can be seen that for 

relatively large periodicities T (relative to the duration K of the window function), relatively large 

quantization steps for the periodicity T and for the shift parameter 0 may be used. On the other 

extreme, for relatively small periodicities T tending towards zero, only one sinusoidal contribution 

[5 has to be taken into account, so the periodicity T loses its importance. On the other hand, the 

formulas for sinusoidal prediction according to equation (29) require the normalized absolute 

frequency shift f = Q6/r = jO/T to be slowly varying, so the quantization step size for the shift 

parameter 0 should be scaled based on the periodicity T .  

!0 All in all, it is proposed in the present document to use a uniform quantization of the periodicity T 

with a fixed step size. The shift parameter 0 may also be quantized in a uniform manner, however, 

with a step size which is proportional to min(T, A), where the value of Adepends on the specifics of 

the filterbank window function. Moreover, for T <2, the range of shift parameters 0 may be limited 

to |6| min(CT,1/2) for some constant C , reflecting a limit on the absolute frequency shifts f .  

25 

Fig. 6a illustrates an example of a resulting quantization grid in the (T, 0) -plane for A= 2. Only in 

the intermediate range ranging from 0.25 T 1.5 the full two-dimensional dependence is 

considered, whereas the essentially one-dimensional parameterizations as given by equations (29) 

and equations (36) can be used for the remaining range of interest. In particular, for periodicities T 

30 which tend towards zero (e.g. T<0.25) periodic model based prediction substantially corresponds to 

sinusoidal model based prediction, and the prediction coefficients may be determined using formulas 

(29). On the other hand, for periodicities T which substantially exceed the window duration K (e.g.  

T>1.5) the set of prediction coefficients cp+v [k] using periodic model based prediction may be 

determined using equation (36). This equation can be re-interpreted by means of the substitution 

35 0= ep+ Tv . One finds that
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c+ [k]= ,(-T -k)cos 2rco+-((v+1)k-v), (p+v,k) e B. (37) 
2 2 

By giving p the role given to the parameter 0 in the tabulation, an essentially separable structure is 

obtained in the equivalent (T, p) -plane. Up to sign changes depending on subband and time slot 

indices, the dependence on T is contained in a first slowly varying factor, and the dependence on cp is 

5 contained in 1-periodic second factor in equation (37).  

One can interpret the modified offset parameter p as the shift of the harmonic series in units of the 

fundamental frequency as measured from the midpoint of the midpoints of the source and target bins.  

It is advantageous to maintain this modified parameterization (T, p) for all values of periodicities T 

since symmetries in equation (37) that are apparent with respect to simultaneous sign changes of cp 

[0 and v will hold in general and may be exploited in order to reduce table sizes.  

As indicated above Fig. 6a depicts a two-dimensional quantization grid underlying the tabulated data 

for a periodic model based predictor calculation in a cosine modulated filterbank. The signal model is 

that of a signal with period T 602, measured in units of the filterbank time step. Equivalently, the 

model comprises the frequency lines of the integer multiples, also known as partials, of the 

[5 fundamental frequency corresponding to the period T . For each target subband, the shift parameter 

O 601 indicates the distance of the closest partial to the center frequency measured in units of the 

fundamental frequency 0. The shift parameter 0 601 has a value between -0.5 and 0.5. The black 

crosses 603 of Fig 6a illustrate an appropriate density of quantization points for the tabulation of 

predictors with a high prediction gain based on the periodic model. For large periods T (e.g. T>2), 

!0 the grid is uniform. An increased density in the shift parameter 0 is typically required as the period 

T decreases. However, in the region outside of the lines 604, the distance 0 is greater than one 

frequency bin of the filterbank, so most grid points in this region can be neglected. The polygon 605 

delimits a region which suffices for a full tabulation. In addition to the sloped lines slightly outside of 

the lines 604, borders at T = 0.25 and T = 1.5 are introduced. This is enabled by the fact that small 

25 periods 602 can be treated as separate sinusoids, and that predictors for large periods 602 can be 

approximated by essentially one-dimensional tables depending mainly on the shift parameter 0, (or 

on the modified shift parameter cp). For the embodiment illustrated in Fig. 6a, the prediction mask 

support is typically similar to the prediction mask 205 of Fig. 2 for large periods T .  

Fig. 6b illustrates periodic model based prediction in the case of relatively large periods T and in the 

30 case of relative small periods T . It can be seen from the upper diagram that for large periods T , i.e.  

for relatively small fundamental frequencies Q 613, the window function 612 of the filterbank 

captures a relatively large number of lines or Dirac pulses 616 of the PSD of the periodic signal. The 

Dirac pulses 616 are located at frequencies 610 w = qfl, with q E Z. The center frequencies of the 

subbands of the filterbank are located at the frequencies w = wc(p + 2), with p E Z. For a given
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subband p, the frequency location of the pulse 616 with frequency o = qfl closest to the center 

frequency of the given subband o = w(p +1) may be described in relative terms as qf = 

7 (p + + E), with the shift parameter 0 ranging from -0.5 to +0.5. As such, the term Of) reflects 

the distance (in frequency) from the center frequency o = w(p +1) to the nearest frequency 
2 

5 component 616 of the harmonic model. This is illustrated in the upper diagram of Fig. 6b where the 

center frequency 617 is o = w(p +1) and where the distance 618 Of) is illustrated for the case of a 

relatively large period T . It can be seen that the shift parameter 0 allows describing the entire 

harmonic series viewed from the perspective of the center of the subband p.  

[0 The lower diagram of Fig. 6b illustrates the case for relatively small periods T , i.e. for relatively 

large fundamental frequencies Q 623, notably fundamental frequencies 623 which are greater than 

the width of the window 612. It can be seen that in such cases, a window function 612 may only 

comprise a single pulse 626 of the periodic signal, such that the signal may be viewed as a sinusoidal 

signal within the window 612. This means that for relatively small periods T , the periodic model 

[5 based prediction scheme converges towards a sinusoidal modal based prediction scheme.  

Fig. 6b also illustrates example prediction masks 611, 621 which may be used for the periodic model 

based prediction scheme and for the sinusoidal model based prediction scheme, respectively. The 

prediction mask 611 used for the periodic model based prediction scheme may correspond to the 

prediction mask 205 of Fig. 2 and may comprise the prediction mask support 614 for estimating the 

!0 target subband sample 615. The prediction mask 621 used for the sinusoidal model based prediction 

scheme may correspond to the prediction mask 203 of Fig. 2 and may comprise the prediction mask 

support 624 for estimating the target subband sample 625.  

Fig. 7a illustrates an example encoding method 700 which involves model based subband prediction 

using a periodic model (comprising e.g. a single fundamental frequency Q). A frame of an input 

25 audio signal is considered. For this frame a periodicity T or a fundamental frequency Q may be 

determined (step 701). The audio encoder may comprise the elements of the decoder 100 illustrated 

in Fig. 1, in particular, the audio encoder may comprise a predictor calculator 105 and a subband 

predictor 103. The periodicity T or the fundamental frequency Q may be determined such that the 

mean value of the squared prediction error subband signals 111 according to equation (6) is reduced 

30 (e.g. minimized). By way of example, the audio encoder may apply a brute force approach which 

determines the prediction error subband signals 111 using different fundamental frequencies Q and 

which determines the fundamental frequency Q for which the mean value of the squared prediction 

error subband signals 111 is reduced (e.g. minimized). The method proceeds in quantizing the 

resulting prediction error subband signals 111 (step 702). Furthermore, the method comprises the step
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of generating 703 a bitstream comprising information indicative of the determined fundamental 

frequency Q and of the quantized prediction error subband signals 111.  

When determining the fundamental frequency Q in step 701, the audio encoder may make use of the 

equations (36) and/or (29), in order to determine the prediction coefficients for a particular 

5 fundamental frequency Q. The set of possible fundamental frequencies Q may be limited by the 

number of bits which are available for the transmission of the information indicative of the 

determined fundamental frequency 0.  

It should be noted that the audio coding system may use a pre-determined model (e.g. a periodic 

model comprising a single fundamental frequency Q or any other of the models provided in the 

[0 present document) and/or a pre-determined prediction mask 202, 203, 204, 205. On the other hand, 

the audio coding system may be provided with further degrees of freedom by enabling the audio 

encoder to determine an appropriate model and/or an appropriate prediction mask for a to-be-encoded 

audio signal. The information regarding the selected model and/or the selected prediction mask is 

then encoded into the bit stream and provided to the corresponding decoder 100.  

[5 Fig. 7b illustrates an example method 710 for decoding an audio signal which has been encoded 

using model based prediction. It is assumed that the decoder 100 is aware of the signal model and the 

prediction mask used by the encoder (either via the received bit stream or due to pre-determined 

settings). Furthermore, it is assumed for illustrative purposes that a periodic prediction model has 

been used. The decoder 100 extracts information regarding the fundamental frequency Q from the 

!0 received bit stream (step 711). Using the information regarding the fundamental frequency Q, the 

decoder 100 may determine the periodicity T. The fundamental frequency Q and/or the periodicity T 

may be used to determine a set of prediction coefficients for the different subband predictors (step 

712). The subband predictors may be used to determine estimated subband signals (step 713) which 

are combined (step 714) with the dequantized prediction error subband signals 111 to yield the 

25 decoded subband signals 113. The decoded subband signals 113 may be filtered (step 715) using a 

synthesis filterbank 102, thereby yielding the decoded time domain audio signal 114.  

The predictor calculator 105 may make use of the equations (36) and/or (29) for determining the 

prediction coefficients of the subband predictors 103 based on the received information regarding the 

fundamental frequency Q (step 712). This may be performed in an efficient manner using a look-up 

30 table as illustrated in Figs. 6a and 3. By way of example, the predictor calculator 105 may determine 

the periodicity T and determine whether the periodicity lies below a pre-determined lower threshold 

(e.g. T=0.25). If this is the case, a sinusoidal model based prediction scheme is used. This means that 

based on the received fundamental frequency Q, the subbands p is determined which comprises a 

multiple w = qfl, with q E Z, of the fundamental frequency. Then the normalized frequency f is 

35 determined using the relation = r(p + + f), where the frequency ( corresponds to the multiple 

o = qfl which lies in subband p. The predictor calculator 105 may then use equation (29) or a pre-
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calculated look-up table to determine the set of prediction coefficients (using e.g. the prediction mask 

203 of Fig. 2 or the prediction mask 621 of Fig. 6b).  

It should be noted that a different set of prediction coefficients may be determined for each subband.  

However, in case of a sinusoidal model based prediction scheme, a set of prediction coefficients is 

5 typically only determined for the subbands p which are significantly affected by a multiple a) = qfl, 

with q E Z, of the fundamental frequency. For the other subbands, no prediction coefficients are 

determined which means that the estimated subband signals 112 for such other subbands are zero.  

In order to reduce the computation complexity of the decoder 100 (and of the encoder using the same 

predictor calculator 105), the predictor calculator 105 may make use of a pre-determined look-up 

[0 table which provides the set of prediction coefficients, subject to values for T and e. In particular, the 

predictor calculator 105 may make use of a plurality of look-up tables for a plurality of different 

values for T. Each of the plurality of look-up tables provides a different set of prediction coefficients 

for a plurality of different values of the shift parameter e.  
In a practical implementation, a plurality of look-up tables may be provided for different values of 

[5 the period parameter T. By way of example, look-up tables may be provided for values of T in the 

range of 0,25 and 2.5 (as illustrated in Fig. 6a). The look-up tables may be provided for a pre

determined granularity or step size of different period parameters T. In an example implementation, 

the step size for the normalized period parameter T is 1/16, and different look-up tables for the 

quantized prediction coefficients are provided for T=8/32 up to T= 80/32. Hence, a total of 37 

!0 different look-up tables may be provided. Each table may provide the quantized prediction 

coefficients as a function of the shift parameter e or as a function of the modified shift parameter cp.  

The look-up tables for T=8/32 up to T= 80/32 may be used for a range which is augmented by half a 

step size, i.e. [ , -]. For a given periodicity which differs from the available periodicities, for which 

a look-up tables has been defined, the look-up table for the nearest available periodicity may be used.  

25 As outlined above, for long periods T (e.g. for periods T which exceed the period for which a look-up 

table is defined), equation (36) may be used. Alternatively, for periods T which exceed the periods 

for which look-up tables have been defined, e.g. for periods T > 81/32, the period T may be separated 

into an integer delay Ti and a residual delay Tr, such that T = Ti + Tr. The separation may be such that 

the residual delay T, lies within the interval for which equation (36) is applicable and for which look

30 up tables are available, e.g. within the interval [1.5, 2.5] or [49/32, 81/32] for the example above. By 

doing this, the prediction coefficients can be determined using the loop-up table for the residual delay 

T, and the subband predictor 103 may operate on a subband buffer 104 which has been delayed by 

the integer delay Ti. For example, if the period is T=3.7, the integer delay may be Ti = 2, followed by 

a residual delay of T, = 1.7. The predictor may be applied based on the coefficients for T, = 1.7 on a 

35 signal buffer which is delayed by (an additional) Ti = 2.
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The separation approach relies on the reasonable assumption that the extractor approximates a delay 

by T in the range of [1.5, 2.5] or [49/32, 81/32]. The advantage of the separation procedure compared 

to the usage of equation (36) is that the prediction coefficients can be determined based on 

computationally efficient table look-up operations.  

5 As outlined above, for short periods (T<0.25) equation (29) may be used to determine the prediction 

coefficients. Alternatively, it may be beneficial to make use of the (already available) look-up tables 

(in order to reduce the computational complexity). It is observed that the modified shift parameter p 

is limited to the range |(I T with a sampling step size of Acp = T (for T<0.25, and for C=1, 

A=1/2).  

[0 It is proposed in the present document to reuse the look-up table for the lowest period T=0.25, by 

means of a scaling of the modified shift parameter p with T 1/T, wherein T, corresponds to the lowest 

period for which a look-up table is available (e.g. T1=0.25). By way of example, with T = 0.1 and 

p =0.07 , the table for T=0.25 may be queried with a resealed shift parameter p = 02) - 0.07 = 

0.175. By doing this, the prediction coefficients for short periods (e.g. T<0.25) can also be 

5 determined in a computationally efficient manner using table look-up operations. Furthermore, the 

memory requirements for the predictor can be reduced, as the number of look-up tables can be 

reduced.  

In the present document, a model based subband prediction scheme has been described. The model 

based subband prediction scheme enables an efficient description of subband predictors, i.e. a 

!0 description requiring only a relatively low number of bits. As a result of an efficient description for 

subband predictors, cross-subband prediction schemes may be used which lead to reduced aliasing 

artifacts. Overall, this allows the provision of low bit rate audio coders using subband prediction.
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CLAIMS 

1) A method for estimating a first sample of a first subband signal in a first subband of an 

audio signal; wherein the first subband signal of the audio signal is determined using an 

analysis filterbank comprising a plurality of analysis filters which provide a plurality of 

subband signals in a plurality of subbands from the audio signal, respectively, the method 

comprising 

- determining a model parameter of a signal model; 

- determining a prediction coefficient to be applied to a previous sample of a first 

decoded subband signal derived from the first subband signal, based on the signal 

model, based on the model parameter and based on the analysis filterbank; wherein 

a time slot of the previous sample is prior to a time slot of the first sample; and 

- determining an estimate of the first sample by applying the prediction coefficient 

to the previous sample; 

wherein 

- determining the prediction coefficient comprises determining the prediction 

coefficient using a look-up table or an analytical function; 

- the look-up table or the analytical function provide the prediction coefficient as a 

function of a parameter derived from the model parameter; and 

- the look-up table or the analytical function are pre-determined based on the signal 

model and based on the analysis filterbank.  

2) The method of claim 1, wherein 

- the signal model comprises one or more sinusoidal model components; and 

- the model parameter is indicative of a frequency of the one or more sinusoidal 

model components.  

3) The method of claim 2, wherein the model parameter is indicative of a fundamental 

frequency Q of a multi-sinusoidal signal model.  

4) The method of any one of the preceding claims, wherein the method comprises 

determining a plurality of model parameters of the signal model.
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5) The method of claim 4, wherein 

- the signal model comprises a plurality of periodic signal components; and 

- the plurality of model parameters are indicative of a plurality of fundamental 

frequencies 00,,..., 0 ,, of the plurality of periodic signal components.  

6) The method of any one of claims 4 to 5, wherein one or more of the plurality of model 

parameters are indicative of a shift and/or a deviation of the signal model from a periodic 

signal model.  

7) The method of any one of the preceding claims, wherein determining the model parameter 

comprises extracting the model parameter from a received bitstream indicative of the 

model parameter and a prediction error signal.  

8) The method of any one of claims 1 to 6, wherein 

- determining the model parameter comprises determining the model parameter such 

that a mean value of a squared prediction error signal is reduced; and 

- the prediction error signal is determined based on the difference between the first 

sample and the estimate of the first sample.  

9) The method of any one of the preceding claims, wherein 

- the analysis filterbank comprises a modulated structure; and 

- the absolute value of the prediction coefficient is independent of an index number 

of the first subband.  

10) The method of any one of the preceding claims, wherein 

- the model parameter is indicative of a fundamental frequency Q of a multi

sinusoidal signal model; and 

- determining the prediction coefficient comprises determining a multiple of the 

fundamental frequency Q which lies within the first subband.  

11) The method of claim 10, wherein determining the prediction coefficient comprises
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- if a multiple of the fundamental frequency Q lies within the first subband, 

determining a relative offset of the multiple of the fundamental frequency Q from 

a center frequency of the first subband; and/or 

- if no multiple of the fundamental frequency Q lies within the first subband, setting 

the prediction coefficient to zero.  

12) The method of any one of the preceding claims, further comprising 

- determining a prediction mask indicative of a plurality of previous samples in a 

plurality of prediction mask support subbands; wherein the plurality of prediction 

mask support subbands comprise at least one of the plurality of subbands different 

from the first subband; 

- determining a plurality of prediction coefficients to be applied to the plurality of 

previous samples, based on the signal model, based on the model parameter and 

based on the analysis filterbank; and 

- determining an estimate of the first sample by applying the plurality of prediction 

coefficients to the plurality of previous samples, respectively.  

13) The method of claim 12, wherein determining an estimate of the first sample comprises 

determining the sum of the plurality of previous samples weighted by the plurality of 

respective prediction coefficients.  

14) The method of any one of the preceding claims, wherein 

- the plurality of subbands have an equal subband spacing; and 

- the first subband is one of the plurality of subbands.  

15) The method of any one of the preceding claims, wherein 

- the analysis filters of the analysis filterbank are shift-invariant with respect to one 

another; and/or 

- the analysis filters of the analysis filterbank comprise a common window function; 

and/or 

- the analysis filters of the analysis filterbank comprise differently modulated 

versions of the common window function; and/or 

- the common window function is modulated using a cosine function; and/or
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- the common window function has a finite duration K; and/or 

- the analysis filters of the analysis filterbank form an orthogonal basis; and/or 

- the analysis filters of the analysis filterbank form an orthonormal basis; and/or 

- the analysis filterbank comprises a cosine modulated filterbank; and/or 

- the analysis filterbank is a critically sampled filterbank; and/or 

- the analysis filterbank comprises an overlapped transform; and/or 

- the analysis filterbank comprises one or more of: an MDCT, a QMF, an ELT 

transform; and/or 

- the analysis filterbank comprises a modulation structure.  

16) A method for encoding an audio signal, the method comprising 

- determining a plurality of subband signals from the audio signal using an analysis 

filterbank comprising a plurality of analysis filters; 

- estimating samples of the plurality of subband signals using the method of any one 

of the preceding claims, thereby yielding a plurality of estimated subband signals; 

- determining samples of a plurality of prediction error subband signals based on 

corresponding samples of the plurality of subband signals and the samples of the 

plurality of estimated subband signals; 

- quantizing the plurality of prediction error subband signals; and 

- generating an encoded audio signal indicative of the plurality of quantized 

prediction error subband signals and of one or more parameters used for estimating 

the samples of the plurality of estimated subband signals.  

17) A method for decoding an encoded audio signal; wherein the encoded audio signal is 

indicative of a plurality of quantized prediction error subband signals and of one or more 

parameters to be used for estimating samples of a plurality of estimated subband signals; 

the method comprising 

- de-quantizing the plurality of quantized prediction error subband signals, thereby 

yielding a plurality of de-quantized prediction error subband signals; 

- estimating samples of the plurality of estimated subband signals using the method 

of any one of claims I to 15;
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- determining samples of a plurality of decoded subband signals based on 

corresponding samples of the plurality of estimated subband signals and samples 

of the plurality of de-quantized prediction error subband signals; and 

- determining a decoded audio signal from the plurality of decoded subband signals 

using a synthesis filterbank comprising a plurality of synthesis filters.  

18) A system configured to estimate one or more first samples of a first subband signal of an 

audio signal; wherein the first subband signal of the audio signal is determined using an 

analysis filterbank comprising a plurality of analysis filters which provide a plurality of 

subband signals from the audio signal, respectively; wherein the system comprises 

- a predictor calculator configured to determine a model parameter of a signal 

model; and configured to determine one or more prediction coefficients to be 

applied to one or more previous samples of a first decoded subband signal derived 

from the first subband signal; wherein the one or more prediction coefficients are 

determined based on the signal model, based on the model parameter and based on 

the analysis filterbank; wherein time slots of the one or more previous samples are 

prior to time slots of the one or more first samples; and 

- a subband predictor configured to determine an estimate of the one or more first 

samples by applying the one or more prediction coefficients to the one or more 

previous samples; 

wherein 

- determining the prediction coefficient comprises determining the prediction 

coefficient using a look-up table or an analytical function; 

- the look-up table or the analytical function provide the prediction coefficient as a 

function of a parameter derived from the model parameter; and 

- the look-up table or the analytical function are pre-determined based on the signal 

model and based on the analysis filterbank.  

19) An audio encoder configured to encode an audio signal, the audio encoder comprising 

- an analysis filterbank configured to determine a plurality of subband signals from 

the audio signal using a plurality of analysis filters; 

- a system according to claim 18 configured to estimate samples of the plurality of 

subband signals, thereby yielding a plurality of estimated subband signals;
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- a difference unit configured to determine samples of a plurality of prediction error 

subband signals based on corresponding samples of the plurality of subband 

signals and of the plurality of estimated subband signals; 

- a quantizing unit configured to quantize the plurality of prediction error subband 

signals; and 

- a bitstream generation unit configured to generate an encoded audio signal 

indicative of the plurality of quantized prediction error subband signals and of one 

or more parameters used for estimating the samples of the plurality of estimated 

subband signals.  

20) An audio decoder configured to decode an encoded audio signal; wherein the encoded 

audio signal is indicative of the plurality of quantized prediction error subband signals and 

one or more parameters used for estimating samples of a plurality of estimated subband 

signals; wherein the audio decoder comprises 

- an inverse quantizer configured to de-quantizing the plurality of quantized 

prediction error subband signals, thereby yielding a plurality of de-quantized 

prediction error subband signals; 

- a system according to claim 18, configured to estimate samples of the plurality of 

estimated subband signals; 

- a summing unit configured to determine samples of a plurality of decoded subband 

signals based on corresponding samples of the plurality of estimated subband 

signals and based on samples of the plurality of de-quantized prediction error 

subband signals; and 

- a synthesis filterbank configured to determine a decoded audio signal from the 

plurality of decoded subband signals using a plurality of synthesis filters.












	Bibliographic Page
	Abstract
	Description
	Claims
	Drawings

