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ABSTRACT

A method, system and computer-readable medium are provided for reading information from a memory unit. A read instruction may be received to read information from a set of memory cells in the memory unit. A data structure storing sets of read thresholds may be searched for a set of read thresholds based on one or more characteristic value(s) of the set of memory cells. If the set of read thresholds is found, the set of memory cells may be read to execute the read instruction using the found set of read thresholds. The set of read thresholds may be thresholds which were previously used to successfully read a set of cells having the same or similar characteristic value(s).
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SYSTEMS AND METHODS FOR STORING, RETRIEVING, AND ADJUSTING READ
THRESHOLDS IN FLASH MEMORY STORAGE SYSTEM

REFERENCE TO RELATED APPLICATIONS

[0001] This patent application claims priority from U.S.
6, 2010, which is incorporated herein by reference in its
entirety.

BACKGROUND OF THE INVENTION

[0002] Flash memory devices may store information in the
form of an electrical charge which may be programmed into
cells by injecting electrons between electrically isolated
floating-gates of the cells, where the electrons may be trapped
by the insulating properties of the floating-gates. In single-
level cell (SLC) devices, each cell may either be programmed
with charge or may remain un-programmed (erased), thus
effectively defining two binary states to store one bit of infor-
mation per cell. Multi level cell (MLC) devices may store
more than one bit per cell by applying electrical charge to the
floating gates in one of multiple (n) levels. Thus, an (n)-level
flash cell, where n=2k, may store k bits of information, where
each combination of k bits is mapped (e.g. via Gray
coding) to one of n program levels. When programming a
previously programmed cell, the cell may be overwritten and
the cell charge may be erased, for example, by reducing the
charge to a constant reference charge value.

[0003] Flash memory devices may store information bits in
logical units, such as pages, which may encompass several
thousands of cells (e.g. 4096, 8192 bytes). Each page may
store data for a different j-th bit (j=1,2,k) of each cell in a row
of cells. Thus, a physical row of cells may be programmed
using k information pages. When the row of cells is read, all
k pages may be read. A plurality of (e.g., 32 or 64) physical
rows may form a block. A physical row may be the smallest
set of cells which may be programmed simultaneously and a
block may be the smallest set of cells which may be erased
simultaneously, although other memory partitions may also
be used.

[0004] The amount of electrical charge stored in the float-
ing gate cell may be directly related to the voltage level used
to fully conduct current across the cell’s transistor gate.
Therefore, the amount of charge in a cell may be measured by
the minimal gate voltage level used for conduction (e.g., also
known as threshold voltage, Vtn). Since the actual charge level
may vary among cells programmed to a certain program level,
the specific threshold voltage may also vary among these
cells.

[0005] Flash memory devices may be read by comparing
the threshold voltage of a cell or a group of cells to one (or
more) read threshold(s) or decision level(s). The read thresh-
old(s) may divide voltages into a plurality of different voltage
ranges, each associated with a different one of n program
levels of the multi-level cell. Read operations may determine
within which range the cell voltage falls, and therefore, the
associated program level and value of the cell. Each page may
be read using a subset of the read threshold(s) used to define
the value of the bit associated with that page.

[0006] During the life span of a flash memory device, the
insulating properties of the floating-gates may degrade and
the charge levels of cells may shift to other values, which may
be referred to as “charge loss.” Charge loss or other errors in
the charge stored in cells may result from programming errors
(e.g., either intentional or not), age, storage temperature,
repeated use of program/erase cycles, retention and various
other reasons. Charge loss may cause the cell voltage to
decrease causing a spontaneous change in their programming
levels generating errors in the flash memory device.

SUMMARY OF THE INVENTION

[0007] An embodiment of the invention may provide a
method, system and computer-readable medium for reading
information from a memory unit. A read instruction may be
received to read information from a set of memory cells in the
memory unit. A data structure storing sets of read thresholds
may be searched for a set of read thresholds based on one or
more characteristic value(s) of the set of memory cells. If the
set of read thresholds is found, the set of memory cells may be
read to execute the read instruction using the found set of read
thresholds. The set of read thresholds may be thresholds
which were previously used to successfully read a set of cells
having the same or similar characteristic value(s).

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The subject matter regarded as the invention is par-
ticularly pointed out and distinctly claimed in the concluding
portion of the specification. The invention, however, both as
to organization and method of operation, together with
objects, features, and advantages thereof, may best be under-
stood by reference to the following detailed description when
read with the accompanying drawings in which:

[0009] FIG. 1 schematically illustrates a probability dis-
tribution function (PDF) for a set of memory cells and corre-
sponding read thresholds prior to charge loss;

[0010] FIG. 2 schematically illustrates a probability dis-
tribution function for a set of memory cells and corresponding
read thresholds after charge loss;

[0011] FIG. 3 schematically illustrates a data structure for
storing read thresholds according to the index of cell blocks
read by the read thresholds, according to an embodiment of the
invention;

[0012] FIG. 4 schematically illustrates a multi dimensional
data structure storing read thresholds arranged according to
cell block index, according to an embodiment of the inven-
tion;

[0013] FIG. 5 is a flowchart of a method for storing sets of
read thresholds arranged according to cell block index, accord-
ing to an embodiment of the invention;

[0014] FIG. 6 is a flowchart of a method for retrieving sets
of read thresholds arranged according to cell block index,
according to an embodiment of the invention;

[0015] FIG. 7 schematically illustrates a data structure for
storing read thresholds arranged according to timestamps,
according to an embodiment of the invention;

[0016] FIG. 8 schematically illustrates a multi dimensional
data structure storing read thresholds arranged according to
timestamps, according to an embodiment of the invention;

[0017] FIG. 9 is a flowchart of a method for storing sets of
read thresholds arranged according to timestamps, according
to an embodiment of the invention;

[0018] FIG. 10 is a flowchart of a method for retrieving sets
of read thresholds arranged according to timestamps, accord-
ing to an embodiment of the invention;
FIG. 11A schematically illustrates a probability distribution function for memory cells before and after charge loss used to evaluate the degradation level of the cells, according to an embodiment of the invention;

FIG. 11B is a flowchart of a method for evaluating a degradation level, according to an embodiment of the invention;

FIG. 12 schematically illustrates a data structure for storing read thresholds arranged according to degradation levels, according to an embodiment of the invention;

FIG. 13 schematically illustrates a multi-dimensional data structure for storing read thresholds arranged according to degradation levels, according to an embodiment of the invention;

FIG. 14 is a flowchart of a method for storing read thresholds arranged according to degradation levels, according to an embodiment of the invention;

FIG. 15 is a flowchart of a method for retrieving sets of read thresholds arranged according to degradation levels, according to an embodiment of the invention;

FIG. 16 schematically illustrates a multi-dimensional data structure for storing read thresholds for different cell partitions, according to an embodiment of the invention;

FIG. 17 schematically illustrates a data structure storing a history of read threshold data, according to an embodiment of the invention;

FIG. 18 is a flowchart of a method for perturbing a single read threshold, according to embodiments of the invention;

FIG. 19 is a flowchart of a method for perturbing multiple read thresholds, according to embodiments of the invention;

FIG. 20 is a flowchart of a method for tracking optimal read thresholds based on perturbations of a single read threshold using multiple reading and decoding operations, according to embodiments of the invention;

FIGS. 21 and 22 are flowcharts of methods for tracking optimal read thresholds based on perturbations of multiple read thresholds using multiple reading and decoding operations, according to various embodiments of the invention;

FIG. 23 is a flowchart of a method for tracking optimal read thresholds based on counting cell instances for each read threshold, according to embodiments of the invention; and

FIGS. 24 and 25 schematically illustrate systems, according to embodiments of the invention.

It will be appreciated that for simplicity and clarity of illustration, elements shown in the figures have not necessarily been drawn to scale. For example, the dimensions of some of the elements may be exaggerated relative to other elements for clarity. Further, where considered appropriate, reference numerals may be repeated among the figures to indicate corresponding or analogous elements.

DETAILED DESCRIPTION OF THE INVENTION

In the following description, various aspects of the present invention will be described. For purposes of explanation, specific configurations and details are set forth in order to provide a thorough understanding of the present invention. However, it will also be apparent to one skilled in the art that the present invention may be practiced without the specific details presented herein. Furthermore, well known features may be omitted or simplified in order not to obscure the present invention.

Unless specifically stated otherwise, as apparent from the following discussions, it is appreciated that throughout the specification discussions utilizing terms such as “processing,” “computing,” “calculating,” “determining,” or the like, refer to the action and/or processes of a computer or computing system, or similar electronic computing device, that manipulates and/or transforms data represented as physical, such as electronic, quantities within the computing system's registers and/or memories into other data similarly represented as physical quantities within the computing system’s memories, registers or other such information storage, transmission or display devices.

Over time, memory cells may degrade causing charge loss, for example, due to a combination of high cycling and substantial retention. As the memory cells lose charge, the threshold voltage induced across the cells may shift, crossing previously computed read thresholds, causing the cells to spontaneously change bit-values to generate errors. Conventional systems may be unable to anticipate such degradation or to correct the errors caused by charge loss and instead, re-compute new read thresholds for each new read operation. However, since memory degradation and charge loss occurs slowly, over a long period of time, the same or similar read thresholds may be repeatedly computed, over and over again, when there is little or no change in cell’s threshold voltage, thereby generating redundant read threshold data and wasting processing time and resources.

To avoid such redundant computations, embodiments of the invention may save and re-use read thresholds, previously used in successful read operations, for subsequent read operations reading the same or similar cells (e.g., having the same or similar characteristic values). If there is substantially no charge loss (e.g., low cycling and retention) to the cells since the previous read operation, the read thresholds used during the previous read may be used, e.g., as is or perturbed, to successfully read cells in the subsequent or future read operations. The read thresholds associated with each set of cells (or cell blocks) may be identified by storing relationships between cells and thresholds, for example, in a look-up-table, in metadata attached to the thresholds, or by arranging the thresholds themselves in designated areas associated with the cells. Read thresholds may be arranged and retrieved based on cell characteristics, for example, according to the indices of cell blocks read by the read thresholds (e.g., see FIG. 3-6), the timestamps of the cell blocks—a number of times the memory system has been powered down (turned on/off), for example, since they were previously programmed or over their lifetime (e.g., see FIG. 7-10), the degradation level of the cell blocks (e.g., see FIG. 12-16), and/or a combination of multiple characteristics (e.g., see FIG. 16). Thus, when an instruction is received to read a set of cells, the associated threshold data may be quickly identified in the threshold storage location (e.g., based on block index, timestamp and/or degradation level of the cells) and used, once again, to read a similar set of cells. Re-using the previously generated thresholds may significantly reduce system computations associated with repeatedly generating new versions of the same or similar thresholds.

Read thresholds may be stored when they result in successful reads (e.g., where cell data is correctly decoded). However, even a successful read may still have errors (e.g., up
to a predetermined threshold number of errors, which may be the maximum number of errors able to be corrected by error correction code (ECC)). Some embodiments of the invention may determine the performance of a read operation using read thresholds, for example, to determine how close to optimal are the read thresholds, and may improve sub-optimal read thresholds in order to decrease the number of potential errors in future read operations. The performance of read operations may be measured by counting the number of errors using error correction decoding (e.g., using ECC) or by counting and comparing the number of cells associated with a given read threshold before and after error correction decoding. Optimal performance may occur when the number of errors counted or the difference between the numbers of cells counted is greater than a predetermined threshold. If a read has optimal performance (e.g., generates no errors or a relatively small number of errors), the read thresholds may be stored, as is, without adjustment, for future read operations. However, if a read has sub-optimal performance (e.g., generates a relatively large number of errors), instead of storing the read thresholds, as is, and generating the same (or additional) errors in future reads, these read thresholds may be adjusted or perturbed before they are stored in an attempt to decrease the number of errors they generate in future reads.

An initial set of read thresholds may be received to read memory cells. The initial set of read thresholds may or may not be stored and retrieved from a read history database. The accuracy of the cell data read with the initial read thresholds may be evaluated, for example, using error correction data (e.g., ECC) associated with the data. If the read data has optimal accuracy (e.g., less than or equal to a threshold number of errors), the same read thresholds may be used for subsequent read operations of cells with the same or similar characteristics. However, if the read data has sub-optimal accuracy (e.g., greater than the threshold number of errors), the initial read thresholds may be perturbed by a voltage step (e.g., in a predetermined positive or negative voltage direction) for use in the next sequential read operation. In the next read operation, cells may be read using the new perturbed read thresholds and the accuracy of the read data may again be evaluated using the error correction data. If the read data has optimal accuracy, no threshold adjustment may be made. However, if the read data has sub-optimal accuracy, the read accuracy (e.g., in a previous iteration (using the incremented read thresholds) may be compared to that of the current iteration (using the previous (initial) read thresholds). If the accuracy is increased, but not yet optimal, it may be determined that the threshold adjustment is moving in the right direction, but has not yet reached the optimal voltage. Accordingly, the read thresholds may continue to be perturbed in each sequential read operation using a voltage step in the same direction as the direction of the previous voltage step. However, if the accuracy is decreased (and thus inherently sub-optimal), it may be determined that the threshold adjustment is moving in the wrong direction. In this case, the direction of the voltage step may change in each sequential read operation and the read thresholds may be perturbed using a voltage step in the opposite direction as the direction of the previous voltage step. This process may continue to adjust read thresholds for each sequential read operation or only when a predetermined number of errors are detected, for example, to continuously approach the varying optimal read thresholds for optimal read accuracy of degrading memory cells.

If the magnitude of the voltage step incremented in each read operation is too large, the voltage adjustment may overstep the optimal read thresholds, while if the magnitude of the voltage step is too small, the voltage adjustment may understep the optimal read thresholds. Accordingly, the voltage step magnitude may be dynamically set, for example, based on the number of errors detected in the previous read results. Read thresholds may be adjusted one at a time or in groups of one or more, for example, adjusting all thresholds together defining each bit or page of multi-level cells.

Embodyments of the invention may read information from a memory partition, such as a set of cells (or cell blocks), in a read operation. The read operation may include (a) receiving a request, such as a read instruction, to read information from a memory partition; (b) attempting to retrieve a set of read thresholds from a multi dimensional data structure that are associated with the cell partition, for example, using one or more characteristic value(s) identifying the associated cell partition, such as a cell partition index, a read timestamp, a degradation level and/or a number of program erase cycles of the cells, wherein the value(s) are a key to identify the associated thresholds in the multi dimensional data structure; and, if the attempt to retrieve succeeds, (c) reading the memory partition using the retrieved set of read thresholds.

The characteristic identifying the cell partition may include, for example, a memory partition identifier (e.g., see FIG. 3-6), a timestamp (e.g., see FIG. 7-10) indicative of a number of times the memory system was powered down or turned on/off (since first use or an initialization time), a degradation level of the memory partition (e.g., see FIG. 12-16) or a combination thereof (e.g., see FIG. 16 for a multi dimensional data structure that may be accessed using a combination of three keys: cycle count, degradation level and row index).

In some cases, a great amount of storage may be used for storing read thresholds generated for every combination of characteristics. Decreasing the number of characteristics or the range of characteristic values may decrease the amount of read threshold generated for each characteristic value combination. In one embodiment, a wear leveling policy may be used to ensure that all the memory cells in a unit have approximately the same or similar cycle count (number of program/erase cycles). Limiting the range of the cycle count between cell blocks may reduce the range of characteristic values and thus, the diversity of read thresholds used for the characteristic values.

The multi dimensional data structure may be partitioned into rows and columns. Each column (or row) may store a set of read thresholds associated with a certain range of characteristic values (e.g., BlockSets of FIG. 4 or TimeStampSets of FIG. 8). For each characteristic value for a read operation, a memory controller may search the multi dimensional data structure to find a characteristic range containing the characteristic value (e.g., operations 62 and 102 of FIGS. 6 and 10). The memory controller may attempt to retrieve the set of read thresholds associated with the cell partition from the multi dimensional data structure partition, e.g., using one or more characteristic values or ranges of the requested cell partition as keys. If the attempt to retrieve read thresholds associated with the cell partition succeeds, the requested cell
partition may be read using those thresholds. Otherwise, if the attempt to retrieve read fails (e.g., those thresholds are not stored, such as, if the cell partition has never been previously read), a set of other thresholds (e.g., best-fit or reference thresholds) may be retrieved from the multi dimensional data structure, for example, along with a set of predetermined difference values between the set of read thresholds associated with the memory partition and the reference set of read thresholds.

[0045] Reference is made to FIG. 1, which schematically illustrates a probability distribution function 10 of a set of memory cells and corresponding read thresholds prior to charge loss. In the example of FIG. 1, a three bit per cell (3 bpc) memory is used and the information pages associated with the three stored bits may include a most-significant bit (MSB) page, a center significant bit (CSB), and a least-significant bit (LSB). The probability distribution function 10 may include a plurality of (e.g., 2^3) lobes 11-18, each associated with a different one of the (e.g., 2^3) program levels of the cells. Each lobe 11-18 may define a voltage range (e.g., or uncertainty) centered about some voltage value for each program level. Any cell voltage that falls within one of lobes 11-18 may be assigned the corresponding program level. The mapping between lobes 11-18 and the program levels for the 3 information bits is marked on each lobe in FIG. 1.

[0046] Lobes 11-18 may be divided by read thresholds 21-27, Tn, n=1, 2, 7, defining the boundary voltages of the lobes. Read thresholds 21-27 may be divided into three sets (marked by 3 types of lines in FIG. 1) for retrieving MSB, CSB, or LSB information. The MSB page (e.g., defining the 1st bit) may be read using only the single read threshold T4 24. Cells with a threshold voltage less than read threshold T4 24 may be read as “1”, while cells with a threshold voltage greater than (or equal to) read threshold T4 24 may be read as “0”. The CSB page (e.g., defining the 2nd bit) may be read using read thresholds T22 22 and T6 26. Cells with a threshold voltage less than T22 22 or above T6 26 may be read as “1”, while the remaining cells may be read as “0”. The LSB page (e.g., defining the 3rd bit) may be read using read thresholds T1 T1, T3 23, T5 25, and T7 27. Cells with a threshold voltage less than T1 21, or between T3 23 and T5 25, or above T7 27 may be read as “1”, while the remaining cells may be read as “0”.

[0047] The position of read thresholds 21-27 may determine the accuracy of data read from the memory cells. If read thresholds are placed incorrectly, many read errors may occur. A read error may occur when a cell, if programmed to one program level, is erroneously read as belonging to another program level. This may occur if an outer limit (e.g., tail-end) of a first program level’s lobe extends beyond the read threshold which is used to distinguish between the first program level and a second (neighboring) program level. Therefore, accurate read thresholds may be placed in between lobes 11-18 of the threshold voltage distributions, such that for each read threshold, there is minimal overlap between the outer limits of the lobes for any two adjacent program levels.

[0048] In some cases, even when read thresholds are optimally placed, read errors may still occur when the memory cells degrade over time, for example, as described in reference to FIG. 2.

[0049] Reference is made to FIG. 2, which schematically illustrates a probability distribution function 20 of a set of memory cells and corresponding read thresholds after charge loss. In the example of FIG. 2, a three bit per cell (3 bpc) memory is used, although any k bit per cell memory may be used.

[0050] Probability distribution function 20 includes partially overlapping lobes 11’-18’ read from a device, for example, having charge loss due to heavy cycling and retention. Lobes 11’-18’ may be divided by read thresholds 21’-27’, Tn, n=1, 2, 7, defining the boundary voltages of lobes 11’-18’. Due to the charge loss of the cells, even the most optimal placement of read thresholds 21’-27’ may still cause the outer voltage limits of lobes 11’-18’ to extend beyond read thresholds 21’-27’ causing read errors. Error correcting codes (e.g., BCH or LDPC) may be used during programming to correct such read errors.

[0051] Optimal read thresholds may change over time, for example, from read thresholds 21-27 positioned to read cells prior to charge loss in FIG. 1 to read thresholds 21-27 positioned to read cells after charge loss in FIG. 2. As the memory device undergoes more and more program/erase cycles, it becomes more and more susceptible to charge loss due to retention, and optimal read thresholds begin decreasing in voltage over time. When a request is received to read a degraded memory device, read thresholds may be positioned to compensate for the charge loss associated with the aging state of the memory as well as the retention period, in order to retrieve the data with minimal or no errors. Once the read operation is complete, the read thresholds may be stored for future use for reading cells with similar characteristics. In such a case, these thresholds may be retrieved and used directly, instead of re-computing the read threshold, which typically causes a processing delay. However, before storing the read thresholds, it may be constructive to analyze the quality of the read thresholds, i.e. to assess how close to optimal they are. These thresholds may be modified (or adjusted) before they are stored. Examples of such schemes for positioning read thresholds, performing adjustment of read thresholds, and storing/retrieving of read thresholds are described in U.S. patent application Ser. No. 12/596,438 entitled “System and Methods Employing Mock Thresholds to Generate Actual Reading Thresholds in Flash Memory Devices” and U.S. patent application Ser. No. 12/596,450, entitled “Apparatus and Methods for Generating Row-Specific Reading Thresholds in Flash Memory”, both of which are assigned to the common assignee of the present application and are incorporated herein by reference in their entirety.

[0052] According to various embodiments of the invention, sets of read thresholds may be stored in a multi dimensional data structure and may be retrieved from the multi dimensional data structure. A retrieved set of read thresholds may be used for reading information from a memory partition.

[0053] A memory partition may include multiple memory cells and forms a portion of a memory module. In some examples, the memory partition may be an erase block or a page, although other memory partitions may be used. Thus, if a certain example refers to one partition, such as, a page or to an erase block, it may be applied to other memory partitions.

[0054] According to various embodiments of the invention, read thresholds may be adjusted, for example, by incrementally inducing small voltage changes or perturbations to the read threshold voltages in each sequential read operation. The adjusted thresholds may be evaluated, for example, by detecting errors in the read results thereof, to determine the adjustment accuracy.
Read thresholds may be accessed based on one or more values of one or more characteristics of a memory partition.

A system may include a memory module and a memory controller. The memory module may include memory cells and analog circuitry which implement the read and write operations, and an interface which may buffer data and issue commands. The memory controller may interface on one side with a host and on the other with the memory module. During a write operation, the memory controller may perform error correction coding (ECC) before programming information to the memory module. During a read operation, the memory controller may set proper read thresholds, activate the read operation of the memory module and perform error correction decoding. Example systems are shown in FIGS. 24 and 25.

Systems and Methods for Management of Read Thresholds Based on Block Indices

A memory controller may access a memory device to retrieve read thresholds from a data structure prior to a read operation. The memory controller may update the memory device upon completion of the read operation, for example, to store the same read thresholds (if usage of these read thresholds for reading resulted in successful decoding) or new read thresholds (if usage of these read thresholds resulted in decoding failure).

The data structure may store a set of read thresholds for a certain set of cells or memory partition. The set of read thresholds may be the most recently updated set of read thresholds that is most recently used to read the set of cells. For example, the data structure may store an initial set of read thresholds $T_{1}$-$T_{7}$ 21-27 for a certain memory partition at an initial time and may update the thresholds to a subsequent set of read thresholds $T'_{1}$-$T'_{7}$ 21'-27 for a partition with the same characteristic value(s) at a subsequent time. Threshold updates may be made independently for each individual threshold, for one or more thresholds for each individual page, or for all thresholds together for each set of cell(s) or partition.

Reference is made to FIG. 3, which schematically illustrates a data structure 30 for storing read thresholds according to cell block index, according to an embodiment of the invention. Data structure 30 may include an atomic or basic data structure forming the smallest storage component in a memory device. Data structure 30 (ThresholdInfo) may include, for example the following information fields:

i. BlockIndex—The physical index of a cell partition in the memory module.

ii. 1BpcThresholds—A single read threshold used for reading the MSB page when 1 bit is written to each cell.

iii. 2BpcThresholds—3 read thresholds used for reading the MSB/CSB pages when 2 bits are written to each cell.

iv. 3BpcThresholds—7 read thresholds used for reading the MSB/CSB/LSB pages when 3 bits are written to each cell.

Reference is made to FIG. 4, which schematically illustrates a multi dimensional data structure 40 storing read thresholds arranged according to cell block index, according to an embodiment of the invention.

Data structure 40 may store an array of (Nb)x(Nd) basic data structures (e.g., basic data structures 30 of FIG. 3). Data structure 40 may include rows 41(1)-41(Nd) and columns 42(0)-42(Nb−1). Each column may be associated with a different set of memory partitions, such as, a different set of blocks. All the blocks of a memory unit may be divided into (Nb) block sets, where each block set has approximately equal size (or number of basic data structures). In one example, block index (i) may be mapped to BlockSet j if $j \equiv \text{mod}(i, \text{Nb})$. Each BlockSet (each column of data structure 40) may include (Nd) entries of ThresholdInfo (e.g., basic data structures 30).

Nd (and optionally Nb) may be chosen according to system memory constraints, e.g., a size of memory space allocated for storing the multi dimensional data structure and a desired time of retrieving a set of read thresholds. The selected Nd and Nb may balance search complexities and miss rates, where a miss may be defined as an event for which the thresholds of a desired block are not found. Miss rate computations may depend on the conditions for testing the miss rate, such as, the pattern of the cell block to be read. For example, in some applications, read locations may be uniformly distributed throughout an entire memory, while in other applications, read requests may be addressed to a certain subset of blocks for a certain period of time and then shifted to another subset of blocks for another period of time. In the first application, a large Nb and a small Nd may be preferred (e.g., assuming Nb×Nd is constant) since this selection does not affect the miss rate and has a relatively small search complexity. On the other hand, in the second application, a larger Nd may be preferred in case several blocks from the same block set are chosen to be read for a substantially long time duration.

Reference is made to FIG. 5, which is a flowchart of a method 50 for storing sets of read thresholds arranged according to cell block index, according to an embodiment of the invention.

In operation 51, a request may be received to store a set of read thresholds used for reading a block with block index ($"/b\)$. To read a block in a memory device with a number of bits per cell (BPC), the set of read thresholds may include $2^{\text{BPC}-1}$ read thresholds $T_{1}$, $T_{2}$, ..., $T_{2^{\text{BPC}-1}}$. To read an Mth page for the Mth bit of the cells, the set of read thresholds may include $2^{\text{M−1}}$ read thresholds.

In operation 52, $j \equiv \text{mod}(b)$, the BlockSet $j$ may be searched for a basic data structure (ThresholdInfo) associated with a block of block index ($"/b\)".

In operation 54, it may be determined if the basic data structure (searched for in operation 53) is found. If so, a process or processor may proceed to operation 57, otherwise a process or processor may proceed to operation 56.

In operation 57, the basic data structure may be updated with the set of read thresholds received during operation 51.

Operation 57 may be followed by an "END" operation 59.

However, if the basic data structure is not found, operation 56 may determine if there is an empty entry in BlockSet $j$. If an empty entry is found, the empty entry may be accessed in operation 55 and a process or processor may proceed to operation 57 to update the empty entry with the set of read thresholds received during operation 51.
If there is not an empty entry in BlockSet j, the last recently used non-empty entry may be re-written in operation 58 with the set of read thresholds received during operation 51.

Reference is made to FIG. 6, which is a flowchart of a method 60 for retrieving sets of read thresholds arranged according to cell block index, according to an embodiment of the invention.

In operation 61, a request may be received to read a block with block index (‘b’). To read a block b in a memory device with a number of bits per cell (BPC), a set of read thresholds may be retrieved, for example, including read thresholds T1, T2, ..., T(2^BPC−1). To read an Mth page of block b defining the Mth bit of the cells, the set of read thresholds may include 2^M−1 read thresholds.

In operation 62, j=modulo (b, Nb) may be computed.

In operation 63, for each value computed for j=modulo (b, Nb), the BlockSet j may be searched for a basic data structure (ThresholdInfo) associated with a block of block index (‘b’).

In operation 64, it may be determined if the basic data structure (searched for in operation 63) is found. If so, a process or processor may proceed to operation 65; otherwise a process or processor may proceed to operation 68.

In operation 65, a search failure may be declared, e.g., “No Thresholds Found”.

If the basic data structure is found, in operation 66, the basic data structure may be searched for the set of read thresholds requested in operation 61.

In operation 67, it may be determined if the basic data structure (searched in operation 65) has the requested set of read thresholds. If so, a process or processor may proceed to operation 67; otherwise a process or processor may proceed to operation 68.

In operation 68, the found requested set of read thresholds may be returned to complete the request received in operation 61.

Operations 67 and 68 may be followed by an “END” operation 69.

Systems and Methods for Management of Read Thresholds Based on Time Stamp

Timestamps may be used to estimate the time which has passed since a block was last programmed. Whenever a cell block is programmed, the instantaneous value of time, the timestamp, may be recorded, for example, in a data structure managed by the controller. Each programmed block may have one and only one timestamp. When a request is received to read a block at a current time, the timestamp may be subtracted from a current time indication to estimate the duration of time from when the block was last programmed to when it is currently read. The more accurate the time estimation, the more likely the read thresholds associated with this estimation will be able to accurately read the cells.

Reference is made to FIG. 7, which schematically illustrates a data structure 70 for storing read thresholds arranged according to timestamps, according to an embodiment of the invention. Data structure 70 may be an atomic or basic data structure forming the smallest storage component in a memory device. Data structure 70 (ThresholdInfo) may include, for example, the following information fields:

- i. TimeStamp—A number of times a memory partition is powered down (turned on/off) since the previous programming of the memory partition (or another initialization time). Each memory partition (such as a block) may be associated with a timestamp value associated with a previous programming attempt. This value may be compared to a current timestamp value of a current number of power downs of the memory module to estimate the duration of time from when the block was previously programmed to when it is currently read.

- ii. BlockIndex—The physical index of a cell partition in the memory module.

- iii. 1BpcThresholds—A single read threshold used for reading the MSB page when 1 bit is written to each cell.

- iv. 2BpcThresholds—3 read thresholds used for reading the MSB/CSB pages when 2 bits are written to each cell.

- 3 BpcThresholds—7 read thresholds used for reading the MSB/CSB/LSB pages when 3 bits are written to each cell.

Reference is made to FIG. 8, which schematically illustrates a multi dimensional data structure 80 storing read thresholds arranged according to timestamps, according to an embodiment of the invention.

Data structure 80 may store an array of (Nb)×(Nd) basic data structures (e.g., basic data structures 70 of FIG. 7). Data structure 80 may include rows 81(1)-81(Nd) and columns 82(0)-82(Nb−1). Each column may be associated with a different set of timestamp values. The timestamp range may be divided into (Nb) timestamp sets. For example, timestamp t is mapped to TimestampSet j if j=mod(t, Nb).

Reference is made to FIG. 9, which is a flowchart of a method 90 for storing sets of read thresholds arranged according to timestamps, according to an embodiment of the invention.

In operation 91, a request may be received to get a set of read thresholds used for reading a block with a timestamp (“t”). To read a block in a memory device with a number of bits per cell (BPC), the set of read thresholds may include read thresholds T1, T2, ..., T(2^BPC−1). To read an Mth page for the Mth bit of the cells, the set of read thresholds may include 2^M−1 read thresholds.

In operation 92, j=modulo (t, Nb) may be computed.

In operation 93, for each value computed for j=modulo (t, Nb), the TimestampSet j may be searched for a basic data structure (ThresholdInfo) associated with a block with a timestamp t.

In operation 94, it may be determined if the basic data structure (searched for in operation 93) is found. If so, a process or processor may proceed to operation 97; otherwise a process or processor may proceed to operation 96.

In operation 97, the basic data structure may be updated with the timestamp value t and the associated set of read thresholds requested in operation 91.

Operation 97 may be followed by an “END” operation 99.

However, if the basic data structure is not found, operation 96 may determine if there is an empty entry in TimestampSet j. If an empty entry is found, the empty entry may be accessed in operation 98 and a process or processor may proceed to operation 97 to update the empty entry with the timestamp t and associated set of read thresholds.

If there is not an empty entry in TimestampSet j, the last recently used non-empty entry may be accessed in opera-
tion 95 and re-written in operation 97 with the timestamp value t and the associated set of read thresholds requested in operation 91.

[0104] Reference is made to FIG. 10, which is a flowchart of a method 100 for retrieving sets of read thresholds arranged according to timestamps, according to an embodiment of the invention.

[0105] In operation 101, a request may be received to read a block with a timestamp (“t”). To read a block with a timestamp t in a memory device with a number of bits per cell (BPC), a set of read thresholds may be retrieved, for example, including read thresholds T1, T2, . . . , T(2^BPC-1). To read an Mth page for the Mth bit of the cells, the set of read thresholds may include 2^M-1 read thresholds.

[0106] In operation 102, j-modulo (t, Nb) may be computed.

[0107] In operation 103, for each value computed for j-modulo (t, Nb), the Timestamp set j may be searched for a basic data structure (ThresholdInfo) associated with a block with a timestamp t.

[0108] In operation 104, it may be determined if the basic data structure (searched for in operation 103) is found. If so, a process or processor may proceed to operation 105; otherwise, a process or processor may proceed to operation 108.

[0109] In operation 108, a search failure may be declared, e.g., “No Thresholds Found”.

[0110] If the basic data structure is found, in operation 105, the basic data structure may be searched for the set of read thresholds requested in operation 101.

[0111] In operation 106, it may be determined if the basic data structure (searched in operation 105) has the requested set of read thresholds. If so, a process or processor may proceed to operation 107; otherwise a process or processor may proceed to operation 108.

[0112] In operation 107, the found requested set of read thresholds may be returned to complete the request received in operation 101.

[0113] Operations 107 and 108 may be followed by an “END” operation 109.

Systems and Methods for Management of Read Thresholds Based on Degradation

[0114] According to some embodiments of the invention, a multi-dimensional data structure may include different entries for different degradation levels. The degradation levels may be divided into sets of degradation levels and a different set of entries may be allocated to each set of degradation levels. Accordingly, embodiments of the invention described in reference to FIGS. 5, 6, 9 and 10 may be similarly applied mutatis mutandis to degradation characteristics. Each degradation level may be used as a key to access read thresholds in a data structure that are associated with cells or cell blocks having that degradation level. A set of read thresholds may be used to read lightly cycled blocks with heavy retention as well as heavily cycled blocks with less severe retention. In this way, a relatively small diversity or number of different sets of read thresholds may be used to read all the blocks in the memory device.

[0115] This threshold management scheme may include measuring a degradation level of the memory partition or receiving the degradation level. This degradation level may be defined, for example, by a DegradationIndex field. The degradation level may be evaluated by performing one or more read operation of the memory partition to provide one or more read results and processing the read results.

[0116] The program level distribution (PDF) may define the number of memory cells expected to store different values of voltage. For example, if initially the number of memory cells that store voltage levels that form a lobe are substantially the same for each lobe, then the initial number of memory cells that are expected to store a voltage level that form each individual lobe (e.g., the highest voltage or right-most lobe) may be equal to the average of the number of memory cells for all the lobes. The degradation of a memory partition may result in deviations from the initial program level distribution and may be evaluated by measuring such deviations. The deviations may be measured by counting the number of memory cells that store voltage values within lobes for a current cell value state and comparing this number to a number approximated for the previous or initial initially read state of the memory partition, for example, as described in reference to FIG. 11A.

[0117] Reference is made to FIG. 11A, which schematically illustrates a probability distribution function for memory cells before and after charge loss used to evaluate the degradation level of the cells, according to an embodiment of the invention.

[0118] Lobe 18 may represent the voltage distribution of a set of (N) cells exceeding a read threshold 27 immediately after programming (e.g., during the read operation for the cells after they were programmed). At a later time for the same cells, for example, after undergoing retention, the number of memory cells that still store a voltage that is above read threshold 27 may decrease from (N) to (NO) (e.g., the voltage profile of the NO cells represented by the portion of lobe 18' with a voltage greater than read threshold 27', i.e. positioned to the right of threshold 27). This reduction in cell voltage that spontaneously degrades from lobe 18 to lobe 18' across threshold 27 may indicate the degradation level of the cells. The degradation level of the cells may be calculated, for example, as a difference, ratio, average or other measure of change of the voltage or number of cells that cross threshold 27 since the programming operation. It is noted that the degradation of cells may be defined, not only by measuring the number of memory cells associated with a single lobe, but also with multiple lobes.

[0119] Reference is made to FIG. 11B, which is a flowchart of a method 110 for evaluating a degradation level of a memory partition, according to an embodiment of the invention.

[0120] In operation 111, a memory partition identifier may be received for which the degradation level (e.g., DegradationIndex) is to be measured. The partition may be, for example, a page index of a physical row, although another partition of another size may be used.

[0121] In operation 112, a read threshold may be set for reading a lobe. In one example, the voltage of the read threshold may be set to the exact program voltage used to program the highest voltage lobe.

[0122] In operation 113, the memory partition may be read using the read threshold set in operation 112 to generate a read result.

[0123] In operation 114, the number (N0) of cells in the read result that store “0” may be counted, for example, indicating the number of memory cells that store voltage levels higher than the read threshold set in operation 112.
In operation 115, the degradation level of the memory partition may be determined based on the number (NO) of “0” counted in operation 114 and the number (N) of cells that are programmed to the highest lobe. The degradation level may be, for example, a ratio between NO and N, a difference between NO and N, an average between NO, N (and/or any numbers from intermediate reads, e.g., retrieved from a stored history log), or any other measure of the change between NO and N, or any function of NO and/or N. Other measures for DegradationIndex may be used.

Although FIGS. 11A and 11B are described in reference to evaluating a lobe with the highest voltage range (e.g., lobes 18 and 18' of FIGS. 1 and 2), any other one or more different lobes may be used. In such cases, appropriate read thresholds may be used with a post read manipulation to extract the number of cells on which to base the computation of the degradation index.

Reference is made to FIG. 12, which schematically illustrates a data structure 120 for storing read thresholds arranged according to degradation levels, according to an embodiment of the invention. Data structure 120 may be an atomic or basic data structure forming the smallest storage component in a memory device. Data structure 120 (ThresholdInfo) may include, for example the following information fields:

i. DegradationIndex.
ii. 1BpcThresholds—A single read threshold used for reading the MSB page when 1 bit is written to each cell.
iii. 2BpcThresholds—3 read thresholds used for reading the MSB/CSB pages when 2 bits are written to each cell.
iv. 3BpcThresholds—7 read thresholds used for reading the MSB/CSB/LSB pages when 3 bits are written to each cell.

Reference is made to FIG. 13, which schematically illustrates a multi dimensional data structure 130 storing read thresholds arranged according to degradation levels according to an embodiment of the invention.

Data structure 130 may store a row vector (Nd x 1) of basic data structures 130(1)-130(Nd). Each basic data structure 130(i) may be associated with a different degradation level (DegradationIndex). Nd may be the number of potential different DegradationIndex values. Nd may be chosen to not exceed system memory constraints. In some embodiments, a wear leveling policy may be used to ensure that all the memory cells in a unit have approximately the same or similar number of program/erase cycles to limit the variation in read thresholds due to varying program/erase cycling.

Reference is made to FIG. 14, which is a flowchart of a method 140 for storing read thresholds arranged according to degradation levels, according to an embodiment of the invention.

In operation 141, a request may be received to store a set of read thresholds used for reading a set of cells, such as, a page (“p”). To store the read thresholds of all bit pages in a memory device with a number of bits per cell (BPC), the set of read thresholds may include read thresholds T1, T2, . . . , T(2^BPC−1). To store the read thresholds of an individual Mth page for the Mth bit of the cells, the set of read thresholds may include 2^M−1 read thresholds.

In operation 142, the degradation level of the cells (d=DegradationIndex) may be measured for the set of cells, for example, as described in reference to FIG. 11B.

In operation 143, the basic data structure (e.g., data structure 130 of FIG. 13) (ThresholdInfo) that is associated with the degradation level d may be accessed to store a read threshold set previously used to read the cells.

In operation 144, the previously used read threshold set may be updated or combined with a new read threshold set. For example, the previously used read threshold set may be averaged with the new read threshold set or combined by any function of the two (e.g., a linear combination). The updated read threshold set may be stored in the basic data structure.

Operation 144 may be followed by an “END” operation 145.

Reference is made to FIG. 15, which is a flowchart of a method 150 for retrieving sets of read thresholds arranged according to degradation level, according to an embodiment of the invention.

In operation 151, a request may be received to retrieve a set of read thresholds used for reading a set of cells, such as, a page (“p”).

In operation 152, the degradation level of the cells (d=DegradationIndex) may be measured for the set of cells, for example, as described in reference to FIG. 11A.

In operation 153, the basic data structure (e.g., data structure 130 of FIG. 13) (ThresholdInfo) that is associated with the degradation level d may be accessed to retrieve a read threshold set previously used to read the cells.

In operation 154, it may be determined if the previously used read thresholds are stored in the basic data structure. If so, a process or processor may proceed to operation 155, otherwise a process or processor may proceed to operation 156.

In operation 156, a search failure may be declared, e.g., “No Thresholds Found”.

If the previous read thresholds are found, the set of read thresholds may be returned in operation 155.

Operations 155 and 156 may be followed by an “END” operation 158.

Adaptive Cycle Count Binning and Row Set Compensation

Different programming parameters (e.g., program levels) may be set, for example, depending on a number of previously executed program/erase cycles and/or a row index within the block to which writing is performed. Selection of programming parameters per cycle count and per row may be used, for example, as described in PCT patent application publication serial number WO2009/053963, entitled “Methods for Adaptively Programming Flash Memory Devices and Flash Memory Systems Incorporating Same,” which is assigned to the common assignee of the present Application and is incorporated by reference herein in its entirety.

Some embodiments of the invention may modify the data structure 130 of FIG. 13 to generate a three-dimensional data structure 160 of FIG. 16 defining different read thresholds sets for different cell partitions.

Reference is made to FIG. 16, which schematically illustrates a multi dimensional data structure 160 for storing different read thresholds sets for each cycle count and/or row index of a cell partition, according to an embodiment of the invention. Three-dimensional data structure 160 may be accessed using three keys defining three characteristic values for the cell partition, for example, a degradation level (Y-axis), program erase cycle value (X-axis denoted cycle count) and row set value (Z-axis). Alternatively, the Degra-
The set value may define an index of a set of one or more physical rows of the memory partition. The set value may account for different rows of the memory partition. The cycle count value may account for different cycle counts executed by the memory partition. The number of bins required along the cycle count axis may depend on a number of different programming parameter sets. For example, if a system is defined to support up to 5000 cycles, and uses different programming parameters for every interval of 500 cycles, then 10 bins are generally used. The number of row sets may depend on the behavior of groups of rows in the physical block after cycling and retention.

In some embodiments, a procedure of "wear leveling" may be activated for equalizing the number of cycles executed by each cell partition. Wear leveling may ensure that at any given time all the blocks or sets of cells in the memory device are, more or less, equally degraded, for example, within a predetermined maximum degradation range. As a result, at any given time the cycle count span of the blocks may be limited to a relatively small cycle range. Accordingly, the amount of memory used to read multi-dimensional data structures may be minimized or the memory used for the threshold data base may be used more efficiently.

In one example, if wear leveling decreases the cycle count range to, for example, 200 cycles, fewer bins may be allocated along the cycle count axis than allocated originally. For example, when the memory device is new, the values $C_{min}$ and $C_{max}$ in FIG. 16 may assume the values 0 and 200, respectively. After the memory reaches a state where all the blocks have cycled at least 200 times, these values may be changed to 200 and 400, respectively, and so on. In this way, the ThresholdInfo records adapt their degradation association to the wear state of the memory, and the threshold data structures efficiently stores all read thresholds which are relevant to current wear state of the memory device. In one embodiment, the difference between the program level distributions of different row sets before and after cycling and retentions may be modeled by more or less fixed voltage shifts which depend on the index of the program level. These voltage shifts may be fixed irrespective of cycle count and retention. Such embodiments may be combined with the threshold management system, for example, as follows.

Offline measurements may be conducted to assess the voltage shifts between pairs of rows. These values may then be stored in a differences data structure.

Next, when a read request is issued to read a page in a physical row for which no ThresholdInfo is found in the threshold data base, instead of declaring "No threshold found", the management system may search for a reference ThresholdInfo that is stored in the multi-dimensional data structure and represents a reference page that is associated with another physical row of the memory module.

If such a reference value is found, the reference value may be modified by adding an associated shift from the differences data structure and the modified reference value may be provided for reading the requested page. In some memory devices, the shift of one row set with respect to another may vary with respect to either the voltage level or the degradation state of the memory partition. In one example, the voltage shift may be defined as shift = f(V), where V is the voltage level of a read threshold to be corrected. Thus, when the reference read thresholds are found for a neighboring row set, they may be corrected according to the formula above and used to read the cell partition. If the read operation is successful, these read thresholds may be stored in the corresponding row set to execute subsequent read instructions.

Embodiments of the invention may reduce the amount of memory required to store all relevant threshold information and may improve the efficient use of a given amount of memory allotted for threshold management. For example, any excess memory obtained by reducing threshold storage may be used to store other data, such as, more degradation bins, more row sets, etc.

Systems and Methods for Management of Read Thresholds Combining Several Approaches

Management of read threshold retrieval may be based on an individual type of memory characteristic, for example, selected dynamically based on system parameters. For example, when the cell partition to be read is known, read thresholds may be searched for and retrieved based on a cell partition characteristic. Similarly, when writing and/or reading to cell partitions occurs at sporadic times (and simultaneously to a multitude of cell partitions), the read thresholds may be retrieved based on a timestamp characteristic. In another case, when writing and/or reading to cell partitions are performed to arbitrary block indices and at arbitrary time instants, the read thresholds may be retrieved based on a degradation level characteristic.

In some systems, writing and reading to cell partitions occur in a variety of patterns. For example, certain blocks in a memory device (e.g., file allocation tables (FAT) blocks) may be accessed relatively frequently, whereas other blocks may be accessed less frequently. Some applications or users of applications may write and/or read a significant amount of data at sporadic times, while others may write and/or read smaller amounts of data but more frequently. In order to cope with such diverse usage patterns, embodiments of the invention may manage read threshold retrieval based on a combination of multiple characteristics. The optimal one or more characteristics used to manage read threshold retrieval may be changed or dynamically selected, for example, using adaptive programming, to search based on the characteristic(s) that optimize the efficiency of retrieving thresholds and/or reading. Given a memory constraint for the threshold management system, the amount of memory allotted for each component may be traded-off based on any a-priori knowledge regarding the read/write usage patterns.

Some embodiments of the present invention may improve the read threshold data (ThresholdInfo) stored in data structures (e.g., data structures in FIGS. 3, 7, 12, respectively), for example, by replacing initial sets of read thresholds with new sets of read thresholds. In some embodiments, the initial sets of read thresholds records, which are replaced with new thresholds, may be retained up to a certain history level, after which they may be discarded.
example, each basic data structure (ThresholdInfo) may include read threshold values of previous sets of read thresholds. Alternatively, older values of sets of read thresholds may be stored in other separate data structures.

Tracking Optimal Read Thresholds Based on Read Threshold Perturbations

[0160] To evaluate the success of reading with a set of read threshold, the read result may be decoded (e.g., using ECC) and the number of errors (Nerr) detected during decoding may be evaluated. This number may be stored for future reference in the threshold management system. In one example, the ThresholdInfo structure may include an extra field (or fields) for storing the error count (Nerr) or a function thereof. In one example, the number of errors may be stored, for example, in a look-up-table, in metadata associated with the thresholds, or tagged or appended to the corresponding thresholds, and may be arranged, for example, based on a read characteristic, for example, BlockIndex, TimeStamp, CycleCount, RowSet, DegradationIndex, even/odd pages, bit type (MSB, CSB, or LSB), etc.

[0161] When a read instruction requests to read information from a cell partition, such as, a page, one or more read thresholds of a set of read thresholds with the same characteristic value(s) as the cell partition may be retrieved and slightly modified (e.g., perturbed in a certain direction). The magnitude of the perturbation and direction of the perturbation may be a function of the number of errors (Nerr) generated in previous read operations using thresholds associated with the same characteristic value(s). A read operation may be performed using the perturbed set of read thresholds. If the read operation yields a successful error correction with a minimal number of error (Nerr (i)), the same set of read thresholds may be stored and re-used for future reads. Otherwise, the set of read thresholds may be further perturbed iteratively with a voltage step predicted to decrease the number of error (Nerr (j)) in the next read operation. The perturbed set of read thresholds and the number of errors may be stored for evaluating various sets of read thresholds.

[0162] Reference is made to FIG. 17, which schematically illustrates a data structure 170 storing a read threshold history, according to an embodiment of the invention. Data structure 170 may be an atomic or basic data structure forming the smallest storage component in a memory device. Data structure 170 (ThresholdInfo) may include up to L versions of sets of read thresholds, for example, including the following information fields:

[0163] i. BlockIndex — The physical index of a cell partition in the memory module.

[0164] ii. BpcThresholds(i-1)-1 BpcThresholds(i-L) — A last set till the (i-1)th set of single read thresholds used for reading the MSB page when 1 bit is written to each cell.

[0165] iii. 2BpcThresholds(i-1)-2BpcThresholds(i-L) — A last set till the (i-1)th set of 2BpcThresholds — each set includes 7 read thresholds used for reading the MSB/CSB/LSB pages when 2 bits are written to each cell.

[0166] iv. 3BpcThresholds(i-1)-3 BpcThresholds(i-L) — A last set till the (i-1)th set of 3BpcThresholds—each set includes 7 read thresholds used for reading the MSB/CSB/LSB pages when 3 bits are written to each cell.

[0167] Reference is made to FIG. 18, which is a flowchart of a method 180 for perturbing a single read threshold, according to embodiments of the invention.

[0168] In operation 181, a request may be received to read a cell partition, such as, a page, having one or more identifying or characteristic value(s).

[0169] In operation 182, a threshold history of (L) previously used sets of thresholds used to read pages with the same one or more characteristic value(s) may be retrieved from storage (e.g., data structure 170 of FIG. 17). The thresholds history may, for example, include: (a) the last L read threshold sets associated with the characteristic value(s) (Thr(i-1), Thr(i-2), , Thr(i-L)), (b) the last L numbers of errors resulting from the last L read attempts (and error correction decoding) associated with the characteristic value(s) (Nerr(i-1), Nerr(i-2), , Nerr(i-L)), and (c) the cell partition (e.g., Row(i-1), Row(i-2), , Row(i-L)). In the example shown in FIG. 18, L=4, although any other number may be used for L. To read a cell partition from a memory unit with a number of bits per cell (BPC), each set of read thresholds may include (2BPC-1) read thresholds.

[0170] In operation 183, a perturbation may be calculated having a voltage magnitude (threshold_step) and direction (increasing or decreasing read thresholds) in which to shift at least one threshold from a previously used set of thresholds in the threshold history to generate a new perturbed set of read thresholds. The magnitude and direction of the perturbation may be calculated based on a function of the read thresholds in the threshold history (e.g., AThr=f(Threshold history)). For example, the voltage magnitude of the threshold step for each perturbed threshold may be a function of the number of errors generated in a previously used set of read thresholds (Nerr(i-1), Nerr(i-2), , Nerr(i-L)). The voltage direction may be incremented in an initial direction (e.g., initially decreasing to reflect charge loss due to cell degradation) and may remain incremented for each sequential read operation in the same direction when the number of read errors associated with the perturbation decreases and may change directions when the number of read errors associated with the perturbation increases.

[0171] An example of a function f (AThr=f(Threshold history)) for calculating the magnitude and direction of the perturbation based on the threshold history may be, for example, defined as follows:

<table>
<thead>
<tr>
<th>Value of s</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>Thr(i-1) &lt; Thr(i-2)</td>
</tr>
<tr>
<td>0</td>
<td>Thr(i-1) = Thr(i-2)</td>
</tr>
<tr>
<td>1</td>
<td>Thr(i-1) &gt; Thr(i-2)</td>
</tr>
</tbody>
</table>

Value of AThr condition

* basic_step
s = 0

basic_step
α ≥ [Nerr(i-1) - Nerr(i-2)] ≤ α AND s <> 0

s* basic_step
[Nerr(i-1) - Nerr(i-2)] ≤ α AND s <> 0

2*s* basic_step
α ≤ [Nerr(i-1) - Nerr(i-2)] AND s <> 0

In the above function, α may be a constant number defining a minimum difference in the number of errors that results in further perturbations to the threshold. In case there is no value i-2 in the threshold management system, the same values may be used for i-2 as for i-1. In general, the function for AThr may use more than two previous read results.

[0172] In operation 184, the cell partition may be read with the perturbed set of read thresholds.
In operation 185, the threshold history accessed in operation 182 may be updated with the perturbed set of read threshold Thr(i), an associated error number Nerrs(i) detected by error correction decoding the read result and an associated current cell partition index Row(i).

Method 180 may be applied for perturbing thresholds for each page individually. In one embodiment, to perturb the single threshold for a MSB page, embodiments of the invention may proceed, for example, as follows:

i. Operation 183 may include retrieving MSB read thresholds of previous MSB page reads for reads associated with the same characteristic value(s). Number of errors detected and row numbers from which the page is read may also be retrieved;

ii. Operation 183 may include determining, based on the sets of retrieved read thresholds, row numbers and number of errors, the MSB read threshold to be used with a current page read operation. The new MSB read threshold may be defined as a step (or perturbation) added to the last MSB read threshold found by a threshold management system (e.g., where the read threshold step (ΔThr) may be defined by any function).

iii. Operation 184 may include performing a (MSB) read operation with the perturbed MSB read threshold.

iv. Operation 185 may include recording the number of errors detected in the MSB page and storing the perturbed MSB read threshold, number of errors and row in the threshold management system.

It is noted that the read threshold history may include other fields than those mentioned above as well as additional fields or fewer fields. For example, the read threshold history may not include row number indices. In another example, the read threshold history may include the last value and an average value of previous values of read thresholds and/or error numbers. Thus, Thr(i–1) and Nerrs(i–1) may be compared, during operation 183 to average values of read thresholds and number of errors.

Accounting for Row Differences

In some memory devices (e.g., NAND Flash devices), different rows or other cell partitions may have known differences in errors and cells. Some embodiments of the invention may compensate for such variation in error, for example, as follows:

<table>
<thead>
<tr>
<th>Value of ΔThr</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic_step</td>
<td>s = 0</td>
</tr>
<tr>
<td>–s basic_step</td>
<td>-α ≤ ([\text{Nerrs}(i-1) - \text{Nerrs}(i-2)]/\text{Nrow}) ≤ +α AND s &lt;= 0</td>
</tr>
<tr>
<td>s basic_step</td>
<td>([\text{Nerrs}(i-1) - \text{Nerrs}(i-2)]/\text{Nrow}) &lt; -α AND s &lt;= 0</td>
</tr>
<tr>
<td>–2s basic_step</td>
<td>α &lt; ([\text{Nerrs}(i-1) - \text{Nerrs}(i-2)]/\text{Nrow}) AND s &lt;= 0</td>
</tr>
</tbody>
</table>

In such embodiments, perturbations for read thresholds may have a magnitude and direction defined by the row number (Nrow) in the error metric.

Perturbation of Thresholds of CSB and LSB Pages

The method described in reference to FIG. 18 which perturbs a single read threshold (e.g., for reading an MSB page) may be generalized in FIG. 19 for perturbing multiple read threshold (e.g., for reading CSB and/or LSB pages). In one embodiment, a different read threshold (e.g., differentiating different states for the page bit) may be perturbed in each different read operation. For example, to read a CSB page, the first read threshold to be perturbed may be the lowest read threshold, followed by the higher read threshold in the next read operation.

Reference is made to FIG. 19, which is a flowchart of a method 190 for perturbing multiple read thresholds, according to embodiments of the invention.

Operations 191-193 may determine the order in which the multiple read thresholds are scheduled to be perturbed (e.g., in a round robin manner). A new read threshold index (i) may be chosen for every “switch constant” read operation for the same page characteristic value(s). This may require storing a "Read threshold switch counter" for each set of different characteristic value(s). This selection of read thresholds may provide sufficient historic read threshold information to enable a sufficiently accurate method for tracking optimal read thresholds.

In operation 191, a threshold counter may be incremented, for example, Threshold switch counter – Threshold switch counter+1.

In operation 192, it may be determined whether the threshold counter exceeds a predetermined switch constant. If so, a process or processor may proceed to operation 193; otherwise a process or processor may proceed to operation 195.

In operation 193, the threshold counter (i) may be read (e.g., Threshold switch counter). Threshold index = i (modulo # thresholds in the current page) + 0. Threshold (i) having the counter index may be perturbed.

In operation 197, a threshold history of (L) previously used sets of thresholds, for example, used to read pages with the same one or more characteristic value(s) as the present memory partition being read, may be retrieved from storage (e.g., data structure 170 of FIG. 17). The thresholds history may, for example, include: (a) the last L read threshold sets associated with the characteristic value(s) (Thr(i–1, 2, . . . , L)), (b) the last L numbers of errors resulting from the last L read attempts (and error correction decoding) associated with the characteristic value(s) (Nerr(i–1, 2, . . . , L)), and (c) the cell partition (e.g., row) indices read during the last L read attempts associated with the characteristic value(s) (Row(i–1, 2, . . . , L)). To read a cell partition from a memory unit with a number of bits per cell (BPC), each set of read thresholds may include (2*BPC–1) read thresholds.

In operation 196, a perturbation may be calculated for the selected read threshold (i) having a perturbation magnitude (threshold_step) and direction (increasing or decreasing read thresholds) in which to shift the threshold (i) from a previously used set of thresholds in the threshold history to generate a new perturbed set of read thresholds. The magnitude and direction of the perturbation may be calculated based on a function of the read thresholds in the threshold history (e.g., ΔThr=f(Threshold history)).

In operation 197, the cell partition may be read with the perturbed set of read thresholds, for example, including the (ith) perturbed threshold: Thr(i) = Thr(i–1)+ΔThr.

In operation 198, the threshold history accessed in operation 195 may be updated with at least the perturbed threshold (Thr(i)), associated error number Nerrs(i) detected by error correction decoding of the read result and/or a current cell partition index Row(i).

Method 190 may be incremented to and repeated to perturb each different read threshold.
According to an embodiment of the invention, an optimal value for each threshold may be tracked in parallel, for example, by differentiating between errors that occurred around different read thresholds. Such embodiments may be implemented by reading the values programmed to relatively lower pages (e.g., MSB and CSB in the case of reading a LSB page and MSB in the case of reading a CSB page). For example, in a CSB page with two thresholds, errors may be differentiated that occurred due to the first or second thresholds by reading the MSB bits that correspond to the error locations. The number of errors that occurred due to the first and second threshold may be counted separately, for example, as Nerr[threshold _1] and Nerr[threshold _2], respectively. Accordingly, both the first or second thresholds may be perturbed simultaneously. In another example, in an LSB page with four thresholds, each different LSB read thresholds may be examined in parallel by differentiating between errors that occurred in each of the four LSB read thresholds by reading the corresponding bits in the MSB and CSB pages.

According to an embodiment of the invention, the read threshold history may be updated by adding the number of errors that occurred from 0 to 1 and those that occurred from 1 to 0.

Tracking Optimal Read Thresholds Based on Perturbed Reread and Decoding of Same Page

According to an embodiment of the invention, after read threshold(s) are perturbed, the perturbation may be evaluated by re-reading and decoding the memory using the perturbed read threshold(s). Evaluating each perturbation may reduce bias due to difference between the page that is read and the other page that is re-read and may reduce bias introduced during a time thatapsed from reading the different pages.

Reference is made to FIG. 20, which is a flowchart of a method 200 for tracking optimal read thresholds based on perturbations of a single read threshold using multiple reading and decoding operations, according to an embodiment of the invention.

In operation 201, a page may be read, decoded using error correction, and the number of errors corrected by decoding may be counted.

In operation 202, the number of counted errors may be compared to a predetermined error threshold (Therr). If the number of counted errors is lower than the predetermined error threshold, the read result and the read thresholds may be determined to be sufficiently accurate, and method 200 may terminate at operation 203. Otherwise, the process may proceed to operation 204.

In operation 204, the read threshold may be perturbed by adding a small step: Thr = Thr + basic_step. Operation 204 may include perturbing the read threshold by reducing the basic_step. The amount of change and the direction of the perturbation (basic_step) may be responsive to previous read results.

In operation 205, the page may be read using the perturbed read thresholds, applying error correction decoding and counting a new number of errors corrected by decoding.

In operation 206, the read threshold may be modified (if necessary) based upon a function of the number of errors obtained in the first read operation 201 and the second read operation 205.

Operation 206 may be followed by an "END" operation 207.

Embodiments of the invention described in reference to FIG. 20 to perturb a single read threshold, may also be used to perturb multiple read thresholds, for example, in each page of the CSB and LSB pages. In this case multiple re-read and error correction decoding iterations may be used. In one example, one or more read thresholds may be perturbed between read and re-read operations 201 and 205. Additionally or alternatively, instead of counting the overall number of errors read using the perturbed threshold set, errors may be counted and processed that are individually associated with each read threshold.

Reference is made to FIGS. 21 and 22, which are flowcharts of methods 210 and 220 for tracking optimal read thresholds based on perturbations of multiple read thresholds using multiple reading and decoding operations according to various embodiments of the invention.

Method 210 may include perturbing k read thresholds and performing a single read operation and k re-read operations. Method 220 may include perturbing k read thresholds and performing 2k read operations. Method 220 includes k iterations of the operations of method 200, wherein each iteration inputs a corrected read threshold output by the previous iteration. Although method 220 uses more read operation than method 210 (e.g., 2k instead of k+1), method 220 may generate relatively more accurate read threshold estimates than method 210.

In operation 211, operation 211 may initiate by resetting a threshold index used to select a read threshold to be perturbed.

In operation 212, a page may be read, decoded using error correction, and the number of errors corrected by decoding may be counted. This number of errors may be denoted, for example, as Nerr(1) and may be associated with the original (un-perturbed) read threshold.

In operation 213, the number of counted errors may be compared to a predetermined error threshold (Therr). If the number of counted errors is lower than the predetermined error threshold, the read result and the read thresholds may be determined to be sufficiently accurate, and method 210 may terminate at operation 210(0). Otherwise, the process may proceed to operation 214.

In operation 214, the read threshold may be perturbed by adding a small step: Thr_index = Thr_index + basic_step. Operation 214 may include perturbing the read threshold by reducing the basic_step. The amount of change and the direction of the perturbation (basic_step) may be responsive to previous read results. Thr_index may define the currently evaluated read threshold associated with the current value of the threshold index initiated in operation 211 and updated in operation 218.

In operation 215, the page may be re-read using the perturbed read thresholds, applying error correction decoding and counting a new number of errors corrected by decoding. This number of errors may be denoted, for example, as Nerr(2) and may be associated with the perturbed read threshold generated in operation 214.

In operation 216, the read threshold may be modified (if necessary) based upon a function of the number of errors Nerr(1) obtained in the first read operation 212 and the number of errors Nerr(2) obtained in the second read operation 215.

In operation 217, the original value of the threshold index may be restored.
In operation 218, the threshold index may be increased (in order to evaluate another read threshold during the next repetition of operations 213-217).

In operation 219, it may be determined if all read thresholds were evaluated (e.g., if threshold index > last). If so, method 210 may terminate at operation 210(1). Otherwise, the process may return to operation 213.

In FIG. 22, operation 221 may initiate by resetting a threshold index used to select a read threshold to be perturbed.

In operation 222, a page may be read, decoded using error correction, and the number of errors corrected by decoding may be counted. This number of errors may be denoted, for example, as N errs(1) and may be associated with the original (un-perturbed) read threshold.

In operation 223, the number of counted errors may be compared to a predetermined error threshold (Thr(err)). If the number of counted errors is lower than the predetermined error threshold, the read result and the read thresholds may be determined to be sufficiently accurate, and method 220 may terminate at operation 220(0). Otherwise, the process may proceed to operation 224.

In operation 224, the read threshold may be perturbed by adding a small step: Thr_index = Thr_index + basic_step. Operation 224 may include perturbing the read threshold by reducing the basic step. The amount of change and the direction of the perturbation (basic step) may be responsive to previous read results. Thr_index may define the currently evaluated read threshold associated with the current value of the threshold index initiated in operation 221 and updated in operation 228.

In operation 225, the page may be re-read using the perturbed read thresholds, applying error correction decoding and counting a new number of errors corrected by decoding. This new number of errors may be denoted, for example, as N errs (2) and may be associated with the perturbed read threshold generated in operation 224.

In operation 226, the read threshold may be modified (if necessary) based upon a function of the number of errors N errs(1) obtained in the first read operation 222 and the number of errors N errs(2) obtained in the second read operation 225 (e.g., as Δ Thr_index = −f(N errs(1), N errs(2))).

In operation 227, the original value of the threshold index may be incremented or perturbed again by adding a step: Thr_index = Thr_index + Δ Thr_index.

In operation 228, the threshold index may be increased (in order to evaluate another read threshold during the next repetition of operations 223-227).

In operation 229, it may be determined if all read thresholds were evaluated (e.g., if threshold index > last). If so, method 229 may terminate at operation 220(1). Otherwise, the process may return to operation 222.

Methods 210 and/or 220 may be modified by reading a portion or subset of the cells in a page, for example, if the error correction decoder may decode a portion of the page. In such cases, errors introduced by a page portion (and not the entire page) may be compared, for example, to save some decoding and reading operations associated with the remaining portions of the entire page.

Tracking Optimal Read Thresholds Based on Counting the Number of Memory Cell Instances

According to another embodiment of the invention, read threshold for a set of cells may be evaluated based on the PDF of the cells and the numbers of cells that store different voltage values. Thus, a number of memory cells may be associated with a given read threshold level instead of performing a re-read operation and an error correction decode operations. The number of memory cells associated with a given read threshold level may be counted before and after the error correction decoding and the outcomes of these two counting operations may be compared with each other in order to decide which (if any) read thresholds should be perturbed. The comparison may also indicate the magnitude and/or direction of change to perturb the one or more read thresholds.

Reference is made to FIG. 23, which is a flowchart of a method 230 for tracking optimal read thresholds based on counting cell instances for each read threshold according to various embodiments of the invention.

In operation 231, a page may be read using an initial set of read thresholds.

In operation 232, for each read threshold, a number of memory cells may be counted that store values associated with a lower voltage range than the read threshold. These numbers may collectively be denoted, for example, as N instances_pre.

Counting such numbers for some higher order pages (e.g., CSB and LSB pages) may include comparing read results for relatively lower order pages (e.g., MSB pages). In one example, an MSB read threshold may use a single count, for example, counting the number of memory cells that store “1” in an MSB read result. For the first CSB read threshold, the number of CSB bits equal to 1 and corresponding MSB bits equal to 1 may be counted. For the second CSB read threshold, the number of CSB bits equal to 0 and corresponding MSB bits equal to 0 may be counted. Alternatively, for the second CSB read threshold, the number of CSB bits equal to 0 may be counted and this number may be added to the count obtained for the first CSB read threshold. For the first LSB read threshold, the number of LSB bits equal to 1 for each of LSB read, CSB read and MSB read may be counted. For the second LSB read threshold, the number of bits equal 0 for LSB read, equals 0 for CSB read and equal to 1 for MSB read may be counted. For the third LSB read threshold, the number of bits equal 1 for LSB read, equal to 0 for CSB read and equal to 0 for MSB read may be counted. For the fourth LSB read threshold, the number of bits equal to 0 for LSB read, equal to 1 for CSB read and equal to 0 for MSB read may be counted.

In one embodiment, if the numbers of values are counted before the error correction decoding, the numbers refer to the numbers of cells to the left of the evaluated read threshold and to the right of a next read threshold (if one exists). However, if the numbers of values are counted after decoding, the numbers may not necessarily relate to the read thresholds.

In operation 233, the page may be decoded, which may, for example, include correcting errors. The number of errors corrected may be counted.

In operation 234, the number of counted errors may be compared to a predetermined error threshold (Thr(err)). If the number of counted errors is lower than the predetermined error threshold, the read result and the read thresholds may be determined to be sufficiently accurate, and method 230 may terminate at operation 230(0). Otherwise, the process may proceed to operation 235.
In operation 235, for each read threshold, a number of memory cells may be counted after or post-decoding that store values associated with a lower voltage range than the read threshold. These numbers may collectively be denoted, for example, as $N_{\text{instances}_{\text{post}}}$.

In operation 236, each read threshold may be modified (if necessary) based on a comparison between the number of errors related to the present read threshold before error correction decoding ($N_{\text{instances}_{\text{pre}}}$) and the number of errors related to the present read threshold after the error correction decoding ($N_{\text{instances}_{\text{post}}}$) (e.g., as $A_{\text{Thr}} = f(N_{\text{instances}_{\text{pre}}}, N_{\text{instances}_{\text{post}}})$). In some embodiments, operation 236 may also use additional information, such as, historic read threshold results or additional information related to the PDF, to determine each read threshold modification.

An example of a function $f(N_{\text{instances}_{\text{pre}}}, N_{\text{instances}_{\text{post}}})$ for calculating the magnitude and direction of the perturbation based on the error count before and after decoding may be, for example defined as follows:

<table>
<thead>
<tr>
<th>Value of $A_{\text{Thr}}$ condition</th>
<th>$N_{\text{instances}<em>{\text{pre}}} - N</em>{\text{instances}_{\text{post}}} &lt; \alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic _ step</td>
<td>$N_{\text{instances}<em>{\text{pre}}} - N</em>{\text{instances}_{\text{post}}} &lt; \alpha$</td>
</tr>
<tr>
<td>Basic _ step</td>
<td>$N_{\text{instances}<em>{\text{pre}}} - N</em>{\text{instances}_{\text{post}}} &gt; \alpha$</td>
</tr>
<tr>
<td>0</td>
<td>$\alpha \leq N_{\text{instances}<em>{\text{pre}}} - N</em>{\text{instances}_{\text{post}}} &lt; \alpha$</td>
</tr>
</tbody>
</table>

Operation 236 may be followed by an “END” operation 230(1).

According to an embodiment of the invention instead of reading and decoding an entire page, method 230 may read and decode only a portion of a page, for example, to increase the speed of achieving an accurate read result.

Reference is made to FIG. 24, which schematically illustrates a system 240, according to embodiments of the invention.

System 240 may include a memory module 241 having multiple (J) memory partitions 241(1), 241(2), ..., 241(J) and a memory controller 242 coupled to memory module 241. In one example, memory module 241 may be a Flash memory unit.

Memory controller 242 may include an interface 247, a management module 243, a read circuit 245 and an offset circuit 246.

Interface 247 may be adapted to receive a current read instruction for reading information from a memory partition 241(1) in memory module 241.

Management module 243 may be adapted to manage data structures (e.g., data structures 40, 80, 130, or 160 of FIG. 4, 8, 13, or 16) storing sets of read thresholds each used to successfully execute a previous read instruction. The sets of read thresholds may be stored based on values of one or more characteristics (e.g., cell block, timestamp, degradations level, etc.) of a (same or different) memory partition 241(1) read in the previous read instruction.

Memory controller 242 may be adapted to search the data structure for a set of read thresholds associated with the same or similar characteristic values as the memory partition 241(1) defined in the current read instruction. The read thresholds may be thresholds previously used to successfully execute a previous read instruction, an initial set of thresholds adapted for reading but which have not yet been used to read, or thresholds generated in a training procedure. Memory controller 242 may search the data structure using one or more values of one or more characteristics of the memory partition 241(1) as keys to the data structure.

Read circuit 245 may be adapted to read the memory partition 241(1) defined in the current read instruction using the found set of previously used read thresholds, if the thresholds are found.

However, if the thresholds are not found, offset circuit 246 may be adapted to calculate a new set of read thresholds for the memory partition 241(1). In one embodiment, the new set of read thresholds may be calculated based on (a) a reference set of read thresholds associated with a reference memory partition, and (b) a set of predetermined differences between the set of read thresholds of the memory partition 241(1) and the reference set of read thresholds.

In another embodiment, for each read threshold characteristic or partition, the new set of read thresholds may be calculated by incrementally perturbing the voltage(s) of one or more thresholds in the retrieved set of read thresholds for each sequential read operation.

Reference is made to FIG. 25, which schematically illustrates a system 250, according to embodiments of the invention.

System 250 may include memory module 251 having (J) memory partitions 251(1), 251(2) ..., 251(J) and memory controller 252 coupled to memory module 251.

Memory controller 252 may include interface 257, management module 253, error evaluation circuit 258, read circuit 255 and read threshold perturbation module 259.

Interface 257 may be adapted to receive a current read instruction for reading information from a memory partition 251(1) in memory module 251.

Management module 253 may be adapted to retrieve an initial set of read thresholds for reading memory partition 251(1). The initial set of read thresholds may include new thresholds or previously used thresholds. In one example, management module 253 may retrieve previously used thresholds from a data structure storing a threshold history including sets of read thresholds previously used to successfully read different memory partitions in memory module 251.

If management module 253 detects errors in reading memory partition 251(1) using the initial set of read thresholds, read threshold perturbation module 259 may perturb at least one read threshold in the initial set of read thresholds to generate a perturbed set of read thresholds. Read threshold perturbation module 259 may perturb each individual read threshold individually, one-at-a-time, or multiple read thresholds, in parallel.

Read circuit 255 may be adapted to read the memory partition 251(1) defined in the current read instruction using the perturbed set of read thresholds to provide a read result.

Error evaluation circuit 258 may be adapted to evaluate the accuracy of the read result generated using the perturbed set of read thresholds by evaluating errors associated with the read result.

Management module 253 may be adapted to update the read threshold history by at least the perturbed set of read thresholds, for example, if the evaluated errors are minimal, such as within a predetermined error range.

Systems 240 and 250 may be used to execute any of the methods described herein and may store any of the data structures described herein. Systems 240 and 250 may
include additional or fewer components and components depicted may be combined or separated. Systems 240 and 250 may be combined.

[0255] According to various embodiments of the invention operations from different mentioned above methods (and even entire methods) may be combined.

[0256] It may be appreciated that multi dimensional and basic data structures are described herein as an example of a storage structure and are not meant to be limiting. For example, a different multi dimensional data structure may be provided for each type of read operation or type of memory cell (e.g., 1 pbc, 2 pbc and 1 pbc). Additionally or alternatively, different multi dimensional data structures of different arrangements may be used.

[0257] Embodiments of the invention may be software-implemented using dedicated instruction(s) (e.g., retrieved via interface 247 and 257 of FIGS. 24 and 25, respectively) or, alternatively, hardware-implemented using dedicated circuitry (e.g., circuitry 243, 245, 246, and 247 of FIG. 24 and circuitry 253, 255, 257, 258, and 259 of FIG. 25).

[0258] Embodiments of the invention may include an article such as a computer or processor readable non-transitory storage medium, or a computer or processor storage medium, such as for example a memory, a disk drive, or a USB flash memory, for encoding, including or storing instructions which when executed by a processor or controller (for example, memory controller 242 and 252 of FIGS. 24 and 25, respectively), carry out methods disclosed herein.

[0259] Although the particular embodiments shown and described above will prove to be useful for the many distribution systems to which the present invention pertains, further modifications of the present invention will occur to persons skilled in the art. All such modifications are deemed to be within the scope and spirit of the present invention as defined by the appended claims.

What is claimed is:

1. A method for reading information from a memory unit, the method comprising:
   receiving a read instruction to read information from a set of memory cells in the memory unit;
   searching a data structure storing sets of read thresholds for a set of read thresholds based on one or more characteristic value(s) of the set of memory cells; and
   if the set of read thresholds is found, reading the set of memory cells to execute the read instruction using the found set of read thresholds.

2. The method of claim 1, wherein the set of read thresholds were previously used to successfully read a set of cells having the same or similar characteristic value(s).

3. The method of claim 1 comprising, if the set of read thresholds is not found or said reading using the set of read thresholds is unsuccessful, computing a new set of read thresholds to read the set of memory cells to execute the read instruction.

4. The method of claim 1, wherein if the set of read thresholds is found but said reading generates an above threshold number of errors, comprising replacing the found set of read thresholds in storage with a new set of read thresholds for executing subsequent read instructions.

5. The method of claim 4, wherein the new set of read thresholds is computed based on (a) a reference set of read thresholds and (b) a set of predetermined differences between the set of read thresholds not found and the reference set.

6. The method according to claim 5, wherein the reference set of read thresholds and the requested set of read thresholds are defined to read cells from different physical rows of the memory unit.

7. The method of claim 4, wherein the new set of read thresholds is computed by adjusting the voltage(s) of one or more thresholds in the set.

8. The method of claim 1, wherein the characteristic value(s) used to search for the set of read thresholds includes a partition index of the set of memory cells in the memory unit.

9. The method of claim 8, wherein the partition index is a raw number of the set of memory cells.

10. The method of claim 1, wherein the characteristic value(s) used to search for the set of read thresholds includes a time stamp when the set of memory cells were last programmed.

11. The method of claim 1, wherein the characteristic value(s) used to search for the set of read thresholds includes a number of programming cycles executed on the set of memory cells.

12. The method of claim 1, wherein the characteristic value(s) used to search for the set of read thresholds includes a degradation level of the set of memory cells.

13. The method of claim 12, wherein a range of numbers of programming cycles executed on different sets of cells in the memory unit is limited to be within a predetermined maximum threshold range defined by a wear leveling policy.

14. The method of claim 1, wherein the set of read thresholds are searched for using the characteristic value(s) of the set of memory cells as keys to a data structure storing read thresholds for those characteristic value(s).

15. The method of claim 1, wherein the set of read thresholds includes \(2^{x\text{th}}\) read thresholds for reading an Mth bit in the set of memory cells or \(2^{-x}\) read thresholds for reading all bits in the set of memory cells in an N-bits per cell memory unit.

16. A system comprising:
   a memory unit including multiple sets of memory cells;
   a memory controller, coupled to the memory unit, to receive a read instruction for reading information from one of the sets of memory cells in the memory unit;
   a data structure adapted to store sets of read thresholds each adapted to read sets of memory cells for a different one or more characteristic value(s), wherein the memory controller is adapted to search the data structure for a set of read thresholds based on one or more characteristic value(s) of the set of memory cells defined in the read instruction; and
   a read circuit adapted to, if the set of read thresholds is found, read the set of memory cells defined in the read instruction using the found set of read thresholds.

17. The system of claim 16, wherein the set of read thresholds were previously used to successfully read a set of cells having the same or similar characteristic value(s).

18. The system of claim 16 comprising offset circuitry, wherein, if the set of read thresholds is not found or said reading using the set of read thresholds is unsuccessful, the offset circuitry computes a new set of read thresholds to read the set of memory cells to execute the read instruction.

19. The system of claim 16, wherein if the set of read thresholds is found but said reading generates an above threshold number of errors, the memory controller replaces the found set of read thresholds in storage with a new set of read thresholds for executing subsequent read instructions.
20. The system of claim 19 comprising offset circuitry, wherein the offset circuitry computes the new set of read thresholds based on (a) a reference set of read thresholds and (b) a set of predetermined differences between the set of read thresholds not found and the reference set.

21. The system of claim 16, wherein the memory controller searches for the set of read thresholds using characteristic value(s) that include a partition index of the set of memory cells in the memory unit.

22. The system of claim 16, wherein the memory controller searches for the set of read thresholds using characteristic value(s) that include a time stamp of when the set of memory cells were last programmed.

23. The system of claim 16, wherein the memory controller searches for the set of read thresholds using characteristic value(s) that include a number of programming cycles executed on the set of memory cells.

24. The system of claim 16, wherein the memory controller searches for the set of read thresholds using characteristic value(s) that include a degradation level of the set of memory cells.

25. The system of claim 24, wherein the memory controller implements a wear leveling policy to limit a range of numbers of programming cycles executed on different sets of cells in the memory unit to be within a predetermined maximum threshold range defined by a wear leveling policy.

26. The system of claim 16, wherein the memory controller searches for the set of read thresholds using the characteristic value(s) of the set of memory cells as keys to a data structure storing read thresholds for those characteristic value(s).

27. The system of claim 16, wherein the read circuit reads an Mth bit in the set of memory cells using a set of $2^M$ read thresholds or all bits in the set of memory cells in an N-bits per cell memory unit using a set of $2^N - 1$ read thresholds.

28. A non-transient computer-readable medium, having instructions stored thereon, which when executed by a processor of a computer cause the computer to:

receive a read instruction to read information from a set of memory cells in the memory unit;

search a data structure storing sets of read thresholds for a set of read thresholds based on one or more characteristic value(s) of the set of memory cells; and

if the set of read thresholds is found, read the set of memory cells to execute the read instruction using the found set of read thresholds.

* * * * * *