wo 2016/036137 A1 |1 I NN T OO0 OO O A R

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

10 March 2016 (10.03.2016)

WIPOIPCT

(10) International Publication Number

WO 2016/036137 Al

(51

eay)

(22)

(25)
(26)
(30)

1

(72

International Patent Classification:
GO6F 3/041 (2006.01) GO6F 3/0488 (2013.01)

International Application Number:
PCT/KR2015/009247

International Filing Date:
2 September 2015 (02.09.2015)

Filing Language: English
Publication Language: English
Priority Data:
10-2014-0116509

2 September 2014 (02.09.2014) KR
10-2015-0050967 10 April 2015 (10.04.2015) KR

Applicant: SAMSUNG ELECTRONICS CO., LTD.
[KR/KR]; 129, Samsung-ro, Yeongtong-gu, Suwon-si,
Gyeonggi-do 16677 (KR).

Inventors: BAE, Yu-dong; 804-1003, 99, Gwonjung-ro,
Gwonseon-gu, Suwon-si, Gyeonggi-do 16558 (KR).
PARK, Hyun-sub; 303, 12-3, Yeongtong-ro 241beon-gil,

(74

(8D

Yeongtong-gu, Suwon-si, Gyeonggi-do 16679 (KR). KIM,
Dae-myung; 202, 13, Dongtangongwon-ro 3-gil,
Hwaseong-si, Gyeonggi-do 18435 (KR). PARK, Jin-hy-
oung; 203-403, 24, Dongsuwon-ro 145beon-gil, Gwon-
seon-gu, Suwon-si, Gyeonggi-do 16663 (KR). CHO, Shi-
yun; 106-1403, 390, Hagui-ro, Dongan-gu, Anyang-si,
Gyeonggi-do 14061 (KR). KIM, So-young; 201-1304, 45,
Taejang-ro, Yeongtong-gu, Suwon-si, Gyeonggi-do 16688
(KR). JEONG, Hee-seok; 202, 188-8, Samsung-ro,
Yeongtong-gu, Suwon-si, Gyeonggi-do 16676 (KR). SEO,
Ho-seong; 301-406, 31, Gwonjung-ro, Gwonseon-gu, Su-
won-si, Gyeonggi-do 16563 (KR). KIM, Yu-su; 3008-
1602, 134, Beopjo-ro, Yeongtong-gu, Suwon-si, Gyeong-
gi-do 16512 (KR).

Agent: JEONG, Hong-sik; 8th Floor, Daelim Bldg., 53,
Seochojungang-ro, Seocho-gu, Seoul 06654 (KR).

Designated States (uniess otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,

[Continued on next page]

(54) Title: ELECTRONIC DEVICE WITH BENT DISPLAY AND METHOD FOR CONTROLLING THEREOF

(57) Abstract: A electronic device and a display method thereot are provided. A

control method of the electronic device includes: detecting a touch input on an
auxiliary display area; in response to a touch input being detected on a first area of
the auxiliary display area in a and the electronic being in a state in which the elec-
tronic is gripped by a user, processing the touch input as a user input; and, in re-
sponse to the touch input being detected on a second area of the auxiliary display
area ditferent from the first area and the electronic being in the state in which the
electronic is gripped by the user, disregarding the touch input.



WO 2016/036137 A1 |IIIWAK 00TV 00 A A

84)

HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP,
KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW,
SA, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
M, ZW.

Designated States (unless otherwise indicated, for every
kind of regional protection available): ARTIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,

TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT,
LU, LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SF,
SL SK, SM, TR), OAPI (BF, BJ, CF, CG, CL, CM, GA,
GN, GQ, GW, KM, ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))



[2]

[3]

[4]

[5]

WO 2016/036137 PCT/KR2015/009247

Description
Title of Invention: ELECTRONIC DEVICE WITH BENT

DISPLLAY AND METHOD FOR CONTROLLING THEREOF
Technical Field

Apparatuses and methods consistent with exemplary embodiments relate to con-
trolling a electronic device with a bent or curved display and a display method thereof,
and more particularly, to controlling a electronic device based on a user's grip of the

device, and a display method thereof.

Background Art

With the advancement of digital technology, various electronic devices which are
able to communicate and process personal information while being carried. For
example, electronic devices such as a Personal Digital Assistant (PDA), an electronic
scheduler, a smartphone, a tablet Personal Computer (PC), and the like are coming into
the market. Such electronic devices have developed into mobile convergence stages
encompassing fields of other terminal devices as well as their traditional fields. For
example, the electronic device may perform various functions such as making voice
calls, making video calls, message transmission such as a Short Message Service
(SMS)/Multimedia Message Service (MMS), electronic scheduling, photographing, ex-
changing emails, replaying a broadcast, replaying a moving image, Internet, electronic
commerce, replaying music, schedule management, Social Networking Service (SNS),
find friends service, messenger, dictionary, and the like.

In particular, electronic devices equipped with a bent or curved display, which are
implemented by combining a flexible display and a electronic device, are being re-
searched and developed. The flexible display can be freely bent and unbent, and the
bent display holds its deformed shape depending on the intended design. In addition,
there is a demand for developing electronic devices equipped with a bent display in
view of the exterior thereof, and there is also a demand for a method for improving
convenience in controlling functions of the electronic device using the bent display

mounted in the electronic device.
Disclosure of Invention

Solution to Problem

One or more exemplary embodiments may overcome the above disadvantages and
other disadvantages not described above. However, it is understood that one or more
exemplary embodiment are not required to overcome the disadvantages described
above, and may not overcome any of the problems described above.

One or more exemplary embodiments provide a electronic device with a bent or
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curved display, which can reduce unintended malfunctions or erroneous inputs, which
may be caused when a user uses the electronic device, and a method for controlling
thereof.

One or more exemplary embodiments also provide a electronic device with a bent or
curved display, which can reduce unintended malfunctions or erroneous inputs, which
may be caused when a user uses a side display area, and a method for controlling
thereof.

One or more exemplary embodiments also provide a electronic device, which can
reduce unintended malfunctions or inputs by considering various states, orientations, or
postures of the electronic device (for example, a state in which the electronic device is
gripped or a state in which the electronic device is held).

According to an aspect of an exemplary embodiment, there is provided a control
method which is performed by a electronic device which includes a curved display
including a main display area and an auxiliary display area corresponding, the control
method including: in a state in which the electronic device is gripped by a user,
detecting a touch input on the auxiliary display area; in response to the touch input
being detected on a first area of the auxiliary display area and the electronic being in a
state in which the electronic is gripped by a user, processing the touch input as a user
input; and, in response to the touch input being detected on a second area of the
auxiliary display area different from the first area and the electronic being in a state in
which the electronic is gripped by a user, controlling to disregard the touch input.

The controlling to disregard the touch input may include: deactivating a touch sensor
corresponding to the second area or not processing, discarding or disregarding in-
formation related to a touch input through the touch sensor corresponding to the
second area.

The processing the touch input as the user input may include, in response to a touch
input touching a UI element displayed on the first area being detected, executing a
function related to the Ul element.

Locations of the first area and the second area of the auxiliary display area may vary
according to whether the state in which the electronic device is gripped by the user is a
state in which the main display is upward facing or downward facing.

Locations of the first area and the second area of the auxiliary display area may vary
according to whether the state in which the electronic device is gripped by the user is a
state in which the electronic device is gripped by a right hand or a state in which the
electronic device is gripped by a left hand.

The control method may further include displaying a Ul element on a location of the
first area of the auxiliary display area where the touch input is detected.

The control method may further include determining the state of the electronic
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device, and the determining the state of the electronic device comprises determining
whether the electronic device is gripped based on at least one of a location of a touch
input on the main display area or the auxiliary display area of the electronic device, in-
formation indicating whether a touch input of the user is detected on a rear surface of
the electronic device, or motion of the electronic device.

According to an aspect of another exemplary embodiment, there is provided a control
method which is performed by a electronic device which includes a curved display
including a main display area and an auxiliary display area, the control method
including: displaying a UI element on a first location of the auxiliary display area; and,
in response to detecting that the electronic device is being gripped by a user, displaying
the Ul element on a second location of the auxiliary display area different from the
first location.

The displaying the Ul element on a second location of the auxiliary display area may
include: in response to detecting that the electronic device is being gripped by a right
hand, displaying the UI element on the second location of the auxiliary display area;
and, in response to detecting that the electronic device is being gripped by a left hand,
displaying the Ul element on a third location of the auxiliary display area different
from the second location.

The displaying the Ul element on a second location of the auxiliary display area may
include: in response to detecting that the electronic device is oriented in a first
direction so that a top part of the electronic device is positioned higher than a bottom
part of the electronic device, displaying the UI element on the second location of the
auxiliary display area; and, in response to detecting that the electronic device is
oriented in a second direction so that the top part of the electronic device is positioned
lower than the bottom part of the electronic device, displaying the Ul element on a
third location of the auxiliary display area different from the second location.

According to an aspect of another exemplary embodiment, there is provided a
electronic device which includes a curved display including a main display area and an
auxiliary display area, the electronic device including: a deformed display including a
main display area and an auxiliary display area; a touch sensor configured to detect a
touch input; and a controller configured to, in response to the touch input being
detected on a first area of the auxiliary display area in a state in which the controller
determines that the electronic device is gripped by a user, process the touch input as a
user input, and, in response to the touch input being detected on a second area of the
auxiliary display area different from the first area in the state in which in which the
controller determines that the electronic device is being gripped by the user, control to
disregard the touch input.

In response to controlling to disregard the touch input, the controller may be further
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configured to a touch sensor corresponding to the second area or not to process,
discard, or disregard information related to a touch input through the touch sensor cor-
responding to the second area.

In response to processing the touch input as the user input and a touch input touching
a Ul element displayed on the first area being detected, the controller may be
configured to execute a function related to the Ul element.

Locations of the first area and the second area of the auxiliary display area may vary
according to whether the state in which main display is upward facing or downward
facing.

Locations of the first area and the second area of the auxiliary display area may vary
according to whether the state in which the electronic device is gripped by the user is a
state in which the electronic device is gripped by a right hand or a state in which the
electronic device is gripped by a left hand.

The controller may be configured to control the curved display to display a Ul
element on a location of the first area of the auxiliary display area where the touch
input is detected.

The controller may be configured to determine whether the electronic device is
gripped or not or a gripping state based on at least one of a location of a touch input on
the main display area or the auxiliary display area of the electronic device, information
on whether a touch input of the user is detected on a rear surface of the electronic
device, or a motion of the electronic device.

According to an aspect of another exemplary embodiment, there is provided a
electronic device which includes a bent display including a main display area and an
auxiliary display area, the electronic device including: a deformed display including a
main display area and an auxiliary display area; a touch sensor configured to detect a
touch input; and a controller configured to, in response to detecting that the electronic
device is being gripped by a user while a UI element is displayed on a first location of
the auxiliary display area, control the deformed display to display the Ul element on a
second location of the auxiliary display area different from the first location.

The controller may be configured to, in response to detecting that the electronic
device is being gripped by a right hand, control the deformed display to display the UI
element on the second location of the auxiliary display area, and, in response to
detecting that the electronic device is being gripped by a left hand, control the
deformed display to display the Ul element on a third location of the auxiliary display
area different from the second location.

The controller may be configured to, in response to detecting that the electronic
device is oriented in a first direction so that a top part of the electronic device is po-

sitioned higher than a bottom part of the electronic device, control the deformed



WO 2016/036137 PCT/KR2015/009247

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

display to display the Ul element on the second location of the auxiliary display area,
and, in response to detecting that the electronic device is oriented in a second direction
so that the top part of the electronic device is positioned lower than the bottom part of
the electronic device, control the deformed display to display the Ul element on a third

location of the auxiliary display area different from the second location.
According to various exemplary embodiments as described above, malfunctions or

unwanted input which may be caused unintentionally by a user when the user uses a
electronic device with a bent display can be minimized.

In particular, when the user grips the electronic device, the malfunctions and
unwanted input are more likely to occur. However, according to various exemplary
embodiments, the malfunctions or unwanted input are less likely to occur.

In addition, by adjusting the location of a UI element to be displayed according to a
user's gripping state of the electronic device, the user can more easily and conveniently

use the electronic device.

Advantageous Effects of Invention

According to the above-described various aspects of the exemplary embodiments, a
electronic device with a bent or curved display, which can reduce unintended mal-
functions or erroneous inputs, which may be caused when a user uses the electronic
device.
Brief Description of Drawings

The above and/or other aspects will be more apparent by describing in detail
exemplary embodiments, with reference to the accompanying drawings, in which:

FIG. 1 is a block diagram showing a configuration of a electronic device in detail
according to an exemplary embodiment;

FIG. 2 is a view to explain a configuration of software stored in a electronic device
according to an exemplary embodiment;

FIGS. 3A to 3F are views illustrating examples of a electronic device according to
exemplary embodiments;

FIG. 4 is a view showing a motion of a electronic device according to an exemplary
embodiment;

FIG. 5 is a view showing a electronic device which provides notification information
according to an exemplary embodiment;

FIGS. 6 to 21 are views showing a process of controlling a electronic device
according to exemplary embodiments;

FIGS. 22 to 36 are views showing a process of displaying an application execution
screen in a electronic device according to exemplary embodiments;

FIGS. 37 to 48 are views showing interaction using a front surface and a side surface
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of a electronic device according to exemplary embodiments;
FIGS. 49 to 54 are views showing a process in which a electronic device has a

different capacitance for each display area according to exemplary embodiments;

FIGS. 55 and 56 are flowcharts to explain a method for controlling a electronic
device according to exemplary embodiments; and

FIG. 57 is a block diagram showing a configuration of a electronic device according
to another exemplary embodiment.

Best Mode for Carrying out the Invention

Hereinafter, the terms used in exemplary embodiments will be briefly explained, and
exemplary embodiments will be described in greater detail with reference to the ac-
companying drawings.

Although the terms used in the exemplary embodiments are general terms, which are
widely used in the present time considering the functions in the present disclosure, the
terms may be changed depending on an intention of a person skilled in the art, a
precedent, and introduction of new technology. In addition, in a special case, terms
selected by the applicant may be used. In this case, the meaning of the terms will be
explained in detail in the corresponding detailed descriptions. Therefore, the terms
used in the exemplary embodiments should be defined based on the meaning thereof
and the descriptions of the present disclosure, rather than based on their names only.

Although specific exemplary embodiments of the present disclosure are illustrated in
the drawings and relevant detailed descriptions are provided, various changes can be
made and various exemplary embodiments may be provided. Accordingly, various
exemplary embodiments of the present disclosure are not limited to the specific em-
bodiments and should be construed as including all changes and/or equivalents or sub-
stitutes included in the ideas and technological scopes of exemplary embodiments of
the present disclosure. In the following description, well-known functions or con-
structions are not described in detail since they would obscure the inventive concept in
unnecessary detail

Although the terms such as “first” and “second” may be used to explain various
elements, the elements should not be limited by these terms. These terms may be used
for the purpose of distinguishing one element from another element.

As used herein, the singular forms are intended to include the plural forms as well,
unless the context clearly indicates otherwise. The terms “include” or “comprise” used
in the exemplary embodiments indicate the presence of disclosed corresponding
features, numbers, steps, operations, elements, parts or a combination thereof, and do
not limit additional one or more features, numbers, steps, operations, elements, parts,

or a combination thereof.
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“Module” or “Unit” used in the exemplary embodiments perform at least one
function or operation and may be implemented by using hardware or software or a
combination of hardware and software. In addition, a plurality of “modules” or a
plurality of “units” may be integrated into at least one module and implemented by
using at least one processor (not shown), except for “modules” or “units” which need
to be implemented by using specific hardware.

It will be understood that, when an element is mentioned as being “connected” to
another element, the element may be “directly connected” to another element, and may
be “electrically connected” to another element with an intervening element between
the element and another element. It will be further understood that, when an element
“includes” another element, the term “include” do not preclude the presence or
addition of one or more other elements.

Hereinafter, exemplary embodiments will be described in greater detail with
reference to the accompanying drawings. The matters defined in the description, such
as detailed construction and elements, are provided to assist in a comprehensive under-
standing of the exemplary embodiments. However, it is apparent that the exemplary
embodiments can be carried out by those of ordinary skill in the art without those
specifically defined matters. In the description of the exemplary embodiment, certain
detailed explanations of related art are omitted when it is deemed that they may unnec-
essarily obscure the essence of the inventive concept. In the explanation of the
drawings, similar reference numerals are used for similar elements.

The term “cover” used in the exemplary embodiments may be an object or a device
for protecting a display by covering a part or entirety of a display area of the electronic
device(or portable terminal device). The cover may be electrically or non-electrically
connected with the electronic device. In addition, the cover may be connected with the
electronic device for communication. In addition, the cover may be removably
mounted to the electronic device or removable from the electronic device and thus may
be sold or separately provided, or may be integrated into the electronic device and may
be sold along with the electronic device.

The term “user input” in the exemplary embodiments may include at least one of a
touch input, a bending input, a deformation input, a voice input, a button input, and a
multimodal input, but is not limited to these inputs.

The term “touch input” in the exemplary embodiments refers to a touch gesture
which is performed by a user on a display and a cover to control a device. In addition,
“touch input” may include a touch which is not in contact with the display and is
distanced away from the display by more than a predetermined distance (for example,
floating or hovering). The touch input may include a touch and hold gesture, a tap

gesture which touches and then removes the touch, a double tap gesture, a panning
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gesture, a flick gesture, and a touch and drag gesture which touches and then moves in
one direction while still touching, a pinch gesture, and the like, but is not limited to
these.

The term “button input” in the exemplary embodiments refers to an input of a user to
control a device by using a physical button attached to the device

The term “motion input” in the exemplary embodiments refers to motion which is
made by a user for a device to control the device. For example, the motion input may
include a user motion of rotating a device, a user motion of tilting a device, and a user
motion of moving a device vertically and horizontally.

The term “multi-input” in the exemplary embodiments refers to a combination of two
or more input methods. For example, a device may receive a touch input and a motion
input of a user, and may receive a touch input and a voice input of a user.

The term “application” in the exemplary embodiments refers to a set of computer
programs designed to perform a specific function. There may be various applications
in the exemplary embodiments. For example, the application may include a game ap-
plication, a moving image replay application, a map application, a memo application, a
calendar application, a phone book application, a broadcast application, an exercise
support application, a payment application, a photo folder application, and the like, but
is not limited these.

The term “application identification information” in the exemplary embodiments
may be unique information for distinguishing one application from the other ap-
plications. For example, the application identification information may include an icon,
an index item, link information, and the like, but is not limited these.

The term “User Interface (Ul) element” in the exemplary embodiments refers to an
element which can interact with a user and thus provide visual, auditory, or olfactory
feedback according to a user input. The UI element may be represented in the form of
at least one of an image, a text, and a moving image. In addition, an area which does
not display the above-described information but can provide feedback according to a
user input may be referred to as a UI element. In addition, the UI element may be the
above-described application identification information, for example.

FIG. 1 is a block diagram showing a configuration of a electronic device 100 in detail
according to an exemplary embodiment.

For example, the electronic device 100 may be a smartphone, a laptop, a PDA, a
media player, an MP3 player, a micro server, a Global Positioning System (GPS)
device, an electronic book terminal, a digital broadcasting terminal, a kiosk, an
electronic album, a navigation device, a wearable device including a wrist watch or a
Head-Mounted Display (HMD), and other mobile devices or non-mobile computing

devices.
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As shown in FIG. 1, the electronic device 100 includes an image receiver 110, an
image processor 120, a display 130, a communicator 140 (e.g. a transceiver, etc.), a
storage 150 (e.g., a memory, etc.), an audio processor 160, audio outputter 170 (e.g., a
speaker, audio output device, etc.), a sensor 180, and a controller 190.

The electronic device 100 shown in FIG. 1 is provided with various functions such as
a content providing function, a display function, and the like, and FIG. 1 illustrates the
overall elements of the electronic device 100. Therefore, according to an exemplary
embodiment, some of the elements shown in FIG. 1 may be omitted or changed and
other elements may be added.

The image receiver 110 receives image data via various sources. For example, the
image receiver 110 may receive broadcast data from external broadcasting stations,
may receive Video on Demand (VOD) data from external servers on a real time basis,
and may receive image data from external devices.

The image processor 120 is an element for processing the image data received at the
image receiver 110. The image processor 120 may perform various image processing
operations such as decoding, scaling, noise filtering, frame rate conversion, resolution
conversion, and the like with respect to the image data.

The display 130 displays a video frame which is a result of processing the image data
by the image processor 120, or at least one of various screens which are generated by a
graphic processor 194.

The display 130 is not limited to a specific implementation. For example, the display
130 may be implemented by using various types of displays such as a Liquid Crystal
Display (LCD), an Organic Light Emitting Diode (OLED) display, an Active-Matrix
(AM)-OLED, a Plasma Display Panel (PDP), and the like. The display 130 may further
include an additional element according to its implementation. For example, when the
display 130 is an LCD, the display 130 may include an LCD panel (not shown), a
backlight unit (not shown) to supply light to the LCD panel (not shown), and a panel
driving substrate (not shown) to drive the panel (not shown). The display 110 may be
combined with a touch sensor 181 of the sensor 180 to be provided as a touch screen.

The display 130 may be connected with at least one of a front surface area and a side
surface area or a rear surface area of the electronic device 100 in the form of a bent
display (i.e. curved display). The bent display may be implemented by using a flexible
display, or may be implemented by using a normal display which is not flexible. For
example, the bent display may be implemented by connecting a plurality of flat
displays with one another.

When the bent display is implemented by using a flexible display, the flexible
display may be bent, crooked, or rolled without being damaged through a substrate

which is thin and flexible like paper. The flexible display may be manufactured using a
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plastic substrate as well as a general glass substrate. When the plastic substrate is used,
a low-temperature manufacturing processor may be used instead of an existing manu-
facturing processor in order to prevent damage to the substrate. In addition, the flexible
display may have the flexibility to be folded or unfolded by substituting the glass
substrate enclosing liquid crystals in the LCD, OLED display, AM-OLED, PDP, and
the like, with a plastic film. Such a flexible display is thin and light and is also resistant
to a shock. In addition, since the flexible display can be bent, curved, deformed or
crooked as described above, it may be manufactured in various forms.

The flexible display may have an active matrix screen of a specific screen size (for
example, 3 inches, 4 inches, 4.65 inches, 5 inches, 6.5 inches, 8.4 inches, and the like)
according to the size of the electronic device 100, and may be extended to at least one
side surface of the electronic device 100 (for example, a surface of at least one of the
left side, right side, upper side, and lower side). The flexible display may be folded to
have a radius of curvature lower than a radius of curvature allowable in the flexible
display and may be connected with the side surface of the electronic device 100.

The communicator 140 is configured to communicate with various kinds of external
devices in various communication methods. The communicator 140 includes one or
more of a WiFi chip 141, a Bluetooth chip 142, a wireless communication chip 143,
and a Near Field Communication (NFC) chip 144. The controller 190 may com-
municate with the various kinds of external devices using the communicator 140.

In particular, the WiFi chip 141 and the Bluetooth chip 142 communicate in a WiFi
method and a Bluetooth method, respectively. When the WiFi chip 141 or the
Bluetooth chip 142 is used, a variety of connection information such as an SSID and a
session key may be exchanged first, and communication may be established using the
connection information, and then a variety of information may be exchanged. The
wireless communication chip 143 communicates according to various communication
standards such as IEEE, Zigbee, 3rd Generation (3G), 3rd Generation Partnership
Project (3GPP), Long Term Evolution (LTE), and the like. The NFC chip 144 operates
in an NFC method using a band of 13.56 MHz from among various RF-ID frequency
bands such as 135 kHz, 13.56 MHz, 433 MHz, 860-960 MHz, and 2.45 GHz.

The storage 150 may store various programs and data necessary for the operations of
the electronic device 100. The storage 150 may include a non-volatile memory, a
volatile memory, a flash memory, a Hard Disk Drive (HHD), or a Solid State Drive
(SSD). The storage 150 may be accessed by the controller 190 and may read/
record/correct/delete/update data under the control of the controller 190. The term
“storage” used in the present disclosure may include the storage 150, a Read Only
Memory (ROM) in the controller 190, and a memory card (not shown) (for example, a

micro SD card, a memory stick) mounted in a Random Access Memory (RAM) or the
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electronic device 100.

Specifically, the storage 150 may store programs and data for configuring various
screens to be displayed on a display area.

Hereinafter, a configuration of software stored in the electronic device 100 will be
explained with reference to FIG. 2. Referring to FIG. 2, software including an
Operating System (OS) 210, a kernel 220, middleware 230, an application 240, and the
like may be stored in the storage 150.

The OS 210 controls and manages the overall operations of the hardware. That is, the
OS 210 is a layer which is responsible for basic functions such as hardware
management, memory, and security.

The kernel 220 serves as a channel to transmit various signals including a touch
signal detected in the display 130 to the middleware 230.

The middleware 230 includes various software modules to control the operations of
the electronic device 100. Referring to FIG. 2, the middleware 230 includes an X11
module 230-1, an APP manager 230-2, a connection manger 230-3, a security module
230-4, a system manager 230-5, a multimedia framework 230-6, a User Interface (UI)
framework 230-7, a window manager 230-8, and a sub-UI framework 230-9.

The X11 module 230-1 receives various event signals from a variety of hardware
provided in the electronic device 100. The event recited herein refers to an event in
which a user gesture is detected, an event in which a system alarm is generated, an
event in which a specific program is executed or ends, or the like.

The APP manager 230-2 manages the execution states of various applications 240
installed in the storage 150. In response to an application execution event being
detected by the X11 module 230-1, the APP manager 230-2 calls and executes an ap-
plication corresponding to the event.

The connection manager 230-3 supports wired or wireless network connections. The
connection manager 230-3 may include various sub modules such as a DNET module,
a Universal Plug and Play (UPnP) module, and the like.

The security module 230-4 supports certification, permission, secure storage for the
hardware.

The system manager 230-5 monitors the states of the elements of the electronic
device 100, and provides the result of the monitoring to the other modules. For
example, in response to a battery life level being low, an error being generated, or
communication being disconnected, the system manager 230-5 provides the result of
the monitoring to the main Ul framework 230-7 or the sub Ul framework 230-9 and
output a notification message or a notification sound.

The multimedia framework 230-6 reproduces multimedia contents which are stored

in the electronic device 100 or provided from external sources. The multimedia
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framework 230-6 may include a player module, a camcorder module, a sound
processing module, and the like. Accordingly, the multimedia framework 230-6 may
reproduce various multimedia contents, generate a screen and a sound, and reproduce
the same.

The main Ul framework 230-7 provides various Uls to be displayed on a main area
of the display 130, and the sub UI framework 230-9 provides various Uls to be
displayed on a sub area. The main UI framework 230-7 and the sub UI framework
230-9 may include an image compositor module to configure various Ul elements, a
coordinates compositor module to calculate coordinates for displaying the UI elements,
a rendering module to render the configured UI elements on the calculated coordinates,
a 2D/3D UI toolkit to provide a tool for configuring a Ul in the form of 2D or 3D.

The window manager 230-8 may detect a touch event which is generated using a
user’s body or a pen, or other input events. When such an event is detected, the
window manager 230-8 transmits an event signal to the main Ul framework 230-7 or
the sub UI framework 230-9 such that an operation corresponding to the event is
performed.

In addition, various program modules such as a writing module which, when the user
touches or drags on the screen, draws a line by tracing the dragged line, or an angle
calculation module which calculates a pitch angle, a roll angle, and a yaw angle based
on a sensor value detected by a motion sensor 182 may be stored.

The application module 240 includes applications 240-1 to 240-n to support various
functions. For example, the application module 240 may include program modules to
provide various services, such as a navigation program module, a game module, an
electronic book module, a calendar module, a notification management module, and
the like. The applications may be set as default or may be temporarily set and used
when the user uses the applications. When a Ul element is selected, the main CPU 193
may execute an application corresponding to the selected Ul element using the ap-
plication module 240.

The software configuration shown in FIG. 2 is merely an example and is not limited
to this. Therefore, some of the elements may be omitted or changed or an element may
be added when necessary. For example, the storage 150 may be additionally provided
with various programs such as a sensing module to analyze signals sensed by various
sensors, a messaging module such as a messenger program, a Short Message Service
(SMS) & Multimedia Message Service (MMS) program, and an email program, a call
information aggregator program module, a VoIP module, a web browser module, and
the like.

Referring back to FIG. 1, the audio processor 160 processes audio data of image

content. The audio processor 160 may perform various processing operations such as



WO 2016/036137 PCT/KR2015/009247

[92]

[93]

[94]

[95]

[96]

13

decoding, amplifying, noise filtering, and the like with respect to the audio data. The
audio data processed by the audio processor 160 may be outputted to the audio
outputter 170.

The audio outputter 170 may be configured to output various notification sounds or
voice messages as well as various audio data which undergone various processing op-
erations such as decoding, amplifying, and noise filtering in the audio processor 160.
In particular, the audio outputter 170 may be implemented by using a speaker.
However, this is merely an example and the audio outputter 170 may be implemented
by using an output terminal which can output audio data.

The sensor 180 detects a variety of user interaction. The sensor 180 may detect at
least one of various changes such as state, orientation, or a posture change, a
luminance change, an acceleration change of the electronic device 100, and transmit a
corresponding electric signal to the controller 390. That is, the sensor 180 may detect a
state change which is made based on the electronic device 100, generate a corre-
sponding detection signal, and transmits the same to the controller 390. The sensor 180
may include various sensors. When the electronic device 100 is driven (or based on
user settings), power is supplied to at least one sensor set under the control of the
sensor 180 and the sensor detects a state change.

The sensor 180 may include at least one device of all types of sensing devices which
are able to detect the state change of the electronic device 100. For example, the sensor
180 may include at least one sensor of various sensing devices such as a touch sensor,
an acceleration sensor, a gyro sensor, an luminance sensor, a proximity sensor, a
pressure sensor, a noise sensor (for example, a microphone), a video sensor (for
example, a camera module), and a timer.

The sensor 180 may be divided into the touch sensor 181, the motion sensor 182, and
a cover opening and closing sensor 183 according to a sensing purpose, as shown in
FIG. 1. However, this should not be considered as limiting and the sensor 180 may be
divided according to other purposes. This does not mean physical division and at least
one sensor may be combined to serve as the sensors 181, 182, and 183. In addition,
some of the elements or functions of the sensor 180 may be included in the controller
190 according to an implementation method.

For example, the touch sensor 181 may detect a user’s touch input using a touch
sensor attached to a rear surface of a display panel. The controller 190 may determine
the type of touch input (for example, a tap gesture, a double tap gesture, a panning
gesture, a flick gesture, a touch and drag gesture, and the like) by acquiring in-
formation on touch coordinates and touch time from the touch sensor 181. In addition,
the touch sensor 181 may determine the type of touch input for itself using the touch

coordinates and the touch time acquired by the touch sensor 181.
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The cover opening and closing sensor 183 may determine whether a cover connected
with the electronic device 100 is opened or closed using at least one of a hall sensor, a
luminance sensor, and a pressure sensor. The hall sensor is an element in which
voltage changes according to a magnitude of an electric field, and may detect a
potential difference of electricity flowing in a conductor when the cover is opened or
closed. The controller 190 may acquire the potential difference which is generated
when the cover is opened or closed from the cover opening and closing sensor 183, and
determine whether the cover is opened or closed using information related to the
acquired potential difference.

In addition, when the luminance sensor is used, the luminance sensor may detect an
electric signal which is generated by the change in ambient luminance according to
whether the cover is opened or closed. The controller 190 may determine whether the
cover is opened or closed by comparing the result of detecting by the cover opening
and closing sensor 183 and a pre-set reference value. For example, when the brightest
luminance that can be measured by the luminance sensor is 100, the darkest luminance
is 0, and luminance of the pre-set reference value is 30, and when the luminance value
measured by the luminance sensor is less than or equal to the reference value of 30, the
controller 190 may determine whether the cover is closed.

The motion sensor 182 may detect the motion (for example, rotation, tilting and the
like) of the electronic device 100 using at least one of an acceleration sensor, a tilt
sensor, and a gyro sensor, a 3-axis magnetic sensor. The motion sensor 182 may
transmit a generated electric signal to the controller 190. For example, when the ac-
celeration sensor is used, the motion sensor 182 may measure gravitational ac-
celeration for each of the X-axis, Y-axis, and Z-axis with reference to the electronic
device 100, as shown in FIG. 4. In particular, the motion sensor 182 may measure ac-
celeration added with motion acceleration and gravitational acceleration of the
electronic device 100. However, when there is no motion in the electronic device 100,
only the gravitational acceleration may be measured. For example, the following ex-
planation is made on the assumption that, when the electronic device 100 is placed its
front surface up, the gravitational acceleration is a positive (+) direction, and, when the
electronic device 100 is placed its rear surface up, the gravitational acceleration is a
negative (-) direction.

As shown in FIG. 4, when the electronic device 100 is placed with its rear surface
being in contact with the plane surface, as the gravitational acceleration measured by
the motion sensor 182, the X-axis and Y-axis components measure Om/sec”2, and the
Z-axis component measures a specific positive value (for example, +9.8m/sec”2). On
the other hand, when the electronic device 100 is placed with its front surface being in

contact with the plane surface, as the gravitational acceleration measured by the
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motion sensor 182, the X-axis and Y-axis components measure Om/sec”2, and the Z-
axis component measures a specific negative value (for example, -9.8m/sec”2).

In addition, when the electronic device 100 is placed obliquely with respect to the
surface of a table, as the gravitational acceleration measured by the motion sensor 182,
at least one axis measures a value other than Om/sec”2. In this case, the square root of a
sum of squares of the three axis components, that is, the vector sum, may be the above-
mentioned specific value (for example, 9.8m/sec”2). In the above example, the motion
sensor 182 detects the acceleration for each of the X-axis, Y-axis, and Z-axis directions
on the coordinate system. The axes and gravitational acceleration corresponding to the
axes may be changed according to the location where the sensor is attached.

When the gravitational acceleration transmitted from the motion sensor 182 is
measured by at least one axis component, the controller 190 may determine (calculate)
the state, orientation, or posture of the electronic device 100 placed using the ac-
celeration for each of the exes. The state, orientation, or posture may be indicated by a
roll angle (®), a pitch angle (0), and a yaw angle (). The roll angle (®) indicates a
rotation angle with reference to the X-axis in FIG. 4, the pitch angle (0) indicates a
rotation angle with reference to the Y-axis in FIG. 4, and the yaw angle (1) indicates a
rotational angle with reference to the Z-axis in FIG. 4. In the example shown in FIG. 4,
when the Z-axis gravitational acceleration of the gravitational acceleration transmitted
from the motion sensor 182 is +9.8m/sec”2, the roll angle (P) and the pitch angle (0)
are ‘0’ and thus the state, orientation, or posture of the electronic device 100 placed is
determined to be a state, orientation, or posture in which the rear surface subject to the
gravitational acceleration of the Z-axis is placed in the direction of gravity. In the
above-described method, the controller 190 may detect any state, orientation, or
posture of the electronic device 100, and a state, orientation, or posture detector for
detecting the state, orientation, or posture of the electronic device 100 may be addi-
tionally implemented.

The controller 190 may determine the state, orientation, or posture of the electronic
device 100 using an algorithm such as a state, orientation, or posture calculation
algorithm using an Euler angle, a state, orientation, or posture calculation algorithm
using an extended Kalman filter, and an acceleration estimation switching algorithm.
That is, the method for measuring the state, orientation, or posture of the electronic
device 100 using an accelerometer may be implemented in various ways according to
an exemplary embodiment.

The controller 190 controls the overall operations of the electronic device 100 using
various programs stored in the storage 150.

As shown in FIG. 1, the controller 190 includes a Random Access Memory (RAM)
191, a Read Only Memory (ROM) 192, a graphic processor 193, a main CPU 194, first
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to nth interfaces 195-1 to 195-n, and a bus 196. In this case, the RAM 191, the ROM
192, the graphic processor 193, the main CPU 194, and the first to nth interfaces 195-1
to 195-n may be connected with one another via the bus 196.

The ROM 192 stores a set of commands for booting a system. When a turn-on
command is input and power is supplied, the main CPU 194 copies an O/S stored in
the storage 150 onto the RAM 191 according to the command stored in the ROM 192,
executes the O/S and boots the system. When booting is completed, the main CPU 194
copies various application programs stored in the storage 150 onto the RAM 191,
executes the application programs copied onto the RAM 191, and performs various op-
erations.

The graphic processor 193 generates a screen including various objects such as an
item, an image, a text, and the like, using a calculator (not shown) and a renderer (not
shown). The calculator calculates attribute values of the objects to be displayed such as
coordinate values, shape, size, color, and the like of the objects according to the layout
of the screen using a control command received from the sensor 180. The renderer
generates the screen of various layouts including the objects based on the attribute
values calculated by the calculator. The screen generated by the renderer is displayed
on a display area of the display 130.

The main CPU 194 accesses the storage 150 and performs booting using the O/S
stored in the storage 150. In addition, the main CPU 194 performs various operations
using various programs, contents, and data stored in the storage 150.

The first to nth interfaces 195-1 to 195-n are connected with the above-described
various elements. One of the interfaces may be a network interface which is connected
with an external device through a network.

In particular, when a touch input is detected on a first area of a side display area in
response to the touch input detected by the sensor 180, in a state in which the
electronic device 100 is gripped by the user, the controller 190 processes the touch
input as a user input. When a touch input is detected on a second area different from
the first area of the side display area, the controller 190 may control to disregard the
touch input. In addition, while a UI element is displayed on a first location of the side
display area, the controller 190 may determine whether the electronic device 100 is
gripped by the user based on the information detected by the sensor. In response to the
electronic device 100 being gripped, the controller 190 may display a UI element
which is displayed on a second location of the side display area different the first
location.

FIGS. 3A to 3F are views showing an example of a electronic device 100 according
to exemplary embodiments.

As shown in FIGS. 3A to 3F, the electronic device 100 according to an exemplary
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embodiment includes a bent display 310, a body 300 in which the bent display 310 is
seated and secured, and additional devices which are disposed in the body 300 to
perform the functions of the electronic device 100. The additional devices may include
a speaker 321, a sensor (for example, a luminance sensor 322, a front camera module
323, and the like), a connection interface 324 (for example, a charging port, a data
input/output port, and an audio input/output port), a microphone 325, and/or a physical
button (not shown).

The “bent display area” used in exemplary embodiments refers to an area on the bent
display 310 in which data is displayed. In addition, the “display area” refers to an area
on the bent display and a flat display which is not bent, in which data is displayed. The
data includes all kinds of information which can be displayed on the display area, such
as an image, a text, and a moving image, and may be displayed through various
screens. The screen may include a single layer or a plurality of layers. The plurality of
layers may be superimposed one on another serially, configuring the screen. In this
case, the user may recognize a variety of data arranged on the plurality of layers as a
single screen.

In addition, in the electronic device 100 having the bent display as shown in FIGS.
3A to 3C, the bent display area 311 corresponding to the front surface of the electronic
device 100 is referred to as a front display area 311 or a main display area 311, and the
display area 312 corresponding to the side surface of the electronic device 100 is
referred to as a side display area 312, a sub display area 312 or an auxiliary display
area.

In addition, in the case of the electronic device 100 having both a bent display and a
cover as shown in FIG. 3D, when the electronic device 100 has its front surface
covered by the cover 330, the display area on the front surface of the electronic device
100 covered by the cover is referred to as a front display area 311, a main display area
311, or adisplay area 311 in the cover. On the other hand, the display area on the side
surface of the electronic device 100 which is not covered by the cover 330 is referred
to as a side display area 312, a sub display area 312, a display area 312 out of the
cover, or an exposed display area 312.

FIG. 5 is a view showing a electronic device 100 which provides notification in-
formation according to an exemplary embodiment.

Referring to FIG. 5, the electronic device 100 may provide notification information
501 using the side display area. The notification information 501 may refer to in-
formation which is received from another external device. For example, the noti-
fication information 501 may include an event such as call reception, message
reception (for example, message reception based on SMS/MMS), mail reception, in-

formation reception of a push service, notification reception of a SNS. In addition, the
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notification information 501 may refer to information which is generated in the
electronic device 100 and is related to the current state of the electronic device 100.
For example, the notification information 501 may include information on a remaining
battery life of the electronic device 100, a current time, a connection state of a long-
distance or short-distance network of the electronic device 100, a reception mode state
of the electronic device (for example, a vibrate mode, a silent mode, a sound mode,
and the like), or presence/absence of notification information set by the user.

According to an exemplary embodiment, in response to the notification information
501 being generated in a state in which the front display area of the electronic device
100 is not used (for example, the front display area is hidden by other objects (for
example, the cover of the electronic device 100, a notebook, etc.), or the electronic
device 100 is placed its front surface down in contact with the surface of a table), the
electronic device 100 provides the notification information 501 through the side
display area 312. This case may include a case in which the user places the electronic
device 100 upside down on the table in a meeting. That is, the user may change the
state of the electronic device 100 as in the case in which the electronic device 100 is
placed its front display area down in contact with the surface of the table. In addition,
the front display area of the electronic device 100 may be hidden by a separate cover as
shown in FIG. 3D or hidden by a notebook.

In this state, the electronic device 100 may detect the state of the electronic device
100 and enter a side display using mode. The state of the electronic device 100 may be
detected by an luminance sensor which detects a change in the amount of light, a
sensor for detecting the state, orientation, or posture of the electronic device 100 (for
example, a geomagnetic sensor, an acceleration sensor, etc.), a hall sensor, a timer, and
the like. The sensors may be integrated into a single chip or the plurality of sensors
may be implemented as separate chips. For example, the electronic device 100 may
determine the current state based on a luminance value detected by the luminance
sensor. In addition, the electronic device 100 may determine the current state based on
state, orientation, or posture information (for example, measurement values for the x-
axis, y-axis, and z-axis) detected by the motion sensor. In addition, the electronic
device 100 may determine the current state based on a current time detected by the
timer. When the timer is used, the electronic device 100 may determine whether the
current time corresponds to a time zone set by the user to automatically execute a
manner notification mode, and may enter the manner notification mode in response to
the current time corresponding to the time set by the user.

As described above, in response to the front display area of the electronic device 100
being hidden and the side display area using mode being executed, the front display

area may be processed in monochrome (for example, black), or power is divided into
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power for the front display area and power for the side display area and the power for
the front display area is shut off. In this case, in the side display using mode, only the
screen is output and a sound output or a vibrate output may be omitted. This may be set
variously by the user.

In addition, a right hand mode and a left hand mode of the electronic device 100 may
be defined through environment settings or a separate application provided by the
electronic device 100. In this case, the electronic device 100 may operate only the side
display area corresponding to the determined mode. For example, in a state in which
the electronic device 100 has both the right side display area and the left side display
area as shown in FIG. 3B, in response to the right hand mode being set, the electronic
device 100 may output the notification information using the right side display area,
and, in response to the left hand mode being set, the electronic device 100 may output
the notification information using the left side display area.

FIGS. 6 to 21 are views showing a process of controlling a electronic device 100
according to exemplary embodiments.

According to an exemplary embodiment, in a state in which the electronic device 100
is gripped by the user, the sensor 180 may detect a touch input on the side display area.
In this case, in response to the touch input being detected on a first location of the side
display area, the controller 190 may process the detected touch input as a user input,
and, in response to the touch input being detected on a second location different from
the first location, the controller 190 may disregard or discard the detected touch input.

In a state in which the portable display device 100 is placed on a floor or fixed in a
holder as shown in view 610 of FIG. 6A, the controller 190 may display at least one UI
element on a side display area 612 while displaying a UI element on display area 611.
In this case, the UI element may be displayed on a certain area of the side display area
612.

The electronic device 100 may be gripped by the user as shown in view 620 of FIG.
6A. In this case, the controller 190 may use sensor information acquired by the sensor
180 to determine whether the electronic device 100 is gripped or not and may also
determine a shape of the grip or grip locations.

For example, the controller 190 may detect the motion of the electronic device 100
using information acquired by the acceleration sensor, and, in response to detecting the
user in front of the electronic device 100 using information acquired by the proximity
sensor or camera within a predetermined time (for example, 1-1.5 seconds), the
controller 190 may determine that the electronic device 100 is gripped.

In addition, in response to a touch input on the bent display being determined to
correspond to one gripping pattern from among gripping patterns corresponding to

various gripping shapes, the controller 190 may determine the gripping shape of the
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electronic device 100 according to the determined gripping pattern. Specifically, as
shown in FIG. 7A, areas 711-1, 711-2, and 711-3 on a front display area 711 corre-
sponding to the middle finger, ring finger, and little finger, respectively, and areas
712-1 and 712-2 on a side display area 712 corresponding to the thumb and palm, re-
spectively, may be pre-set as a gripping pattern. In this case, in response to a touch
input on the bent display being determined to be performed in the area of the gripping
pattern or to have a similar shape to the gripping pattern, the controller 190 may
determine that the electronic device 100 is gripped by the right hand. In addition, as
shown in FIG. 7B, an area 713-1 on a rear surface 713 of the electronic device 100 cor-
responding to the palm may be pre-set as a gripping pattern. In this case, in response to
a touch input on the rear surface 713 of the electronic device 100 being determined to
be performed in the area of the gripping pattern or to have a similar shape to the
gripping pattern, the controller 190 may determine that the electronic device 100 is
gripped by the right hand. Alternatively, in response to a touch input being detected on
the rear surface 713 of the electronic device 100, the controller 190 may determine that
the electronic device 100 is gripped. In addition, the controller 190 may determine
whether the electronic device 100 is gripped or not or a gripping shape by considering
the number of touch inputs on the bent display. For example, in response to three or
more touch inputs being inputted on the bent display within a predetermined time, the
controller 190 may determine that the electronic device 100 is gripped. In this case, the
three touch inputs may correspond to the middle finger, little finger, and ring finger
touching the front display area, for example.

In the state in which the electronic device 100 is gripped, the sensor 180 may detect a
user input taking the thumb off the side display area 612 as shown in view 630 of FIG.
6B. In this case, the controller 190 may control the display 130 to display at least one
UI element on a first area 612-1 of the side display area 612. In addition, the controller
190 may control the display 130 not to display the Ul element on a second area 612-2
of the side display area 612. Herein, the first area 612-1 and the second area 612-2 may
be determined by considering locations where the user can touch the side display area
612 with the user’s thumb.

Referring to FIG. 8, when the user grips the electronic device 100, the area that the
user can touch using the user’s thumb 801 on the side display area 8§12 may be limited.
In general, it is easy for the user to touch a Ul element on the side display area 8§12
using only the thumb 801 while fixing the user’s palm 802 on the side display area
812. Therefore, the area where the UI element is displayed may be limited to a range
812-1 from a location that the user can touch by bending the user’s thumb 801 to a
location that the user can touch by stretching the user’s thumb 801. In addition, the

area where the Ul element is displayed may be changed by considering an area that the
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palm touches on the side display area 812, or may be determined by considering the
age, sex, and hand size of the user.

In addition, as shown in view 640 of FIG. 6B, the sensor 180 may detect a user input
touching a Ul element 613 on the first area 612-1 again. In this case, the controller 190
may disregard a user touch which is made on the side display area 612 when the
electronic device 100 is initially gripped. In response to the user touch input removing
the finger after the initial gripping and then touching again, when the touch input is
detected on the first area 612-1 of the side display area 612, the controller 190 may
process the touch input as a user input, and, when the touch input is detected on the
second area 612-2 of the side display area 612, the controller 190 may disregard the
touch input. The disregarding the touch input may include controlling, by the controller
190, the sensor 180 to deactivate the touch sensor corresponding to the second area, or
not processing or discarding information on a touch input through the sensor 180.

For example, the controller 190 may limit the amount of charge provided by the
touch panel to be lower than a predetermined value, or may deactivate at least one of
the elements related to touch detection, such that the touch sensor corresponding to the
second area 612-2 does not detect the touch of the second area 612-2. In addition, even
in response to receiving signals of information (for example, a touch location, a touch
direction, and touch time) on the touch input generated in the touch sensor corre-
sponding to the second area 612-2 through the sensor 180, the controller 190 may
process the output value related to the touch input to be null or process a function of
limiting so as not to provide visual feedback corresponding to the touch input.

Next, in response to the user input on the UI element, the controller 190 may perform
a function corresponding to the Ul element 613. For example, when the Ul element
613 is application identification information, the function corresponding to the Ul
element may be an application execution screen.

According to another exemplary embodiment, the display 100 may display a Ul
element on a first location of the side display area. In response to the electronic device
100 being gripped by the user, the electronic device 100 may display the UI element on
a second location of the side display area different from the first location.

As shown in view 910 of FIG. 9, in the state in which the electronic device 100 is
placed on the floor or fixed in the holder, the controller 190 may display a UI element
912-1 on a first location 912-5, which is a certain location of the side display area 912.
For example, the certain location where the Ul element 912-1 is displayed may be
located on the lower end of the side display area 912, but is not limited to this.

In addition, as shown in view 920 of FIG. 9, the electronic device 100 may be
gripped by the user. In this case, the controller 190 may control the display 130 to
display, on a second location 912-6, the UI element 912-1 which has been displayed on
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the first location 912-5 in the side display area 912. That is, the controller 190 may
move the location where the Ul element 912-1 is displayed to a location that is easy for
the user to touch based on the grip of the user, the location of the user’s fingers and
thumb, and state, posture, or orientation of the electronic device 100. For example, as
explained in FIG. 8, while the electronic device 100 is gripped by the user, the
controller 190 may determine the second location 912-6 to display the UI element
912-1 by considering locations that the user can touch with the thumb 801 on the side
display area §12.

According to another exemplary embodiment, in the side display area, the location of
the area where the touch input is processed as a user input and the location of the area
where the touch input is disregarded may be changed according to whether the
electronic device 100 is gripped by the right hand or left hand. In addition, in the side
display area, the location of the area where the touch input is processed as a user input
and the location of the area where the touch input is disregarded may be changed
according to whether the electronic device 100 is turned over or not. For example, the
electronic device may be oriented so that the top part including the speaker is pointing
upwards as in 1010 or pointing downwards as in 1020. In another example, the
terminal device may be oriented in a first direction so that a top part of the electronic
device is positioned higher than a bottom part of the electronic device or oriented in a
second direction so that the top part of the electronic device is positioned lower than
the bottom part of the portable terminal. In yet another example, the display areas 911
and 912 of the electronic may be turned to face the palm of the user’s hand or table or
may be turned to face away from the palm of the user’s hand or the table. The positions
of the user interface items in the side display area or other display areas may be de-
termined based on the orientation of the electronic device.

According to another exemplary embodiment, the location in the side display area
where the UI element is displayed may be changed according to whether the electronic
device is gripped by the right hand or left hand. In addition, the location in the side
display area where the Ul element is displayed may be changed according to whether
the electronic 100 is turned over or not turned over.

The electronic device 100 may be gripped by the right hand as shown in view 1010
of FIG. 10A, and may be gripped by the left hand as shown in view 1020 of FIG. 10A
and views 1030 and 1040 of FIG. 10B.

In response to the electronic device 100 being gripped by the right hand with the side
display area 1012 being oriented toward the user’s thumb as shown in view 1010 of
FIG. 10A, as described above, Ul elements may be displayed on a first area 1012-1 of
the side display area 1012 that the user can touch with the thumb, and the UI elements
may not be displayed on a second area 1012-2 of the side display area 1012 that the
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user touches with the palm. In this case, in response to a touch input to select a Ul
element being detected on the first area 1012-1, the controller 190 may process the
touch input as a user input and perform a function corresponding to the Ul element. On
the other hand, in response to a touch input being detected on the second area 1012-1,
the controller 190 may control to disregard the touch input.

As shown in view 1020 of FIG. 10A, the electronic device 100 may be gripped by
the left hand with the side display area being oriented toward the thumb and the
display area 1011 being oriented towards the fingers. In this case, the controller 190
may determine that the electronic device 100 is turned over (for example, rotated by
150° to 200°) and gripped by using acceleration sensor information acquired through
the sensor 180. In this case, the controller 190 may control the display 130 to invert
contents of the front display area 1021 to avoid inconveniencing the user when
viewing the contents. In addition, in the state in which the electronic device 100 is
turned over and gripped, the controller 190 may control the display 130 to display the
UI elements on a first area 1022-1 of the side display area 1022 that the user can touch
with the thumb, and not to display the UI elements on a second area 1022-2 of the side
display area 1022 that the user touches with the palm. In this case, the UI elements
may be inverted and displayed on the first area 1022-1 so that the user has no incon-
venience in viewing the Ul elements. In response to a touch input to select a Ul
element being detected on the first area 1022-1, the controller 190 may process the
touch input as a user input and perform a function corresponding to the Ul element. On
the other hand, in response to a touch input being detected on the second area 1022-2,
the controller 190 may control to disregard the touch input.

As shown in view 1030 of FIG. 10B, in response to the electronic device 100 being
gripped with the left hand with the side display area 1032 being oriented opposite to
the thumb and display area 1031 being oriented towards the thumb, the controller 190
may control to disregard a touch input on the side display area 1032. For example, in
response to a plurality of finger touches being detected on the side display area 1032,
the controller 190 may determine that the electronic device 100 is gripped by the left
hand with the side display area being oriented opposite to the thumb, and control the
display 130 to disregard a touch input on the side display area 1032. In this case, the
controller 190 may control the display 130 to reduce the brightness of the screen of the
side display area 1032, to turn off the bent display corresponding to the side display
area 1032, to display the side display area 1032 in monochrome, or not to display the
UI elements on the side display area 1032, in order to inform the user that the touch
input on the side display area 1032 is disregarded.

According to another exemplary embodiment, as shown in view 1040 of FIG. 10, in

response to the electronic device 100 being gripped by the left hand with the side



WO 2016/036137 PCT/KR2015/009247

[143]

[144]

[145]

[146]

24

display area 1042 being oriented opposite to the thumb and display area 1041 being
oriented towards the thumb, the controller 190 may control the display 130 to display
UI elements on first area 1042-1 of the side display area 1042 that the user touches
with the index finger and the middle finger, and not to display the Ul elements on a
second area 1042-2 of the side display area 1042 that the user touches with the ring
finger and the little finger.

To achieve this, the controller 190 may determine the locations and number of touch
inputs on the side display area 1042. For example, in response to three or more touch
inputs being detected on the side display area 1042, the controller 190 may determine
that the electronic device 100 is gripped by the left hand. In addition, the controller 190
may control to process, as a user input, the touch input corresponding to the finger at
the highest location from among the plurality of touch inputs on the side display area
1042, and to disregard the touch inputs corresponding to the other fingers.

In response to a touch input to select a UI element being detected on the first area
1042-1, the controller 190 may process the touch input as a user input and perform a
function corresponding to the UI element. On the other hand, in response to a touch
input being detected on the second area 1042-2, the controller 190 may control to
disregard the touch input.

In a state in which the electronic device 100 with a cover is not gripped as shown in
FIG. 11A, the sensor 180 may detect a user input to select camera application identi-
fication information on a side display area 1112. For example, in a state in which the
cover is opened as shown in view 1110 of FIG. 11A, the sensor 180 may detect a user
input to select camera application identification information 1112-1 on the side display
area 1112. In addition, in a state in which a front display area 1111 is covered by the
cover as shown in view 1120 of FIG. 11A, the sensor 180 may detect a user input to
select the camera application identification information 1112-1 on the side display area
1112.

Next, the user may grip the electronic device 100 in a portrait mode not to contact the
side display area 1112 with a user’s finger. In this state, in response to the user input to
select the camera application identification information, the controller 190 may
execute the camera application and control the display 130 to display the result of
executing the camera application on the front display area 1111, as shown in view
1130 of FIG. 11B. The result of executing the camera application may be a screen
including a preview image. In addition, the controller 190 may control the display 130
to display Ul elements 1112-1 and 1112-2 for controlling the camera application on the
side display area 1112. In this case, the UI elements may be displayed on one side of
the side display area 1112 by considering the locations of the user’s fingers. For

example, the Ul elements 1112-1 and 1112-2 may be at least one of a zoom-in UI
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element, a zoom-out Ul element, a photographing UI element, a flash Ul element, or
an end UI element.

In addition, the user may grip the electronic device 100 in a landscape mode to
contact the side display area 1112 with a user’s finger. In this state, in response to the
user input to select the camera application identification information, the controller 190
may execute the camera application and control the display 130 to display the result of
executing the camera application on the front display area 1111, as shown in view
1140 of FIG. 11C. Next, in response to the user taking the user’s finger off the side
display area 1112, the controller 190 may control the display 130 to display the UI
elements 1112-1 and 1112-2 on the side display area 1112 as shown in view 1150 of
FIG. 11C. In this case, the Ul elements 1112-1 and 1112-2 may be displayed on the
location of the side display area 1112 that the user touches with the user’s finger when
the electronic device 100 is initially gripped. Therefore, the location where the UI
elements 1112-1 and 1112-2 are displayed may vary according to the contact locations
of the user’s fingers and/or the orientation of the electronic device. In this state, in
response to a user input touching one Ul element (for example, a photographing Ul
element) being detected on the side display area 1112, the controller 190 photographs
the preview image and stores it in the storage 150.

The darkness or chrome of the UI element may be different before the UI element is
selected and after the Ul element is selected. For example, the darkness or chrome of
the Ul element before the UI element is selected may be higher than the darkness or
chrome of the Ul element after the UI element is selected.

Referring to FIG. 12, the electronic device 100 may have a cover 330 with a fixer
331. In this case, referring to view 1210 of FIG. 12, in response to the cover 330 being
opened, the sensor 180 may detect a touch input on the entirety of a front display area
1211 and a side display area 1212. On the other hand, in response to the front display
area 1211 and a part of the side display area 1212 being covered by the cover 330 as
shown in view 1220 of FIG. 12, the controller 190 may display Ul elements on areas
1212-1 and 1212-2 on the side display area 1212 except for the area corresponding to
the fixer 331. In addition, in response to a touch input to select a UI element, the
controller 190 may perform a function related to the UI element.

In this case, in order to display the Ul elements on the areas 1212-1 and 1212-2
except for the area corresponding to the fixer 331, the user may set an active touch
input area and an inactive touch input area through an environment setting menu. The
active touch input area may refer to an area where, in response to a touch input of the
user, the controller 190 may process the touch input as a user input. On the other hand,
the inactive touch input area refers to an area where, in response to a touch input of the

user, the controller 190 may control to disregard or discard the touch input. For



WO 2016/036137 PCT/KR2015/009247

[151]

[152]

[153]

26

example, in response to requesting to set an active side display area through the en-
vironment setting menu, the user may set the active touch input area by selecting parts
1312-1 and 1312-2 of a side display area 1312 as shown in view 1310 of FIG. 13.
Then, the controller 190 may highlight the areas 1312-1 and 1312-2 designated as the
active touch input area in the side display area 1312 as shown in view 1320 of FIG. 13.
In another exemplary embodiment, the controller 190 may designate an area selected
by the user in the side display area 1312 as the inactive touch input area. When the user
designates an area where a touch input can be processed in the side display area
through the environment setting menu as described above, the controller 190 may
display the UI elements on the area except for the side display area covered by the
cover with the fixer. In FIG. 13, the user sets the active touch input area and the
inactive touch input area in the right side display area of the electronic device 100.
However, the user may set the active touch input area and the inactive touch input area
in the left side display area of the electronic device 100 or both side display areas of
the electronic device 100.

The active touch input and the inactive touch input area may be set by the user
sliding their finger across a desired area, selecting or touching one or more areas of
predefined units of the side display area 1312, performing a touch and hold in one or
more areas of predefined units of the side display area 1312, and/or performing another
touch gesture to select desired area of the side display area 1312.

Referring to FIG. 14, in the state in which the electronic device 100 is gripped by the
user, the sensor 190 may detect a touch input on a front display area 1411 and a touch
input on a side display area 1412 in different ways. For example, the sensor 190 may
detect a user’s touch input on the front display area using a touch sensor. On the other
hand, since there is a high probability that malfunction caused by a user’s touch occurs
in the side display area 1412, the sensor 190 may detect a touch input on the side
display area using a touch sensor and a pressure sensor. For example, in response to
the user touching a UI element on the side display area 1412 and pressing it with
higher than predetermined pressure, the controller 190 may determine that the Ul
element is selected and perform a function related to the UI element.

According to another exemplary embodiment, when a plurality of UI elements are
displayed on the side display area 1412 as shown in FIG. 14, the controller 190 may
detect some 1412-1 of the UI elements using the touch sensor and detect the other Ul
elements 1412-2 using the touch sensor and the pressure sensor. For example, in the
case of the UI elements 1412-2 given high priority, in response to a touch input and a
user input pressing a UI element with higher than the predetermined pressure being
detected through the sensor 180, the controller 190 may perform a function related to
the Ul element. On the other hand, in the case of the Ul elements 1412-1 given low
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priority, in response to a touch input being detected through the sensor 180, the
controller 190 may perform the function related to the element.

The Ul elements 1412-1 which are detected using the touch sensor and the UI
elements 1412-2 which are detected using the touch sensor and the pressure sensor
may be distinguished from each other and displayed. For example, the UI elements
1412-1 which are detected using the touch sensor may be displayed in 2D graphics,
whereas the Ul elements 1412 which are detected using the touch sensor and the
pressure sensor may be displayed in 3D graphics so as to make the user feel as if the
UI elements 1412 can be pressed.

In the state in which the electronic device 100 having display areas on the both side
surfaces is placed on the floor or fixed in the holder as shown in view 1510 of FIG. 15,
the controller 190 may display at least one UI element on both side display areas 1512
and 1513. In this case, the UI elements may be displayed on certain areas of the both
side display areas 1512 and 1513. In this state, in response to a touch input on a UI
element being detected, the controller 190 may perform a function related to the UI
element.

The electronic device 100 having the display areas 1512 and 1513 on the both side
surfaces may be gripped by the user as shown in view 1520 of FIG. 15. In this case, the
controller 190 may determine whether the electronic device 100 is gripped or not using
information acquired by an acceleration sensor and information acquired by a
proximity sensor. In the state in which the electronic device 100 is gripped as shown in
view 1520 of FIG. 15, the controller 190 may process, as a user input, a touch input on
an area 1513-1 where the user’s thumb is located in the both side display areas 1513-1
and 1513-2 and the user’s fingers are located in 1512. For example, in response to a
user input to select a UI element being detected on the area 1513-1 where the user’s
thumb is located, the controller 190 may perform a function related to the UI element.
On the other hand, the controller 190 may control to disregard a touch input on the
areas 1512 and 1513-2 except for the area 1513-1 where the user’s thumb is located in
the both side display areas 1512 and 1513. For example, the controller 190 may control
the display 130 not to display any UI element on the areas 1512 and 1513-2 except for
the area 1513-1 where the user’s thumb is located.

In another exemplary embodiment, when the electronic device 100, which has a
central display 11 and side surface display areas 1612 and 1613, is gripped by the user
as shown in FIG. 16, the controller 190 may process, as a user input, a touch input on
an area 1612-1 where the user’s thumb is located and an area 1613-1 where the user’s
index finger is located in the both side display areas 1612 and 1613, or a touch input
pressing with higher than predetermined pressure. For example, the controller 190 may

provide UI elements on the area 1612-1 where the user’s thumb is located and the area
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1613-1 where the user’s index finger is located, and, in response to a user input to
select the UI element, may perform a function related to the UI element.

FIG. 17 illustrates another example of the method for the user to set an active touch
input area and an inactive touch input area of a side display area 1712. For example, in
a state in which the electronic device 100 having a central display area 1711 enters a
designation mode of the side display area 1712, the sensor 180 may detect a user input
to select an area 1712-1 of the side display area 1712 by touching or using a stylus pen
as shown in view 1710 of FIG. 17. In response to the user input, the controller 190 may
determine the area 1712-1 selected by touching or using the stylus pen as an active
touch input area where a UI element can be displayed. According to another exemplary
embodiment, the controller 190 may determine the area selected by touching or using
the stylus pen as an area where a touch input is disregarded.

According to another exemplary embodiment, the controller 190 may designate the
active touch input area of the side display area 1712 by considering user’s gripping
habit. For example, the controller 190 may periodically acquire locations that the user
touches with the user’s thumb in the side display area 1712 and store the locations in
the storage 150, and may determine an area that the user touches repeatedly more than
a predetermined number of times, as the active touch input area.

In response to the electronic device 100 being gripped in the state in which the active
touch input area is determined as shown in view 1720 of FIG. 17, the controller 190
may control the display 130 to display UI elements on the active touch input area
1712-1 of the side display area 1712.

In the state in which the electronic device 100 is gripped as shown in view 1810 of
FIG. 18A, the controller 190 may control the display 130 to display UI elements
1812-1 and 1812-2 on a first area 1813 of a side display area. In this case, the UI
elements 1812-1 and 1812-2 displayed on the first area 1813 may be UI elements
which are frequently used by the user, UI elements which are pre-designated, or Ul
element which are given high priority. The first area 1813 may be an area where the
controller 190 processes a touch input as a user input. In addition, a second area 1813
may be an area where the controller 190 controls to disregard a touch input. In this
case, the first area 1813 and the second area 1814 may be displayed in different base
colors or have different darkness to be distinguished from each other, or the first area
1813 may be highlighted.

Next, in the state in which the electronic device 100 continues to be gripped by the
user as shown in view 1820 of FIG. 18A, the sensor 180 may detect a user input
performing a touch and drag gesture or a flick gesture from bottom to top in the side
display area 1812 along a longitudinal side. In response to the user input, the controller
190 may control the display 130 to add a new Ul element 1812-3 to the first area 1813.
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In this case, the new Ul element 1812-3 may not have been displayed on a front
display area 1811 or the side display area 1812 and may abruptly appear. Alternatively,
the new Ul element 1812-3 may have been displayed on the front display area 1811
and moved to the first area 1813. In addition, the new Ul element 1812-3 may have
been in the second area 1814 of the side display area 1812 in an inactive state and
moved to the first area 1813.

Next, in the state in which the electronic device 100 continues to be gripped by the
user as shown in view 1830 of FIG. 18B, the sensor 180 may detect a user input
performing a touch and drag gesture or a flick gesture from top to bottom in the side
display area 1812 along the longitudinal side. In response to the user input, the
controller 190 may control the display 130 to remove one Ul element 1812-3 as shown
in view 1840 of FIG. 18B. As aresult of the removing, the Ul element 1812-3 may be
deleted, moved to the front display area 1811, or moved to the second area 1814 where
a touch input is disregarded. In response to the Ul element 1812-3 being moved to the
second area 1814, the darkness or chrome of the Ul element 1812-3 may be changed.

In the state in which the electronic device 100 continues to be gripped by the user as
shown in view 1840 of FIG. 18A, the sensor 180 may detect a user input to select the
UI element 1812-2. For example, the user input may be one of a tough gesture
touching the UI element 1812-2, a drag gesture dragging the UI element 1812-2 toward
the front display area 1811, or a tilting gesture tilting the electronic device 100.

In the state in which the electronic device 100 is gripped by the user as shown in
view 1910 of FIG. 19, the controller 190 may control to activate a first area 1912-1 of
a side display area 1912, and deactivate a second area 1912-2 of the side display area
1912. In this case, UI elements may be displayed on the activated first area 1912-1. In
the state in which the electronic device 100 is turned over and gripped by the user as
shown in view 1920 of FIG. 19, the controller 190 may control to deactivate the
entirety of the side display area 1912. In response to the side display area 1912 being
deactivated, the user may control the UI elements on the front display area 1911 using
the user’s thumb while fixing the electronic device 100 with the user’s four fingers.

In the state in which the electronic device 100 with display 2011 and that is gripped
as shown in view 2010 of FIG. 20, the controller 190 may control to activate a first
area 2013 of a side display area 2012, and to deactivate a second area 2014 of the side
display area 2012. In this case, a UI element 2012-1 may be displayed on the activated
first area 2013. In this state, the sensor 180 may detect a user input touching the UI
element 2012-1 and then dragging or flicking from top to bottom. In other words, the
sensor 180 may detect a user input to move the UI element 2012-1 to the deactivated
second area 2014. In response to the user input, the controller 190 may control the
display 130 to display the deactivated UTI element 2012-1 on the second area 2014. In
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this state, the deactivated Ul element 2012-1 may have darkness or chrome lower than
that before it is deactivated. Thereafter, the deactivated UI element 2012-1 may be
activated when the user drags or flicks from the second area 2014 of the side display
area 2012 to the first area 2013, places the electronic device 100 on a floor, or fixes the
electronic device 100 in a holder.

According to an exemplary embodiment, while the user grips the electronic device
100 with display area 2111 and side display area 2112, a UI element on a side display
area may be touched unintentionally. In this state, the user may tilt the electronic
device 100 horizontally to cancel the selection of the UI element as shown in FIG. 21.
In response to the user’s tilting gesture, the controller 190 may cancel execution of a
function related to the Ul element. In addition, at the time of canceling the execution,
the controller 190 may deactivate the side display area 2112 such that a touch input on
the side display area 2112 is disregarded. In order to activate the side display area 2112
again, the user may tilt the electronic device 100 horizontally again, touch and hold the
side display area 2112 for a predetermined time, or drag along the longitudinal side of
the side display area 2112.

FIGS. 22A to 36 are views showing a process of displaying an application execution
screen in a electronic device 100 according to an exemplary embodiment.

According to an exemplary embodiment, while a UI element is displayed on a side
display area, the sensor 180 may detect a user input touching the Ul element and then
dragging toward a front display area. In response to the user input, the controller 190
may display information related to the Ul element on the front display area. For
example, when the Ul element is application identification information, the in-
formation related to the Ul element may be an execution screen of an application cor-
responding to the application identification information. In this case, the user input
dragging toward the front display area may be in a diagonal direction or a direction of
an arch shape on the front display area. Such a user input may provide more intuitive
and more emotional interaction to the user.

Referring to view 2210 of FIG. 22A, the electronic device 100 may control the
display 130 to display an application identification information list on a side display
area 2212. While the application identification information is displayed, the sensor 180
may detect a user input touching one piece of application identification information
2212-1 included in the application identification information list and then dragging in
one direction while still touching. The one direction may be a direction in which the
dragging starts from the touch location of the side display area 2212 and crosses over
the front display area 2211 in the diagonal direction. In response to the user input, the
controller 190 may control the display 130 to gradually increase the size of the ap-

plication execution screen corresponding to the application identification information,
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and display the application execution screen, as shown in view 2220 of FIG. 22A to
view 2240 of FIG. 22B. In this case, the size of the application execution screen
gradually increasing may correspond to the length of the user’s dragging gesture in the
diagonal direction. In addition, as the size of the application execution screen
increases, the amount of information included in the application execution screen may
increase. For example, when the one piece of application identification information
2212-1 is an icon of a music application, the information included in the application
execution screen in view 2220 of FIG. 22A may be song titles, the information
included in the application execution screen in view 2230 of FIG. 22B may be song
titles and thumbnails, and the information included in the application execution screen
in view 2240 of FIG. 22B may be at least one of song titles, thumbnails, and a menu.

Referring to view 2310 of FIG. 23A, the electronic device 100 may control the
display 130 to display an application identification information list on a side display
area 2312. While the application identification information list is displayed, the sensor
180 may detect a user input touching one piece of application identification in-
formation 2312-1 included in the application identification information list, dragging
in one direction, and then dragging again in the reverse direction of the one direction
while still touching. For example, the one direction may be a direction in which the
dragging starts from the touch location of the side display area 2312 and crosses over
the front display area 2311 in the diagonal direction. In response to the user input, the
controller 190 may control the display 130 to display the application execution screen,
while gradually increasing the size of the application execution screen corresponding
to the application identification information and then gradually decreasing the size of
the application execution screen, as shown in view 2320 of FIG. 23A to view 2340 of
FIG. 23B. In addition, as the size of the application execution screen increases, the
amount of information included in the application execution screen may increase and
then decrease. For example, when the one piece of application identification in-
formation 2312-1 is an icon of a messenger application, the information included in the
application execution screen in view 2320 of FIG. 23A and view 2340 of FIG. 23B
may be a text included in a message, and the information included in the application
execution screen in view 2330 of FIG. 23B may be at least one of a text, an image, and
an input field included in a message. As described above, in response to notification in-
formation such as a message being received through the electronic device 100, the user
can simply identify detailed contents related to the notification information through a
touch and drag gesture. The increasing and decreasing in size of the application
execution screen may be proportional to the distance traveled by the dragging touch
input by the user.

Referring to view 2410 of FIG. 24A, the electronic device 100 may control the
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display 130 to display an application identification information list on a side display
area 2412. While the application identification information list is displayed, the sensor
180 may detect a user input touching one piece of application identification in-
formation 2412-1 included in the application identification information list, dragging
in one direction, and then dragging again in the reverse direction of the one direction
while still touching. For example, the one direction may be a horizontal direction in
which the dragging starts from the touch location of the side display area 2412 and
moves to the front display area 2411. In response to the user input, the controller 190
may control the display 130 to gradually increase the size of the application execution
screen corresponding to the application identification information, gradually de-
creasing the size of the application execution screen, and then making the application
execution screen disappear, as shown in view 2420 of FIG. 24A to view 2440 of FIG.
24B. For example, when the one piece of application identification information 2412-1
is an icon of a messenger application, the controller 190 may control the display 130 to
increase the contents of a message transmitted from another user, reduce the contents,
and then make the contents disappear. In this case, when the message is one time noti-
fication information, the one piece of application identification information 2412-1
may disappear from the side display area 2412 as the message disappears.

According to another exemplary embodiment, in view 2510 of FIG. 25A, the
controller 190 may control the display 130 to display a message on a front display area
2511 in response to user’s touch and drag as shown in view 2420 of FIG. 24A. Next,
the sensor 180 may detect a user input dragging in the vertical direction (for example,
downward direction) continuously from the user’s touch and drag. In response to the
user input, the controller 190 may control the display 130 to display a screen including
previously received messages as shown in view 2520 of FIG. 25A. Next, the sensor
180 may detect a user input dragging the screen including the previously received
messages toward the side display area 2512. In response to the user input, the
controller 190 may control the display 130 to move the screen including the previously
received messages to the side display area 2512 and make the screen disappear as
shown in view 2530 of FIG. 25B. In addition, the controller 190 may control the
display 130 to display the front display area 2511 from which the screen including the
previously received messages disappears as shown in view 2540 of FIG. 25B.

Referring to view 2610 of FIG. 26, while application identification information list is
displayed on a side display area, the sensor 180 may detect a user input touching one
piece of application identification information 2612-1 included in the application iden-
tification information list and then dragging in one direction. For example, the one
direction may be a horizontal direction in which the dragging starts from the touch

location of the side display area and moves to the front display area. In response to the
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user input, the controller 190 may control the display 130 to display an application
execution screen corresponding to the application identification information on the
front display area 261 1. For example, when the one piece of application identification
information 2612-1 is an icon of a messenger application, the controller 190 may
control the display 130 to display a screen 2611-1 including a text of one to three lines.
Next, the sensor 180 may detect a user input dragging in the vertical direction (for
example, downward direction) continuously while still holding the previous dragging
on the front display area 2611. In response to the user input, referring to view 2620 of
FIG. 26, the controller 190 may control the display 130 to display a screen 2611-2
including more message contents on the front display area 2611. For example, when
the screen 2611-1 including the text of one to three lines includes information on
reception of the message or the title of the message, the screen 2611-2 including more
message contents may be at least one of the main text of the message, contents
attached to the message, or information of the contents attached to the message.

Referring to view 2710 of FIG. 27A, while a screen 2711-1 including a text of one to
three lines is displayed on a front display area 2711, the sensor 180 may detect a user
input taking the user’s finger off. Next, referring to view 2720 of FIG. 27A and view
2730 of FIG. 27B, the sensor 180 may detect a user input touching one piece of ap-
plication identification information 2712-1 included in application identification in-
formation list of a side display area 2712 and then dragging in one direction. In
response to the user input, the controller 190 may control the display 130 to remove the
existing screen 2711-1 including the text of one to three lines and display an ap-
plication execution screen 2711-2 corresponding to the newly selected one piece of ap-
plication identification 2712-1.

Referring to view 2810 of FIG. 28A, while an application identification information
list is displayed on a side display area 2812, the sensor 180 may detect a user input
touching one piece of application identification information 2812-1 included in the ap-
plication identification information list and dragging toward a front display area 2811.
In response to the user input, the controller 190 may control the display 130 to display
one application execution screen 2811-1 corresponding to the one piece of application
identification information 2812-1 on the front display area 2811. Next, the sensor 180
may detect a user input touching another piece of application identification information
2812-2 included in the application identification information list and dragging toward
the front display area 2811. In response to the user input, the controller 190 may
control the display 130 to display at least part of another application execution screen
2811-2 corresponding to another piece of application identification information 2812-2
on the front display area 2811, as shown in view 2820 of FIG. 28A. In this case, at

least part of the one application execution screen 2811-1 may overlap another ap-
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plication execution screen 2811-2. In this case, in the state in which the touch of the
user input is held, the controller 190 may control the display 130 to display the area
where the application execution screens 2811-1 and 2811-2 overlap each other or
another application execution screen 2811-2 as a translucent screen. Next, the sensor
180 may detect a user input to remove the touch which is being held on a prede-
termined location. In this case, the predetermined location may be in the center area of
the front display area 2811. For example, the center area may be an area within 1/3 of
the distance from the center of the front display area 2811 to the side vertically
extending from the center of the front display area 2811. In response to the user input,
the controller 190 may control the display 130 to combine the one application
execution screen 2811-1 and another application execution screen 2811-2 and display
the combined screens as a single screen, as shown in view 2830 of FIG. 28B.

According to another exemplary embodiment, referring to view 2840 of FIG. 28C,
while the one application execution screen 2811-1 is displayed on the front display
area 2811, the sensor 180 may detect a user input touching another piece of application
identification information 2812-2 included in the application identification information
list and dragging toward the front display area 2811. In response to the user input, the
controller 190 may control the display 130 to display at least part of another ap-
plication execution screen 2811-2 corresponding to another piece of application identi-
fication information 2812-2 on the front display area 2811, as shown in view 2850 of
FIG. 28C. Next, the sensor 180 may detect a user input to remove the touch which is
being held in a predetermined location. In this case, the predetermined location may be
a location which is out of the center area of the front display area 2811 of view 2820 of
FIG. 28A. In response to the user input, as shown in view 2860 of FIG. 28C, the
controller 190 may control the display 130 to display the one application execution
screen 2811-1 and another application execution screen 2811-2 independently.

Referring to view 2910 of FIG. 29A, the display 130 may display a plurality of ap-
plication execution screens 2911-1, 2911-2, and 2911-3 on a front display area 2911.
In this case, application identification information 2912-1, 2912-2, and 2912-3 corre-
sponding to the plurality of application execution screens 2911-1, 2911-2, and 2911-3
may be highlighted and displayed on a side display area 2912. In this state, the sensor
180 may detect a user input touching one application execution screen 2911-1 on the
front display area 2911 of the plurality of applications. In response to the user input,
the controller 190 may control the display 130 to display the selected one application
execution screen 2911-1 from among the plurality of application execution screens
2911-1, 2911-2, and 2911-3 on the uppermost layer, as shown in view 2920 of FIG.
29A.

According to another exemplary embodiment, referring to view 2930 of FIG. 29B,
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the display 130 may display the plurality of application execution screens 2911-1,
2911-2, and 2911-3 on the front display area 2911. In this state, the sensor 180 may
detect a user input touching one piece of application identification information 2912-1
corresponding to one application execution screen 2911-1 in the application identi-
fication information list of the side display area 2912. In response to the user input, the
controller 190 may control the display 130 to display the selected one application
execution screen 2911-1 from among the plurality of application execution screens
2911-1, 2911-2, and 2911-3 on the uppermost layer, as shown in view 2940 of FIG.
29B.

According to another exemplary embodiment, referring to view 2950 of FIG. 29C,
the display 130 may display the plurality of application execution screens 2911-1,
2911-2, and 2911-3 on the front display area 2911. In this state, the sensor 180 may
detect a user input touching one piece of application identification information 2912-1
corresponding to one application execution screen 2911-1 in the application identi-
fication information list of the side display area 2912, and then dragging toward the
front display area 2911 in the horizontal direction. In response to the user input, the
controller 190 may control the display 130 to display the selected one application
execution screen 2911-1 from among the plurality of application execution screens
2911-1, 2911-2, and 2911-3 on the uppermost layer, as shown in view 2960 of FIG.
29C.

Referring to view 3010 of FIG. 30, the display 130 may display a plurality of ap-
plication execution screens 3011-1, 3011-2, and 3011-3 on a front display area 3011.
In this state, the sensor 180 may detect a user input touching one piece of application
identification information 3012-4 in the application identification information list of a
side display area 3012, and then dragging toward the front display area 3011 in the
diagonal direction. In response to the user input, the controller 190 may control the
display 130 to display an application execution screen 3011-4 corresponding to the
selected one piece of application identification information 3012-4 on the front display
area 3011, as shown in view 3020 of FIG. 30.

Referring to view 3130 of FIG. 31A, the display 130 may display an application
execution screen 3111-1 on a front display area 3111. In this state, the sensor 180 may
detect a user input touching application identification information 3112-1 corre-
sponding to the application execution screen 3111-1 in the application identification
information list of a side display area 3112. In response to the user input, the controller
190 may control the display 130 to remove the application execution screen 3111-1 or
minimize and display the application execution screen 3111-1 on one side of the front
display area 3111 or the side display area 3112 as shown in view 3120 of FIG. 31A.

According to another exemplary embodiment, referring to view 3130 of FIG. 31B,
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the display 130 may display the application execution screen 3111-1 on the front
display area 3111. In this state, the sensor 180 may detect a user input touching the ap-
plication execution screen 3111-1 and then dragging or flicking toward the side display
area 3112. In response to the user input, the controller 190 may control the display 130
to remove the application execution screen 3111-1 or minimize and display the ap-
plication execution screen 3111-1 on one side of the front display area 3111 or the side
display area 3112 as shown in view 3140 of FIG. 31B.

Referring to view 3210 of FIG. 32A, the display 130 may display a side display area
3212 (e.g., an auxiliary display area) and an application execution screen 3211-1 on a
front display area 3211. In this state, the sensor 180 may detect a user input double
touching the upper end of the application execution screen 3211-1. In response to the
user input, the controller 190 may control the display 130 to increase the size of the ap-
plication execution screen 3211-1 and display it as shown in view 3220 of FIG. 32A.
The increasing the size of the application execution screen 3211-1 may refer to in-
creasing the magnification ratio of the screen or increasing the size of the screen and
thus including more information.

According to another exemplary embodiment, referring to view 3230 of FIG. 32B,
the display 130 may display the application execution screen 3211-1 on the front
display area 3211. In this state, the sensor 180 may detect a user input touching the
upper end of the application execution screen 3211-1 and then flicking or dragging in
the vertical direction (for example, upward direction). In response to the user input, the
controller 190 may control the display 130 to increase the size of the application
execution screen 3211-1 and display the application execution screen 3211-1, as shown
in view 3240 of FIG. 32B.

Referring to view 3310 of FIG. 33A, the display 130 may display a side display area
3312 and an application execution screen 3311-1 on a front display area 3311. In this
state, the sensor 180 may detect a user input double touching or double tapping the
upper end of the application execution screen 3311-1. In response to the user input, the
controller 190 may control the display 130 to decrease the size of the application
execution screen 3311-1 and display it as shown in view 3320 of FIG. 33A. The de-
creasing the size of the application execution screen 3311-1 may refer to decreasing
the magnification ratio of the screen or decreasing the size of the screen and thus
including less information.

According to another exemplary embodiment, referring to view 3330 of FIG. 33B,
the display 130 may display the application execution screen 3311-1 on the front
display area 3311. In this state, the sensor 180 may detect a user input touching the
upper end of the application execution screen 3311-1 and then flicking or dragging in

the vertical direction (for example, downward direction). In response to the user input,
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the controller 190 may control the display 130 to increase the size of the application
execution screen 3311-1 and display the application execution screen 3311-1, as shown
in view 3340 of FIG. 33B.

Referring to view 3410 of FIG. 34A, the display 130 may a side display area 3412
and display an application execution screen 3411-1 on a front display area 3411. In this
state, the sensor 180 may detect a user input hovering over a corner of the application
execution screen 3411-1 and then dragging. In response to the user input, the controller
190 may control the display 130 to increase the size of the application execution screen
3411-1 in proportion to the length of the dragging and display the application
execution screen 3411-1 as shown in view 3420 of FIG. 34A. For example, when the
user’s dragging moves to a corner of the front display area 3411 or close to the corner,
the size of the application execution screen 3411-1 may increase to correspond to the
full size of the front display area 3411.

According to another exemplary embodiment, referring to view 3430 of FIG. 34B,
the display 130 may display the application execution screen 3411-1 on the front
display area 3411. In this state, the sensor 180 may detect a user input hovering over
the corner of the application execution screen 3411-1. In response to the user input, the
controller 190 may control the display 130 to display a UI element 3411-2 for
adjusting the size of the application execution screen 3411-1 on the hovering location.
While the Ul element 3411-2 is displayed, the sensor 180 may detect a user input
dragging while still hovering. In response to the user input, the controller 190 may
control the display 130 to increase or decrease the size of the application execution
screen 3411-1 in proportion to the length of the dragging, and display the application
execution screen 3411-1. On the other hand, while the UI element is displayed, the
sensor 180 may detect a user input touching the UI element. In this case, the controller
190 may control the display 130 to display the application execution screen 3411-1 to
correspond to the full size of the front display area 3411 as shown in view 3440 of
FIG. 34B.

Referring to view 3510 of FIG. 35A, the display 130 may display an application
execution screen 3511-1 on a front display area 3511. In this state, the sensor 180 may
detect a user input touching the upper end of the application execution screen 3511-1
and holding the touch for a predetermined time (for example, 1 or 2 seconds).
According to another exemplary embodiment, the sensor 180 may detect a user input
touching application identification information 3512-1 corresponding to the application
execution screen 3511-1 on a side display area 3512 and holding the touch for a prede-
termined time (for example, 1 or 2 seconds). In response to the user input, the display
130 may display a UI element 3511-2 asking whether to end the application execution
screen 3511-1 on the front display area 3511 as shown in view 3520 of FIG. 35A. In
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response to a user input confirming ending of the application execution screen 3511-1,
the controller 190 may remove the application execution screen 3511-1 from the front
display area 3511.

According to another exemplary embodiment, referring to view 3530 of FIG. 35B,
the display 130 may display the application execution screen 3511-1 on the front
display area 3511. In this state, the sensor 180 may detect a user input touching one
point of the application execution screen 3511-1 and then dragging in the oblique
direction. According to another exemplary embodiment, the sensor 180 may detect a
user input touching one point of the application execution screen 3511-1 and then
dragging toward the side display area 3512. In response to the user input, the display
130 may display the Ul element 3511-2 asking whether to end the application
execution screen 3511-1 on the front display area 3511 as shown in view 3540 of FIG.
35B. In response to a user input confirming ending of the application execution screen
3511-1, the controller 190 may remove the application execution screen 3511-1 from
the front display area 3511.

Referring to view 3610 of FIG. 36, the display 130 may display an application
execution screen 3611-1 on a front display area 3611. In this case, a Ul element 3611-2
for controlling the application execution screen 3611-1 may be displayed on one side
of the application execution screen 3611-1. For example, the UI element 3611-2 may
be displayed in the form of an icon representing the application execution screen
3611-1 and may help the user easily know the kind of the application execution screen
3611-1. In particular, the Ul element 3611-2 may be selectively displayed when the ap-
plication execution screen has no upper end bar. The user may perform a variety of in-
teraction to control the application execution screen 3611-1 using the UI element
3611-2. For example, in response to the user touching the UI element 3611-2 and then
dragging, the application execution screen 3611-1 may be moved. In addition, in
response to the user double tapping the Ul element 3611-2, the application execution
screen 3611-1 may be magnified. In addition, in response to the user touching the Ul
element 3611-2 and then dragging toward a side display area 3612, the controller 190
may control the display 130 not to display the application execution screen 3611-1 as
shown in view 3620 of FIG. 36. As described above, when the user controls the ap-
plication execution screen 3611-1 using the Ul element 3611-2 without using an upper
end bar, the user can be provided with the application execution screen 3611-1
including more information as the upper end bard is deleted.

FIGS. 37 to 48 are views showing interaction using a front surface and a side surface
of a electronic device 100 according to exemplary embodiments.

According to an exemplary embodiment, the sensor 180 may detect a user input

dragging on a side display area while selecting a front display area. In response to the
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user input, the controller 190 may control information related to an image content
included in the front display area. For example, the controller 190 may adjust the size
of the image content, adjust the size of a part of the image content, or adjust the
volume related to the image content by considering the length of the dragging. As
described, by performing multiple touches on the front display area and the side
display area simultaneously or serially, the convenience of the user using the electronic
device 100 with the bent display can be enhanced. In addition, the user can easily and
intuitively manipulate the electronic device 100 through a variety of interaction using
the front display area and the side display area all together.

Referring to view 3710 of FIG. 37, the controller 190 may execute an e-book ap-
plication or a document edit application and control the display 130 to display a
document including an image content 3711-1 (for example, an image or a moving
image) on a front display area 3711. In addition, the controller 190 may control the
display 130 to display a UI element 3712-1 (for example, an adjustment button
movable along the longitudinal side of a side display area 3712) for controlling the
image content 3711-1 on the side display area 3712. In this state, the sensor 180 may
detect a user input touching the UI element 3712-1 of the side display area 3712 and
then dragging along the longitudinal side, while touching the image content 3711-1 of
the front display area 3711. In response to the user input, the controller 190 may
control the display 130 to display the document including the image content 3711-1 the
size of which has been changed as shown in view 3720 of FIG. 37. The size of the
image content 3711-1 may be in proportion to the length of the dragging or the
dragging direction on the Ul element 3712-1. For example, in response to the Ul
element 3712-1 moving down, the size of the image content 3711-1 may be reduced.
On the other hand, in response to the UI element 3712-1 moving up, the size of the
image content 3711-1 may be increased.

Referring to view 3810 of FIG. 38, the controller 190 may execute a gallery ap-
plication or a photo edit application and control the display 130 to display an image
content (for example, an image) on a front display area 3811. In addition, the controller
190 may control the display 130 to display a UI element 3812-1 for controlling the
image content 3711-1 on a side display area 3812. In this state, the sensor 180 may
detect a user input touching the UI element 3812-1 of the side display area 3812 and
then dragging along the longitudinal side, while touching one object 3811-1 of the
image content of the front display area 3811. The one object 3811-1 of the image
content may be a part of the image content or a separate object (for example, a speech
bubble, an icon, etc.) added to edit the image content. In response to the user input, the
controller 190 may control the display 130 to display the object 3811-1 the size of
which has been changed as shown in view 3820 of FIG. 38. In this case, the size of the
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object 3811-1 may be in proportion to the length of the dragging or the dragging
direction on the Ul element 3812-1. For example, in response to the UI element 3812-1
moving down, the size of the object 3811-1 may be reduced. On the other hand, in
response to the Ul element 3812-1 moving up, the size of the object 3811-1 may be
increased.

Referring to view 3910 of FIG. 39, the controller 190 may execute a camera ap-
plication and control the display 130 to display a preview image on a front display area
3911. In addition, the controller 190 may control the display 130 to display a UI
element 3912-1 (for example, an adjustment button movable along the longitudinal
side of a side display area 3912) for controlling image content on the side display area
3912. In this state, the sensor 180 may detect a user input touching the UI element
3912-1 of the side display area 3912 and then dragging along the longitudinal side,
while touching one point 3911-1 of the preview image of the front display area 3911.
In response to the user input, the controller 190 may control the display 130 to display
the preview image which is in focus with reference to the one point 3911-1 as shown in
view 3920 of FIG. 39. In this case, in proportion to the length of the dragging or the
dragging direction on the Ul element, the accuracy of being in focus with reference to
the one point 3911-1 may vary.

Referring to view 4010 of FIG. 40, the controller 190 may execute a camera ap-
plication and control the display 130 to display a preview image on a front display area
4011. In addition, the controller 190 may control the display 130 to display a UI
element 4012-1 for controlling image content on a side display area 4012. In this state,
the sensor 180 may detect a user input touching one point 4011-1 of the preview image
and multi-touching the UI element 4012-1 of the side display area 4012 and then
dragging to move user’s two fingers further apart. In response to the user input, the
controller 190 may control the display 130 to adjust the degree of out focusing of
neighboring images with reference to the one point 4011-1 as shown in view 4020 of
FIG. 40. For example, in proportion to the distance between the two fingers, the
clearness or the degree of blurring of the neighboring images with reference to the one
point 4011-1 may be changed.

Referring to view 4110 of FIG. 41, the controller 190 may execute a camera ap-
plication and control the display 130 to display a preview image on a front display area
4111. In addition, the controller 190 may control the display 130 to display a UI
element 4112-1 for controlling image content on a side display area 4112. In this state,
the sensor 180 may detect a user input touching one point 4111-1 of the preview image
of the front display area 4111, and touching the Ul element 4112-1 of the side display
area 4112 and then dragging along the longitudinal side. In response to the user input,

the controller 190 may control the display 130 to zoom in or zoom out the preview
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image with reference to the one point 4111-1 as shown in view 4120 of FIG. 41.

Referring to view 4210 of FIG. 42, the controller 190 may control the display 130 to
display a document including an image content 4211-1 (for example, an image or a
moving image) on a front display area 4211. In this state, the sensor 180 may detect a
user input touching a side display area 4212 and then dragging along the longitudinal
side, while touching the image content 4211-1 on the front display area 4211.

In response to the user input, the controller 190 may control the display 130 to
display a UI element for rapidly controlling the selected image content 4211-1 on the
side display area 4212, as shown in view 4220 of FIG. 42. The Ul element displayed
on the side display area 4212 may be at least one of a UI element which can edit the
image content, a UI element which can transmit the image content 4211-1 to other
persons, or a Ul element which can store the image content 4211-1.

Referring to view 4310 of FIG. 43, the controller 190 may control the display 130 to
display a document including an image content 4311-1 (for example, an image or a
moving image) on a front display area 4311. In addition, the controller 190 may
control the display 130 to display a UI element for controlling the image content
4311-1 on a side display area 4312. In this state, the sensor 180 may detect a user input
touching one Ul element 4312-1 of the side display area 4312 and then dragging along
the short side, while touching the image content 4311-1 on the front display area 4211.

In response to the user input, the controller 190 may control the display 130 to
display a function or application execution screen corresponding to the one Ul element
4312-1 on the front display area 4311, as shown in view 4320 of FIG. 43. For example,
when the one Ul element 4312-1 is an icon of an email application, the application
execution screen displayed on the front display area 4311 may be an email writing
screen including the image content 4311 as an attached file.

Referring to view 4410 of FIG. 44, the controller 190 may execute a telephone call
application and control the display 130 to display a screen showing that the user are
video calling with other persons on a front display area 4411. In addition, the controller
190 may control the display 130 to display a UI element 4412-1 for controlling image
content on a side display area 4412. In this state, the sensor 180 may detect a user input
selecting identification information of one person 4411-1 from among the identi-
fication information of other persons on the front display area 4412, and touching the
UI element 4412-1 on the side display area 4412 and then dragging along the lon-
gitudinal side. In response to the user input, the controller 190 may control the speaker
170 to change the call volume for the selected one person as shown in view 4420 of
FIG. 44. In addition, the controller 190 may control the display 130 to display an
object 4411-2 indicating the change in the call volume.

Referring to view 4510 of FIG. 45, the controller 190 may control the display 130 to
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display a screen including a plurality of objects on a front display area 4511. In this
case, the plurality of objects may provide different sounds. For example, the objects
may provide different instrument sounds such as a piano sound or a violin sound, or
different human voices. In addition, the controller 190 may control the display 130 to
display a UI element 4512-1 for controlling image content on a side display area 4512.
In this state, the sensor 180 may detect a user input selecting one object 4511-1 from
among the plurality of objects on the front display area 4511, and touching the UI
element 4512-1 on the side display area 4512 and then dragging along the longitudinal
side. In response to the user input, the controller 190 may control the speaker 170 to
change the volume of the sound outputted from the selected object as shown in view
4520 of FIG. 45. In addition, the controller 190 may control the display 130 to display
an object 4511-2 indicating the change in the volume of the sound.

Referring to view 4610 of FIG. 46, the controller 190 may execute a media ap-
plication and control the display 130 to display an image content (for example, a
moving image) and a Ul element 4611-1 for controlling the image content on a front
display area 4611. The Ul element 4611-1 may be a UI element related to a replay of
the image content, for example, and the user may perform a function of adjusting a
stop of the image content, a pause of the image content, a start of the image content or
a replay time of the image content, using the UI element 4611-1. In addition, the
controller 190 may control the display 130 to display a UI element 4612-1 for con-
trolling the image content on a side display area 4612. In this state, the sensor 180 may
detect a user input selecting the Ul element 4611-1 to adjust the replay time of the
image content, and touching the UI element 4612-1 on the side display area 4612 and
then dragging along the longitudinal side. In response to the user input, the controller
190 may control the display 130 to minutely adjust the replay time of the image
content (for example, 1 to 10 seconds) and display the image content, as shown in view
4620 of FIG. 46.

Referring to view 4710 of FIG. 47, the controller 190 may control the display 130 to
display 3D objects on a front display area 4711. In addition, the controller 190 may
control the display 130 to display a UI element 4712-1 for controlling image content
on a side display area 4712. In this state, the sensor 180 may detect a user input
selecting one object 4711-1 from among the 3D objects, and touching the Ul element
4712-1 on the side display area 4712 and then dragging along the longitudinal side. In
response to the user input, the controller 190 may control the display 130 to change the
depth of the selected object 4711-1 and display the object 4711-1 as shown in view
4720 of FIG. 47.

Referring to view 4810 of FIG. 48, the controller 190 may control the display 130 to
display 3D objects on a front display area 4811. In addition, the controller 190 may
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control the display 130 to display a UI element 4812-1 for controlling image content
on a side display area 4812. In this state, the sensor 180 may detect a user input
selecting one object 4811-1 from among the 3D objects on the front display area 4812,
and multi-touching the Ul element 4812-1 on the side display area 4812 and then
dragging to move user’s two fingers further apart. In response to the user input, the
controller 190 may control the display 130 to change the size of the selected object
4811-1 and display the object 4811-1 as shown in view 4820 of FIG. 48.

FIGS. 49 to 54 are views showing a process in which a electronic device 100 has a
different capacitance for each display area according to exemplary embodiments.

According to an exemplary embodiment, the controller 190 may control the sensor
180 to have a different capacitance according to whether the cover of the bent display
is opened or closed.

FIG. 49 is a view showing an exemplary embodiment in which the sensor 180
provides capacitances in different ways to receive a user input on a bent display area.
For example, as shown in view 4910 of FIG. 49, the sensor 180 may provide a ca-
pacitance greater than a predetermined value to detect a hovering gesture of the user
over the transparent cover of the bent display. Alternatively, as shown in view 4920 of
FIG. 49, the sensor 180 may provide a capacitance lower than a predetermined value to
detect a touch gesture of the user on the transparent cover of the bent display. Alter-
natively, as shown in view 4930 of FIG. 49, the sensor 180 may provide a capacitance
lower than the capacitance of view 4920 of FIG. 49 to detect a touch gesture of the
user on the bent display which is not covered by the transparent cover.

According to another exemplary embodiment, the controller 190 may control the
sensor 180 to have a different capacitance according to a display area. The method for
providing a different capacitance according to a display area may be applied to both a
touch sensor and a pen recognition sensor. For example, this method may be applied to
all of the capacitive touch and pen touch combining method, the capacitive touch and
EMR pen recognition combining method, and the touch and pen integrated C-pen
method. According to another exemplary embodiment, the input recognition or the
processing of input may be based on the capacitance of the display area. Thresholds or
predetermined values of capacitance may be used to detect input, process input and
perform functions based on whether the detected capacitance is greater than or less
than the thresholds or predetermined values.

Referring to FIG. 50A, when the entirety of the bent display area of the electronic
device 100 is covered by the cover, a distance hl between the front display area and
the cover and a distance h2 between the side display area and the cover may be
different. This may be because the covering shape of the cover is different. For

example, when the cover corresponding to the side display area covers in a curved
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shape, the distance between the side display area and the cover may increase. In this
case, when the same capacitance is applied to the front display area and the side
display area, the user may feel a difference in the touch sensitivity between the two
areas.

Accordingly, the controller 190 may control the sensor 180 to have a different ca-
pacitance according to a bent display area such that two areas have the same or similar
touch sensitivity. In other words, the controller 190 may provide different capacitances
to the front display area and the side display area. For example, the controller 190 may
provide the side display area with a higher capacitance than that of the front display
area.

In another example, when the front display area of the electronic device 100 is
covered by the cover as shown in FIG. 50B, and the same capacitance is applied to the
front display area and the side display area, there is a difference in the touch sensitivity
between the two areas. That is, the touch sensitivity of the front display area may be
lower than that of the side display area. Therefore, the controller 190 may provide
different capacitances to the front display area and the side display area such that the
two areas have the same or similar touch sensitivity. For example, the controller 190
may provide the side display area with a lower capacitance than that of the front
display area.

Referring to FIG. 51, in the electronic device 100 in which a touch input is possible
on the front surface and the rear surface, the controller 190 may provide a different ca-
pacitance to a different display area according to the state, orientation, or posture of the
electronic device 100. For example, when the front surface of the electronic device 100
is located in front of the user as shown in view 5110 of FIG. 51, the controller 190 may
provide a capacitance greater than a predetermined value to the front surface 5111 of
the electronic device 100 such that a user touch can be detected on the front surface
5111, and provide a capacitance lower than a predetermined value or may not provide
a capacitance to the rear surface 5112 of the electronic device 100 such that a user
touch is not detected on the rear surface 5112. Therefore, when the user grips the
electronic device 100, malfunction which may be caused by a touch on the rear surface
5112 of the electronic device 100 can be reduced or removed. Alternatively, when the
rear surface of the electronic device 100 is located in front of the user as shown in view
5120 of FIG. 51, the controller 190 may provide a capacitance greater than a prede-
termined value to the rear surface 5112 of the electronic device 100 such that a user
touch can be detected on the rear surface 5112, and provide a capacitance lower than a
predetermined value or may not provide a capacitance to the front surface 5111 of the
electronic device 100 such that a user touch is not detected on the front surface 5111.

Therefore, when the user grips the electronic device 100, malfunction which may be
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caused by a touch on the front surface 5111 of the electronic device 100 can be
reduced or removed.

Referring to FIG. 52, in the electronic device 100 with a flexible display, the
controller 190 may provide a different capacitance according to an area of the flexible
display. For example, the capacitance in areas 5211 and 5212 where a user touch is
frequently performed may be higher than that of the other area 5213. Therefore, the
touch sensitivity of the areas 5211 and 5212 where a touch is frequently performed is
higher than that of the other display area, and the user can easily manipulate the
flexible display.

Referring to FIG. 53, the controller 190 may provide a menu to adjust the touch sen-
sitivity of a bent display area. For example, when the display area is a bent displayer
area which is divided into a front display area and a side display area as shown in view
5310 of FIG. 53, the controller 190 may provide a graphic 5321 indicating the shape of
the bent display area through a touch sensitivity adjustment menu 5322 as shown in
view 5320 of FIG. 53. In this case, the menu 5322 may display at least one of a Ul
element 5322-1 for adjusting the touch sensitivity, a UI element 5322-3 for selecting
finger touch sensitivity as touch sensitivity to be adjusted, and a UI element 5322-2 for
selecting pen touch sensitivity as touch sensitivity to be adjusted. In this state, the user
may adjust the touch sensitivity for each area of the bent display using the UI element
5322-1 for adjusting the touch sensitivity for each display area. For example, the user
may touch and drag one of the graphs indicating the touch sensitivity for respective
areas of the bent display. As a result of the adjusting, the controller 190 may control
the display 130 to display a screen indicating that the touch sensitivity of one area of
the bent display area has been adjusted, as shown in view 5330 of FIG. 53.

Referring to FIG. 54, the controller 190 may provide a menu to adjust the touch sen-
sitivity of a flexible display area. For example, when the display area is a flexible
display area as shown in view 5410 of FIG. 54, the controller 190 may provide a
graphic 5421 indicating the shape of the flexible display area through a touch sen-
sitivity adjustment menu as shown in view 5420 of FIG. 54. In this case, the menu may
display at least one of a Ul element 5422-1 for adjusting the touch sensitivity, a UI
element 5422-3 for selecting finger touch sensitivity as touch sensitivity to be adjusted,
and a Ul element 5422-2 for selecting pen touch sensitivity as touch sensitivity to be
adjusted. In this state, the user may adjust the touch sensitivity for each area of the
flexible display using the UI element 5422-1 for adjusting the touch sensitivity for
each flexible display area. For example, the user may touch and drag one of the graphs
indicating the touch sensitivity for respective areas of the flexible display. As a result
of the adjusting, the controller 190 may control the display 130 to display a screen in-

dicating that the touch sensitivity of one area of the flexible display area has been
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adjusted, as shown in view 5430 of FIG. 54. The touch sensitivity of the display may
be adjusted for each area of a plurality of areas of the touch display and may be
adjusted to vary depending on the type of input device being used.

FIGS. 55 and 56 are flowcharts to illustrate a method for controlling a electronic
device 100 according exemplary embodiments.

Referring to FIG. 55, in the state in which the electronic device 100 is gripped by the
user, the electronic device 100 may detect a touch input on the side display area
(operation S5501).

The electronic device 100 may determine whether the location of the detected touch
input is a first area of the side display area or a second area of the side display area
different from the first area (operation S5503).

In response to the touch input being detected on the first area of the side display area,
the electronic device 100 may process the touch input as a user input (operation
S5505). On the other hand, in response to the touch input being detected on the second
area of the side display area, the electronic device 100 controls to disregard the touch
input (operation S5507). For example, the controlling to disregard the touch input may
include deactivating a touch sensor corresponding to the second area or not processing
information related to the touch input through the touch sensor corresponding to the
second area. In addition, the processing the touch input as the user input may include
performing a function related to a Ul element in response to a touch input touching the
UI element displayed on the first area being detected.

Referring to FIG. 56, the electronic device 100 may display a UI element on a first
location of the side display area (operation S5601).

While the Ul element is displayed, the electronic device 100 may determine whether
the electronic 100 is gripped or not (operation S5603).

In response to the electronic device 100 being gripped (operation S5603-Y), the
electronic device 100 may display the UI element on a second location of the side
display area different from the first location (operation S5605). On the other hand, in
response to the electronic device 100 not being gripped (operation S5603-N), the
electronic device 100 may continue to display the Ul element on the first location of
the side display area (S5607).

FIG. 57 is a block diagram showing a configuration of a electronic device 100 briefly
according to another exemplary embodiment.

Referring to FIG. 57, the electronic device 100 includes a display 130, a sensor 180,
and a controller 190. The configurations of the display 130, the sensor 180, and the
controller 190 have been described above and thus a redundant explanation is omitted.
The display 130 may be connected with the front area and the side area of the

electronic device 100 in the form of a bent or deformed display.
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According to an exemplary embodiment, in the state in which the electronic device
100 is gripped by the user, the sensor 180 may detect a touch input on the side display
area.

In response to the touch input being detected on a first area of the side display area
through the sensor 180, the controller 190 may process the touch input as a user input,
and, in response to the touch input being detected on a second area of the side display
area different from the first area, the controller 190 may control to disregard or discard
the touch input.

According to another exemplary embodiment, while a UI element is displayed on a
first location of the side display area, the controller 190 may determine whether the
electronic device 100 is gripped by the user based on information acquired through the
sensor 180. In response to the electronic device 100 being gripped, the controller 190
may display the UI element on a second location of the side display area different from
the first location.

The control method of the electronic device 100 according to various exemplary em-
bodiments may be implemented as a program and provided to the electronic device
100. Specifically, a non-transitory computer readable medium in which the program
including the control method of the electronic device 100 is stored may be provided.

The non-transitory computer readable medium refers to a medium that stores data
semi-permanently rather than storing data for a very short time, such as a register, a
cache, and a memory, and is readable by an apparatus. Specifically, the above-
described programs may be stored in a non-transitory computer readable medium such
as a compact disc (CD), a digital versatile disk (DVD), a hard disk, a Blu-ray disk, a
universal serial bus (USB), a memory card, and a read only memory (ROM), and may
be provided. In addition, the above-described programs may be stored in the storage
150 of the electronic device 100, as an example of the non-transitory computer
readable medium, and provided.

The foregoing exemplary embodiments and advantages are merely exemplary and
are not to be construed as limiting the present inventive concept. The exemplary em-
bodiments can be readily applied to other types of apparatuses. The description of the
exemplary embodiments is intended to be illustrative, and not to limit the scope of the
claims, and many alternatives, modifications, and variations will be apparent to those
skilled in the art.
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Claims

A control method of an electronic device which comprises a curved
display including a main display area and an auxiliary display area, the
control method comprising:

detecting a touch input on the auxiliary display area;

in response to the touch input being detected on a first area of the
auxiliary display area and the electronic being in a state in which the
electronic is gripped by a user, processing the touch input as a user
input; and

in response to the touch input being detected on a second area of the
auxiliary display area different from the first area and the electronic
being in the state in which the electronic is gripped by the user, dis-
regarding the touch input.

The control method of claim 1, wherein the disregarding the touch
input comprises: deactivating a touch sensor corresponding to the
second area or discarding information related to a touch input through
the touch sensor corresponding to the second area.

The control method of claim 1, wherein the processing comprises, in
response to a touch input touching a UT element displayed on the first
area being detected, executing a function related to the UI element.
The control method of claim 1, wherein locations of the first area and
the second area of the auxiliary display area vary according to whether
the state in which the electronic device is gripped by the user is a state
in which the main display is upward facing or downward facing.

The control method of claim 1, wherein locations of the first area and
the second area of the auxiliary display area vary according to whether
the state in which the electronic device is gripped by the user is a state
in which the electronic device is gripped by a right hand or a state in
which the electronic device is gripped by a left hand.

The control method of claim 1, further comprising displaying a Ul
element on a location of the first area of the auxiliary display area
where the touch input is detected.

The control method of claim 1, further comprising determining the state
of the electronic device, and

wherein the determining the state of the electronic device comprises de-
termining whether the electronic device is gripped based on at least one

of a location of a touch input on the main display area or the auxiliary
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display area of the electronic device, information indicating whether a
touch input of the user is detected on a rear surface of the electronic
device, or motion of the electronic device.

A control method of an electronic device which comprises a display
including a main surface area and a curved surface area continuously
extended from the main surface area, the control method comprising:
displaying a UI element on a first location of the curved surface area;
and

in response to detecting that the electronic device is being gripped by a
user, displaying the UI element on a second location of the curved
surface area different from the first location.

The control method of claim 8, wherein the displaying the UI element
on a second location of the curved surface area comprises:

in response to detecting that the electronic device is being gripped by a
right hand, displaying the Ul element on the second location of the
curved surface area; and

in response to detecting that the electronic device is being gripped by a
left hand, displaying the UI element on a third location of the curved
surface area different from the second location.

The control method of claim 8, wherein the displaying the UI element
on a second location of the curved surface area comprises:

in response to detecting that the electronic device is oriented in a first
direction so that a top part of the electronic device is positioned higher
than a bottom part of the electronic device, displaying the Ul element
on the second location of the curved surface area; and

in response to detecting that the electronic device is oriented in a
second direction so that the top part of the electronic device is po-
sitioned lower than the bottom part of the electronic device, displaying
the UI element on a third location of the curved surface area different
from the second location.

An electronic device comprising:

a curved display comprising a main display area and an auxiliary
display area;

a touch sensor configured to detect a touch input; and

a controller configured to, in response to the touch input being detected
on a first area of the auxiliary display area in a state in which the
controller determines that the electronic device is being gripped by a

user, process the touch input as a user input, and, in response to the
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touch input being detected on a second area of the auxiliary display
area different from the first area in the state in which in which the
controller determines that the electronic device is being gripped by the
user, disregard the touch input.

The electronic device of claim 11, wherein, in response to disregarding
the touch input, the controller is further configured to deactivate a
touch sensor corresponding to the second area or discard information
related to a touch input through the touch sensor corresponding to the
second area.

The electronic device of claim 11, wherein, in response to processing
the touch input as the user input and a touch input touching a UI
element displayed on the first area being detected, the controller is
configured to execute a function related to the UI element.

The electronic device of claim 11, wherein locations of the first area
and the second area of the auxiliary display area vary according to
whether the state in which the electronic device is gripped by the user is
a state in which the main display is upward facing or downward facing.
The electronic device of claim 11, wherein locations of the first area
and the second area of the auxiliary display area vary according to
whether the state in which the electronic device is gripped by the user is
a state in which the electronic device is gripped by a right hand or a

state in which the electronic device is gripped by a left hand.
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