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(57) ABSTRACT 

A symbiotic computing system includes a plurality of sym 
biotic partners that are communicatively coupled with one 
another and each of which has a respective instance of a 
managed resource. One (or more) of the symbiotic partners 
receive input that affects a respective instance of the man 
aged resource. Based upon the input, the symbiotic partner 
produces actions and transmits the actions to each other of 
the symbiotic partners. Upon receipt, each other of the 
symbiotic partners receives the actions and uses the actions 
to affect a respective instance of the managed resource to 
maintain coherency of the managed resource. The managed 
resource may include data entities such as data file, data 
bases, configuration files and Source files and other types of 
resources Such as video images, symbiotic relationship 
configurations and executables. Alterations made to an 
instance of the managed resource are made to each other 
instance of the managed resource to maintain coherency. 
When establishing a symbiotic relationship among symbi 
otic partners, instances of managed resources are first syn 
chronized to ensure that a common starting point exists. 
Then, each instance of the managed resource is operated 
upon based upon the actions, typically via an application 
program. The actions are generated from user input at one of 
the symbiotic partners. Prior to their use, the actions may be 
converted to commands that are readily received by the 
application program to operate upon a managed resource. In 
a symmetric Symbiotic relationship, actions may be created 
by both of a set of two symbiotic partners to affect the 
managed resources. In an asymmetric symbiotic relation 
ship, only one of a set of two symbiotic partners may create 
actions that affect the managed resources. 
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MANTAINING COHERENCY IN A SYMBOTC 
COMPUTING SYSTEMAND METHOD OF 

OPERATION THEREOF 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is a divisional of U.S. 
application Ser. No. 11/078,471 filed Mar. 11, 2005, which 
in turn is a continuation of U.S. application Ser. No. 09/310, 
508 filed May 12, 1999, now U.S. Pat. No. 6,931,430, which 
in turn claims the benefit of U.S. Provisional Application 
No. 60/085,421. 

BACKGROUND 

0002) 1. Technical Field 
0003. The present invention relates generally to the field 
of distributed computer systems; and more particularly to a 
symbiotic computing system that establishes symbiotic rela 
tionships between a plurality of computers wherein the 
symbiotic relationships operate to establish and maintain 
coherency among managed resources that are located on the 
plurality of computers. 

0004 2. Related Art 
0005 Computer networks are generally known to include 
a plurality of physically separated computers coupled by 
communication links. The computers may include main 
frame computers, personal computers, hand-held computers, 
wearable computers and other types of computers. The 
communication links may include wired networks Such as 
local area networks and wide area networks, the Internet, 
public telephone Subscriber lines that Support communica 
tions between computers as well as voice communications, 
wireless networks and other communication networks that 
may be employed to facilitate digital communications 
among the computers. Computers are networked so that data 
may be passed among the computers. Sharing resources, 
facilitating communications, exchanging data, Supporting 
Voice and video communications, facilitating electronic 
messaging and facilitating electronic commerce are a few of 
many tasks that are enabled by the computer network. 
0006 Resource sharing is a common purpose when 
establishing a computer network. Shared resources may 
include data files, application programs, databases, process 
ing capacity and communication resources, among many 
other shared resources. In the sharing of resources, security, 
reliability, availability and appropriateness of the shared 
resources are primary concerns. However, with the distrib 
uted nature of the members of the computer network and the 
reliability of the computers, satisfying Such concerns is often 
difficult. 

0007 Because most computer networks interface to the 
Internet, or to another larger network via a dedicated or 
dial-up connection, each computer coupled to the network is 
Susceptible to break-in in which case data may be stolen or 
destroyed. While firewalls and other safeguards may be 
placed to increase the security of the network, data passing 
between computers on the network may be easily “snooped 
by a third party listener. Since it is common for complete 
data files that contain sensitive information to pass from 
computer to computer on the computer network, the data 
files may easily be captured in full by the Snooping third 
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party. Additionally, Snooping is much easier to accomplish 
on the Internet or another public accessible network. 
0008. The availability of shared resources, such as data 

files, is another primary concern in the operation of com 
puter networks. Suppose that a particular computer on a 
computer network has resident thereupon a data file that 
requires access by other computers coupled to the network. 
When the network is operating properly and the particular 
computer is also operating and coupled to the computer 
network, each other computer may access the data file. 
However, when the network is unreliable, the data file may 
become unavailable even though it is resident upon a 
networked computer. The location of data files also affects 
their availability. When data files are stored on a tape drive, 
for example, access to the data file via the tape drive may 
require human intervention within an inconvenient amount 
of time. 

0009. The appropriateness of shared resources is another 
primary concern. When a data file becomes corrupt, a prior 
version of the data file, perhaps stored on a more secure 
medium, is retrieved and used as a replacement. However, 
any changes that have been made to the data file since the 
backup was made have been lost. Further, the environment 
within which the data file is used may have been altered 
since the backup was made. In either case, the backup copy 
of the data file may not function within the environment 
0010. To increase the reliability of shared data, backups 
are often maintained on tape backup devices. While this 
Successfully increases reliability of the shared data, it causes 
problems with respect to appropriateness and availability of 
the backed-up shared data. 
0011 Many applications are dependent upon the reliabil 
ity of the computer network. For example, in the case of a 
computer network Supporting multiple cash registers within 
a department store, each cash register accesses a server via 
the computer network during each transaction. When the 
computer network is down, the cash register immediately 
fails to operate and does not function until the computer 
network again becomes available. 
0012. Thus, there is a need in the art for a system that 
overcomes these shortcomings related to the sharing of 
resources in a computer network and that compensates for 
some of the shortcomings related to the availability and 
reliability of both the computers coupled to the computer 
network and of the computer network itself 

SUMMARY OF THE INVENTION 

0013 Thus, to overcome the above shortcomings relating 
to data security, data reliability, data appropriateness and 
data availability, a symbiotic computing system constructed 
according to the present invention performs symbiotic com 
puting on a managed resource. The symbiotic computing 
system includes a plurality of symbiotic partners that are 
communicatively coupled with one another and each of 
which has a respective instance of a managed resource. One 
(or more) of the symbiotic partners receive input that affects 
a respective instance of the managed resource. Based, upon 
the input, the symbiotic partner produces actions based upon 
the input and transmits the actions to each other of the 
symbiotic partners. Upon receipt, each other of the symbi 
otic partners receives the actions and uses the actions to 
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affect a respective instance of the managed resource to 
maintain coherency of the managed resource. 

0014. The managed resource may include data entities 
Such as data files, databases, configuration files and Source 
files. However, the managed resource may include other 
types of resources as well Such as video images, symbiotic 
relationship configurations, applications, executables and 
other resources that may be stored on a computer. With each 
of these managed resource types, alterations made to an 
instance of the managed resource are made to each other 
instance of the managed resource to maintain coherency. 
0.015 When establishing a symbiotic relationship among 
symbiotic partners, managed resources are first synchro 
nized to ensure that a common starting point exists. Then, 
from the common starting point, each instance of the man 
aged resource is operated upon based upon the actions, 
typically via an application program. The actions are gen 
erated from user input (or a program) at one of the symbiotic 
partners. Prior to their use, the actions may be converted to 
commands that are readily received by the application 
program to operate upon a managed resource. 

0016. Because only actions pass between symbiotic part 
ners to maintain the symbiotic relationship, data security is 
greatly enhanced. Further, symbiotic operations enhance the 
strength of encryption because the context helpful for break 
ing the encryption code is not present in the actions. Even if 
the actions are Snooped, the actions generally have little or 
no value without a copy of the managed resource. Further, 
because a coherent copy of the managed resource resides 
upon each symbiotic partner, data availability and data 
reliability are greatly enhanced. 
0017 Symbiotic relationships may be symmetric or 
asymmetric. In a symmetric symbiotic relationship, actions 
may be created by both of a set of two symbiotic partners to 
affect the managed resources. In an asymmetric symbiotic 
relationship, only one of a set of two symbiotic partners may 
create actions that affect the managed resources. Of course, 
a symbiotic relationship may be established between mul 
tiple symbiotic partners have both symmetric and asymmet 
ric components. 

0018 Symbiotic computing may be established in any 
various type of network architecture or network configura 
tion. For example, the symbiotic computer system may 
reside within a client/server environment, a peer-to-peer 
environment or in an object oriented environment, among 
others. The requirements and benefits of symbiosis provide 
significant benefits in any environment by Supporting rela 
tively low bandwidth management of resources. 
0019. In establishing symbiotic operation within the sym 
biotic computing system, synchronization among all 
instances of the managed resource must first be established. 
Then, the symbiotic relationships are defined such that input 
may be received by one or more of the symbiotic partners. 
Once the relationships are defined, operations continue to 
maintain coherency of all instances of the managed resource. 
However, glitches in operation caused by computer outages, 
Software bugs, computer failures, network problems, incon 
sistent actions and/or other problems may indicate that a 
problem exists with maintaining coherency. When Such 
problems exist, checks are performed to determine whether 
the symbiosis is operating properly. If not, recovery is 
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initiated to cause the instances of the managed resource to 
again be coherent. Once completed, operation continues. 
When inconsistent actions and/or problems exist, other 
techniques may also be employed to move forward in the 
operation of the system without initiating a recovery opera 
tion. These techniques will modify the managed resource 
using a set of rules or will reject one or more of the 
inconsistent actions. 

0020 Moreover, other aspects of the present invention 
will become apparent with further reference to the drawings 
and specification which follow. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0021 FIG. 1 illustrates a symbiotic computing system 
constructed according to the present invention that is 
installed upon a network of computers; 
0022 FIG. 2 illustrates an alternate installation of a 
symbiotic computing system constructed according to the 
present invention that is installed upon a network of com 
puters; 

0023 FIG. 3 is a block diagram illustrating generally 
Some of the components of symbiotic partner host systems 
that are constructed according to the present invention; 
0024 FIG. 4 is a block diagram illustrating the flow of 
data exchanges in a symbiotic computing system con 
structed according to the present invention in which coher 
ency is maintained between managed resources of symbiotic 
partners; 
0025 FIG. 5A is a block diagram illustrating generally an 
installation of a symbiotic computing system according to 
the present invention in which coherency of managed 
resources is maintained; 
0026 FIG. 5B is a block diagram illustrating generally an 
installation of a symbiotic computing system according to 
the present invention in which objects are shared among a 
plurality of symbiotic partners; 
0027 FIG. 6A is a block diagram functionally illustrating 
the components of a symbiotic computing entity operating 
upon a symbiotic partner according to the present invention; 
0028 FIG. 6B is a block diagram functionally illustrating 
the interconnection of an application interface entity, a 
buffer which buffers actions and a managed resource (appli 
cation) according to the present invention; 
0029 FIG. 7 is a logic diagram illustrating operation of 
a method according to the present invention in the genera 
tion of actions which affect a symbiotic relationship and the 
transmission of Such actions from one symbiotic partner to 
at least one other symbiotic partner, 
0030 FIG. 8 is a logic diagram illustrating operation of 
a method according to the present invention in the receipt of 
actions from a symbiotic partner which affect a managed 
resource and usage of the actions to maintain coherency of 
the managed resource; 
0031 FIG. 9 is a logic diagram illustrating operation 
according to the present invention in recovering from a fault 
in operation; and 
0032 FIG. 10 is a logic diagram illustrating operation 
according to the present invention in determining whether 
coherency exists among managed resources between sym 
biotic partners. 
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DETAILED DESCRIPTION OF THE DRAWINGS 

0033 FIG. 1 illustrates the installation of a symbiotic 
computing system 100 constructed according to the present 
invention. The symbiotic computing system 100 includes a 
plurality of computers, each of which may reside physically 
apart from each other of the computers. The computers 
include a central computer system 102, laptop computers 
106 add 120, desktop computers 108 and 110, wearable 
computer 126 and hand-held computer 122. Each of these 
computers 102, 106, 108, 110, 120, 122 and 126 couples to 
each other of the computers via various communication 
links. The system 100 illustrated is commonly referred to as 
a client/server system in which the central computer system 
102 provides server type functions to the other computers 
which serve as clients. The central computer system 102 
may provide file storage functions, communication broad 
cast functions, database functions, and various other func 
tions typically provided by a centralized server. The central 
computer system 102 may also perform network manage 
ment functions, managing the resources of each served 
client. 

0034. The communication links provided each have their 
own characteristics. For example, laptop computer 106. 
wearable computer 126 and hand-held computer 122 couple 
to the central computer system 102 via a wireless network 
114. The wireless network 114 allows the laptop computer 
106, wearable computer 126 and hand-held computer 122 to 
be mobile but yet to maintain relatively low bandwidth 
communications with the central computer system 102. 
Further, desktop computer 108 couples to the central com 
puter system 102 via the Internet 116 and desktop computer 
110 couples to the central computer system 102 via a Local 
Area Network (LAN) and/or a Wide Area Network (WAN). 
The Internet 116 and the LAN/WAN 118 provide relatively 
higher bandwidth connections but provide little or no mobil 
ity benefits. Moreover, laptop computer 120 couples to the 
central computer system 102 via a Subscriberline. Such as an 
Integrated Services Digital Network (ISDN), Asynchronous 
Digital Subscriber Line (ADSL) or Plain Old Telephone 
Service (POTS) line. While the subscriber line is relatively 
low in cost, it often provides little bandwidth, or relatively 
greater bandwidth at a much higher price. 

0035 Each of the computers has resident thereupon a 
symbiotic computing entity constructed according to the 
present invention. While a symbiotic computing entity 104 
is shown resident upon central computer system 102, sym 
biotic computing entities are also resident upon the other 
computers, 106, 108, 110, 120, 122 and 126 but are not 
explicitly shown in FIG. 1 due to figure size and resolution 
constraints. As will be further described herein, each of the 
symbiotic computing entities is executed via Software 
instructions upon available or modified hardware compo 
nents or by customized hardware components. 
0036). According to the present invention, symbiotic rela 
tionships are established between the computers of the 
system 100. In a symbiotic relationship, managed resources 
of the symbiotic partners are synchronized such that opera 
tions performed upon the managed resources of one of the 
symbiotic partners are also performed upon the managed 
resources of each of the other symbiotic partners so that 
coherency is maintained among the managed resources. 
When a managed resource comprises a data file, for 
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example, operations performed upon the data file of one of 
the symbiotic partners are also performed upon the data file 
of each other of the symbiotic partners so that the data files 
are affected in the same or similar fashion. When resources 
being maintained comprise operations other than data file 
operations, such as operations that include compilation, 
messaging, video editing and display, for example, the 
symbiotic computing system operates so that managed 
resources are on all symbiotic partners are equally affected. 
Symbiotic computing may be used to manage the network So 
that applications are properly updated and maintained as 
well. 

0037. The particular installation of FIG. 1 serves the 
telecommuters of a distributed corporation. Each of the 
telecommuters is physically remote from at least one other 
of the telecommuters. However, each of the telecommuters 
must have full access to the information and work product 
produced by each other of the telecommuters. Thus, the 
central computer system 102 provides a central location 
upon which shared resources are stored. In such case, each 
of the computers, 106, 108, 110, 120, 122 and 126 has a 
symbiotic relationship with the central computer system 
102. Such symbiotic relationships cause managed resources 
of the computers 106, 108, 110, 120, 122 and 126 to be 
coherent with Symbiotic resources on the central computer 
system 102. 
0038 For example, a telecommuter user of the desktop 
computer 108 manages specifications for products manufac 
tured and sold by the distributed corporation. Each other of 
the telecommuters requires access to these specifications but 
cannot obtain copies of the specifications from the desktop 
computer 108 and a copy of the specifications must be 
available on the central computer system 102. However, due 
to the size of the specifications, frequently downloading the 
specifications is not convenient. Thus, a symbiotic relation 
ship is established between the desktop computer 108 and 
the central computer system 102 for the specifications which 
are designated as managed resources. With the symbiotic 
relationship, while disk space is consumed to store multiple 
copies of the specification, bandwidth employed to maintain 
coherency of the multiple copies of the specification is 
minimized. Further, because the complete contents of the 
specification are not transferred among the computers 106. 
108, 120 and 110, the contents of the specification are 
Substantially secure. 
0039. In the symbiotic relationship, any changes made to 
the specifications by the telecommuter using the desktop 
computer 108 are captured as actions. These actions produce 
commands which affect the managed resources locally on 
desktop computer 108. These actions are also packaged by 
the symbiotic computing entity on the desktop computer 108 
and transmitted to the central computer system 102. On the 
central computer system 102, Symbiotic computing entity 
104 receives the actions, converts the actions to commands 
consistent with the resources available on the central com 
puter system 102 and affects the managed resources (speci 
fications) resident on the central computer system 102 in a 
coherent manner. With this resource management occurring, 
a current copy of the specifications will always be resident 
upon the central computer system 102. However, because 
the operations according to the present invention require 
little communication bandwidth or resource overhead, the 
resources are managed with little cost. 
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0040. In another example of operation of the symbiotic 
computing system 100, a telecommuter using laptop com 
puter 106 is a programmer who travels frequently. However, 
while the telecommuter is traveling, he creates and modifies 
computer code. For data security and revision management, 
all resources that are affected locally on the laptop computer 
106 have corresponding resources on the central computer 
system 102. Thus, a symbiotic relationship is established for 
the managed resources between the laptop computer 106 and 
the central computer system 102. When the telecommuter 
modifies a source code file upon his laptop computer 106, 
the symbiotic computing system 100 operates to modify the 
corresponding source code file resident on the central com 
puter system 102. 

0041 Further, when an object file(s) that may be con 
structed based upon the Source code file is also a managed 
resource, if the telecommuter locally compiles the Source 
code file to create an object file, the corresponding Source 
code file resident on the central computer system 102 is also 
compiled to create a corresponding object file on the central 
computer system 102. Moreover, if the executable file is also 
a managed resource, when a linker application is employed 
to create the executable file on the laptop computer 106, a 
corresponding executable file is also created on the central 
computer system 102. Thus, coherency of the managed 
resources is maintained during Such operations. If the 
executable file is an application program within a symbiotic 
environment, then that application program may be updated 
with the executable via a symbiotic operation (thus affecting 
all Symbiotic partners), a copy or another update operation. 
Then, the application would function as normal within the 
symbiotic environment, but in its updated form. 

0.042 Symbiotic relationships may be established such 
that they are “symmetric' or “asymmetric.” In a symmetric 
symbiotic relationship, any of the symbiotic partners may 
alter a managed resource. In the symmetric symbiotic rela 
tionship, any and all of these changes are made to the 
managed resources of each symbiotic partner. However, in 
an asymmetric symbiotic relationship, only changes made 
by one of the symbiotic partners may produce actions that 
affect the managed resource. Access to the managed 
resource may be limited consistent therewith to prevent 
undesired alterations to the managed resource by other of the 
symbiotic partners. The previous example in which the 
central computer system 102 maintains a copy of specifica 
tions for computer 108 is an example of an asymmetric 
symbiotic relationship. 

0043. In another operation of the system 100, the central 
computer system 102 may not serve as a repository for all 
data. Instead, symbiotic relationships may be established 
Such that other of the computers are symbiotic partners and 
the central computer system 102 simply passes actions 
between the symbiotic partners without intervention. When 
the central computer system 102 is not a symbiotic partner 
but passes actions among the symbiotic partners, it serves as 
a “symbiotic gateway' for the symbiotic partners. 

0044 FIG. 2 illustrates an alternate installation of a 
symbiotic computing system 200 constructed according to 
the present invention. As compared to the construction of the 
system 100 of FIG. 1, the symbiotic computing system 200 
does not include a central computer system. Thus, in the 
system 200, symbiotic relationships are established between 
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peer computers to maintain coherency of managed resources 
contained on the peer computers. Such peer computers 
include laptop computers 204 and 216, desktop computers 
212 and 214, wearable computer 208 and hand-held com 
puter 210. The peer computers 204, 216, 212, 214, 208 and 
210 communicatively couple to one or more communication 
network(s) 218. 
0045. In an example of operation of the symbiotic com 
puting system 200, it is desirable for databases contained 
upon laptop computers 204 and 216 to have identical 
contents at all times since the database contents are relied 
upon respective sales persons. However, each sales person 
may perform operations upon her copy of the database at any 
time which affects her copy. These changes must be avail 
able to both sales persons as soon as possible after the 
changes are made. In operation according to the present 
invention, a symbiotic relationship is established wherein 
laptop computers 204 and 216 are symbiotic partners and the 
corresponding databases are managed resources. In the 
symbiotic relationship, any changes made to either database 
is also made to the other database so that the databases are 
coherent with one another. Since only the changes are 
transmitted between the laptop computers 204 and 216, little 
bandwidth is consumed by the symbiotic relationship. 
0046) Symbiotic relationships within the system 200 may 
be “minimal.'"partial' or “full.” A minimal symbiotic rela 
tionship includes only two symbiotic partners, such as 
would be the case when a symbiotic relationship were 
established between laptop computer 204 and desktop com 
puter 214. Such a minimal symbiotic relationship may be 
symmetric or asymmetric, depending upon how the symbi 
otic relationship is defined. A full symbiotic relationship is 
established when all computers within a defined group are 
symbiotic partners. For example, in the system 200, if 
computers 204, 208, 210, 212, 214 and 216 are all symbiotic 
partners, a full symbiotic relationship exists for the system 
200. A partial symbiotic relationship exists when more than 
two, but less than the fall set of computers 204, 208, 210, 
212, 214 and 216 resides within the symbiotic relationship. 
0047 Another application of the symbiotic computing 
systems of FIGS. 1 and 2 is that of video teleconferencing. 
Because the transmission of real-time video requires sig 
nificant communication bandwidth, methodologies may be 
employed to create virtual video-images that consume sig 
nificantly less communication bandwidth so that a computer 
network may be employed as a communication link. One 
Such technique is described in U.S. patent application Ser. 
No. 09/306,313, filed by Thomas W. Lynch on May 6, 1999, 
and hereby incorporated herein by reference in its entirety. 
In the disclosed technique, a virtual video image of a user is 
created from a video image library (video image database) 
at one or more remote sites based upon cues gathered from 
the user. In a teleconferencing application, each attendee of 
the teleconference should be presented with an identical 
virtual video image of the user. Thus, according to the 
present invention, the virtual video image is designated as a 
managed resource and the computer of each attendee cre 
ating and displaying the video image of the user is made a 
symbiotic partner so that the images presented are identical. 

0048. In creating the video images, the video image 
library may be constructed as a database with each video 
image a database entry. In such case, the database may also 
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be designated a managed resource among the participating 
computers. Then, when any of the video images is altered by 
any of the symbiotic partners, the managed resource resident 
on each other of the symbiotic partners is also modified 
accordingly. Such alterations may be changes to pixels 
within video images, MPEG updates, rotations, skews, 
sequencing or other actions that affect the affects images in 
the video library. 
0049 Another technique for creating a video image 
includes determining the differences between adjacent video 
frames and transmitting only the differences to other loca 
tions. In this video image generation technique as well, the 
Video image may be selected as a managed resource with the 
computers upon which the image is displayed being sym 
biotic partners. As would be the case with the immediately 
preceding example, the symbiotic relationship would be an 
asymmetrical relationship since the image cues or image 
differences would be generated at the video capture symbi 
otic partner location and transmitted to each other symbiotic 
partner location. 
0050. During normal operation, all computers 204, 208, 
210, 212, 214 and 216 are fully available and function and 
the communication networks 218 are also fully available and 
functional. However, when these conditions are not met, 
operation of the symbiotic relationship is affected and recov 
ery must be performed to account for the change in resource 
availability. The manner in which recovery depends not only 
upon the particular failure but upon the nature of the 
symbiotic relationship itself. 
0051. For example, assume that a symmetrical symbiotic 
relationship exists between laptop computers 204 and 216 
and desktop computers 212 and 214 and the managed 
resource includes a data file. During normal operation, any 
of the symbiotic partners may affect the managed resource. 
Further, assume that laptop computer 204 becomes fully 
unavailable, its network connection fails, an application that 
services the symbiotic relationship fails or that some other 
failure occurs that prevents the laptop computer 204 from 
functioning within the symbiotic relationship. When the 
laptop computer 204 becomes unavailable, any actions 
produced by laptop computer 204 will not be transmitted to 
the other symbiotic partners. Further, any actions produced 
by any other symbiotic partner will not be transmitted to the 
laptop computer 204. 
0.052 In recovering from such a failure, various recovery 
techniques may be employed. Using a first recovery tech 
nique, actions produced by each symbiotic partner are 
buffered for later exchange with the laptop computer 204. 
Actions produced by laptop computer 204 are buffered at 
laptop computer 204 and actions produced by each other of 
the symbiotic partners 216, 212 and 214 are either locally 
buffered or buffered by a symbiotic gateway. When laptop 
computer 204 becomes available, the actions intended for 
laptop computer 204 that have been buffered are transmitted 
to laptop computer 204 and executed. Further, the actions 
produced by the laptop computer 204 that have been buff 
ered are transmitted to the other symbiotic partners for 
execution. 

0053. The laptop computer 204 may not become avail 
able within a reasonable time period. Thus, when the 
unavailability of laptop computer 204 becomes known, a 
timer is set that, when it expires, causes the symbiotic 
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relationship of laptop computer 204 to be severed. Such a 
timer may reside upon each of the other symbiotic partners 
or upon a symbiotic partner that has been designated to 
oversee the symbiotic relationship. 

0054 FIG. 3 illustrates generally some of the compo 
nents of symbiotic computing entities and the symbiotic 
partner host systems 300 upon which processes reside. A fist 
symbiotic partner host system 302 includes a symbiotic 
computing entity 306, application(s) 310 and memory 314. 
A second symbiotic partner host system 304 includes a 
symbiotic computing entity 316, application(s) 320 and 
memory 322. Applications 310 and 320 may include word 
processors, spreadsheet programs, database programs, pre 
sentation programs, graphics programs, computer aided 
design programs, computer aided engineering programs, 
computer aided manufacturing programs, and calendar pro 
grams, among others. Thus, the applications 310 and 320 
include any programs that may be operated by user action, 
script input and other inputs. The memory 314 and 322 may 
include dynamic random access memory, static memory, 
disk drives, optical drives, tape drives and any other device 
that provides memory functions. In a typical installation, the 
applications 310 and 320 operate upon the memory based 
upon actions of a user or other actions. 
0055 Particular files, particular applications, combina 
tions of files and applications, operating scenarios and other 
resources may be managed resources according to the sym 
biotic computing operations of the present invention. Once 
a symbiotic relationship is established between host systems 
302 and 304, the symbiotic computing entities 306 and 318 
operate maintain coherency between the managed resources. 
As shown, each of the symbiotic computing entities 306 and 
318 relies upon applications 310 and 320, respectively, in 
maintaining the symbiotic relationship. Should one of the 
applications 310 or 320 fail, recovery must be performed to 
either modify the symbiotic relationship or to cause resyn 
chronization of the managed resources of the symbiotic 
relationship. 

0056. The symbiotic relationship between symbiotic 
partners may be either “pure' or “hybrid.” In a pure sym 
biotic relationship, only actions are passed between symbi 
otic partners, the actions operating via an application to 
affect a managed resource. In a hybrid symbiotic relation 
ship actions as well as other interchanges are passed 
between symbiotic partners. These operations may include 
file downloads and other exchanges that are initiated based 
upon user input but are chosen in lieu of actions. Reasons for 
choosing operations in lieu of actions may be dictated by the 
type of user input received or may be to reduce traffic on the 
computer network coupling the symbiotic partners. 

0057 FIG. 4 is a block diagram illustrating operative 
flow in a symbiotic computing system 400 constructed 
according to the present invention in which coherency is 
maintained between managed resources of symbiotic part 
ners. A first symbiotic partner includes monitor 402, key 
board 404, mouse 406, user interface 408, an application 
program interface (API) 412 that facilitates interface with an 
application program 414 and a network interface 416. A 
second symbiotic partner includes a network interface 420, 
a symbiotic computing entity 422 and an application pro 
gram interface 424 that facilitates interface with an appli 
cation program 426. The application programs 414 and 426 
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operate upon respective managed resources in the present 
example which considers operation based upon user input 
received by the first symbiotic partner. Such operations 
maybe performed either in a symmetrical or asymmetrical 
symbiotic relationship. In the example of FIG. 4, however, 
only the flow from the first symbiotic partner to the second 
symbiotic partner is considered. If the symbiotic relationship 
between the symbiotic partners is symmetric, flow will 
occur in the opposite direction in the same or similar 
a. 

0.058 Input is received by the user interface 408 from the 
keyboard 404 or the mouse 406. The user interface 408 
converts the input to commands and sends the commands to 
the API 412 which causes the application 414 to perform 
operations upon the managed resources. The user interface 
408 may also receive input from other computer resources, 
Such input generated by Script files, master programs and 
other applications, for example. The symbiotic computing 
entity 410 operates in conjunction with the user interface 
408 to produce actions corresponding to the input. The 
symbiotic computing entity 410 then transmits the actions to 
the network interface 416 which packages the actions appro 
priately and sends the packaged actions via the communi 
cation networks 418 to the network interface 420. 

0059) The network interface 420 of the second symbiotic 
partner unpackages the actions and passes the actions to the 
symbiotic computing entity 422. The symbiotic computing 
entity 422 converts the actions to commands and passes the 
commands to the API 424 associated with application 426. 
In creating the commands, the symbiotic computing entity 
422 determines whether differences exist between API 412 
and API 424 and/or application 414 and application 426. If 
differences exist that would affect the manner in which the 
managed resources would be altered, the symbiotic comput 
ing entity 422 generates commands accordingly to maintain 
coherency of the managed resources. However, in another 
implementation, it is assumed that API 412 and application 
414 operate consistently with API 424 and application 426, 
respectively. 

0060. In any symbiotic relationship, actions may be buff 
ered at a receiving symbiotic partner without execution by 
an application. Further, the exchange between symbiotic 
partners may be of a form other than actions, such as file 
downloads, etc. In Such cases, the exchanges will not be 
executed by an application program via an API. When the 
actions are buffered, they may reside unexecuted until a user 
accesses the application, until a time reference is reached or 
until such other time as is determined to be useful. 

0061 Actions may also be buffered at the sending part 
ner. When the symbiotic relationship includes a laptop 
computer, for example, the user of the laptop computer may 
work on an airplane for a period of time during which the 
laptop computer operates in a stand-alone mode with respect 
to the computer network. Upon reconnection to the com 
puter network, the laptop computer transmits the actions to 
its symbiotic partners for execution. Such operation works 
particularly well when the symbiotic relationship is asym 
metric and the symbiotic partner resident upon the laptop 
computer is the only symbiotic partner that may generate 
actions. Alternatively, upon receiving the actions, the receiv 
ing symbiotic partners may execute recovery to consistently 
update the managed resource(s). In a symmetric relation 
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ship, the laptop computer also receives actions and it may 
execute recovery to consistently update the managed 
resource(s). 
0062 Because only actions are passed between symbiotic 
partners, data security is greatly increased. One Snooping the 
network in an attempt to obtain a copy of the managed 
resource obtains only the actions, which typically represent 
only changes to be made to a managed resource. Without 
possession of the managed resource, or a current version of 
the managed resource, the actions give little or no indication 
of the contents of the managed resource. 
0063. When establishing the symbiotic relationship, a 
reference state must initially be established or assumed. 
Thus, in establishing the reference state it is still critical that 
the managed resource be kept secure. However, once the 
reference State is established, transmission of the actions 
themselves, even without encryption, provides a significant 
security advantage. 
0064. A managed resource may itself comprise a symbi 
otic relationship. Because the structure and status of a 
symbiotic relationship must be coherently understood 
among all symbiotic partners, the symbiotic relationship 
itself, receives great advantage from being a managed 
SOUC. 

0065 FIG. 5A illustrates generally an installation of a 
symbiotic computing system 500 according to the present 
invention in which a plurality of symbiotic partners 502, 
504, 506 and 508 couple via a communication network(s) 
510. Each symbiotic partner 502,504,506 and 508 includes 
a symbiotic computing process, 516A, 516B, 516C and 
516D, respectively. Further, each symbiotic partner 502, 
504, 506 and 508 includes at least one managed resource, 
520A, 520B, 520C and 520D, respectively. 
0066 Various operations are allowed and/or supported 
based upon the type of symbiosis implemented. Assuming 
that a symmetric symbiotic relationship exists between all of 
the symbiotic partners 502, 504, 506 and 508, any of the 
plurality of symbiotic partners 502, 504, 506 and 508 may 
alter the managed resources, 520A, 520B, 520C and 520D 
via user input. However, in asymmetrical symbiosis, only a 
designated one or few of the symbiotic partners 502, 504, 
506 and 508 may alter the managed resources via user input. 
0067 Further, a symbiotic relationship may be estab 
lished including the symbiotic partners 502, 504, 506 and 
508 wherein the relationship is symmetric for more than one 
symbiotic partners but asymmetric for one or more other 
symbiotic partners. For example, assume that a symbiotic 
relationship exists between symbiotic partners 502,506 and 
508 that is symmetric for symbiotic partners 502 and 504 but 
asymmetric for partner 508. Thus, user input received at 
symbiotic partners 502 and 504 will affect all managed 
resources 520A, 520B and 502D. However, symbiotic part 
ner 508 is unable to affect the managed resources and serves 
only as a repository of the managed resource. 
0068 Varying degrees of redundancy maybe employed in 
establishing the symbiotic relationships to guarantee data 
availability, appropriateness and reliability. As was previ 
ously described, minimal symbiosis requires only that a 
managed resource exist on two symbiotic partners, for 
example symbiotic partners 502, 504 and 506. Full symbio 
sis requires that each symbiotic partner 502, 504, 506 and 



US 2007/0179992 A1 

508 maintain the managed resource. Further, partial sym 
biosis requires that more than two, but less than all available 
computers, maintain the managed resource. In determining 
what level of symbiosis to implement, the relative require 
ments of availability, appropriateness are considered. The 
level of symbiosis should be chosen based upon the tradeoff 
between symbiotic operation overhead, network loading, 
relative data availability, appropriateness and reliability 
requirements among other considerations. 
0069 Operation of the symbiotic relationship may 
become corrupt when received actions are incompatible with 
one another. In the case of a symmetric symbiotic relation 
ship, multiple symbiotic partners, e.g. 502,504 and 506 may 
Submit actions to operate on a single managed resource 
520D at symbiotic partner 508. Network latencies, unavail 
ability of symbiotic partners, inconsistent clocks and various 
other reasons may cause actions to be delayed so that, upon 
receipt, the actions are incompatible. For example, Suppose 
that symbiotic partners 502, 504 and 506 each submit 
actions for the managed resource. However, due to network 
latency, the actions are received out of order at Symbiotic 
partner 508. 

0070 Time related indicia are used to determine when 
received actions are inconsistent other received actions or 
that are otherwise invalid. Once such time related indicia is 
a time stamp that is appended to the actions by the sending 
symbiotic partner. Another time related indicia is based upon 
network latency and is accessible by the receiving symbiotic 
partner(s) to determine the latency in transmission. When 
either of these time related indicia, or another time related 
indicia, exceeds an expected value plus or minus a tolerance, 
the receiving symbiotic partner 508 determines that received 
actions are potentially inconsistent. However, to be incon 
sistent, received actions may also be checked for logical 
inconsistency. For example, assume that the symbiotic part 
ner 508 receives actions from symbiotic partner 504 that, 
according to the time related indicia, should have been 
received prior to actions previously received from symbiotic 
partner 502. 

0071. The symbiotic partner 508 may determine that the 
actions are inconsistent for other reasons as well. For 
example, when the managed resource comprises a data file, 
operations performed based upon the actions may be incon 
sistent with the contents of the data file. Such operations 
may occur when one symbiotic partner deletes a paragraph 
while another symbiotic partner edits the paragraph. Many 
other conditions that result in inconsistencies could exist 
when more than one symbiotic partner is allowed to operate 
upon a managed resource at a time. Thus, one solution to this 
particular problem is to grant access to the managed 
resource to a single symbiotic partner at a time using a 
semaphore. In this operating scenario, even though the 
symbiotic relationship is at least partially symmetric, incon 
sistencies relating to concurrent modifications are avoided. 

0072 Should inconsistent actions occur, the receiving 
symbiotic partner 502 may either reject the one, some or all 
of the inconsistent actions or attempt to reconcile the incon 
sistent actions. When attempting to reconcile the inconsis 
tent actions, the receiving symbiotic partner 508 may reor 
der the actions. If the actions may be reconciled by 
reordering, the receiving symbiotic partner 508 reorders the 
actions, executes or buffers the actions and operation con 
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tinues. In reordering the actions, the inconsistent actions 
received from symbiotic partners 502 and 504 may be “time 
warped' so that they are reconcilable. Further, should alter 
ations to the managed resource already have been made, 
these alterations may be undone prior to reordering. 
0073 However, in another operation, the receiving sym 
biotic partner 508 rejects the actions and notifies the “out of 
order sending symbiotic partner 504 that the actions were 
rejected. In response to the rejection received from the 
receiving symbiotic partner 508, the sending symbiotic 
partner 504 may back-off for a random time period and again 
transmit the actions to the receiving symbiotic partner 508. 
For example, this operation may continue for a number of 
iterations until the operation is deemed to have failed and 
resynchronization is required. Should such a failure occur, a 
report will be generated and symbiotic operations may cease 
until resynchronization has been Successfully completed. 
0074 FIG. 5B illustrates generally an installation of a 
symbiotic computing system 550 according to the present 
invention in which objects are shared among a plurality of 
symbiotic partners 552, 554, 556 and 558 coupled by a 
communication network(s) 560. Each symbiotic partner 
552, 554, 556, and 558 includes a symbiotic computing 
process, 562A, 562B, 562C and 562D, respectively. Further, 
each symbiotic partner 552, 554, 556 and 558 includes at 
least one object, 564A, 564B, 564C and 564D, respectively. 
Each of the objects 564A, 564B, 564C and 564D may be a 
data object, a processing object, a logical object or another 
type of object that may be employed in an object oriented 
system or another system. 
0075) The objects 564A, 564B, 564C and 564D may 
migrate over time among the symbiotic partners 552, 554, 
556 and 558 to such location(s) as is appropriate for the 
operation of the system 550 as a whole. Thus, as the objects 
564A, 564B, 564C and 564D move about the system 550, 
symbiotic relationships are affected. According to the 
present invention, for reliability, appropriateness and avail 
ability purposes, instances of each object 564A, 564B, 564C 
and 564D reside on multiple symbiotic partners 552, 554, 
556 and 558. Thus, as objects 564A, 564B, 564C and 564D 
migrate over time among the symbiotic partners 552, 554, 
556 and 558, so may other instances of the objects to provide 
reliability of the objects. 
0076 Varying degrees of symbiosis may be employed to 
guarantee data availability, appropriateness and reliability. 
Minimal symbiosis requires that instances of each object 
564A, 564B, 564C and 564D reside only on two symbiotic 
partners. Full symbiosis requires that each symbiotic partner 
552, 554, 556 and 558 maintains an instances of each object 
564A,564B, 564C and 564D. Partial symbiosis requires that 
more than two, but less than all, symbiotic partners 552,554, 
556 and 558 maintain instances of each object 564A, 564B, 
564C and 564D. 

0.077 As objects 564A, 564B, 564C and 564D move 
among the symbiotic partners 552, 554, 556 and 558, 
operations to provide coherency between instances of 
objects also changes. In a typical application, only the 
semaphore owner of an object may modify an object. Thus, 
actions which affect the object are only generated by the 
semaphore owner of the object and the symbiotic relation 
ship is asymmetric. However, when the semaphore owner of 
the object changes, the symbiotic relationship retains its 
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asymmetric nature, but, the identity of the Source symbiotic 
partner changes. Thus, the symbiotic relationship must be 
altered according to the object operations currently ongoing. 

0078 Operation according to the present invention pro 
vides robust behavior in guaranteeing that duplicates of 
objects will be available at all times. For example, assume 
that symbiotic partner 554 owns the semaphore for object A 
and that symbiotic partner 556 retains an instance of object 
A at time T1. However, at time T1, a communication link 
between symbiotic partner 554 and communication net 
work(s) 556 becomes unavailable. Symbiotic partner 554 
determines that the communication link has become unavail 
able and initiates recovery. During recovery, symbiotic 
partner 554 remains as the semaphore owner of object A and 
may prevent modification to object A until the communica 
tion link again becomes available. 

0079 Should the communication link to symbiotic part 
ner 554 be considered permanently unavailable, and if the 
prior symbiotic relationship for object A was a minimal 
symbiotic relationship, symbiotic partner 554 creates a new 
symbiotic relationship for object A. After the time-out 
period expires, or based upon further information received, 
symbiotic process 556 determines that it no longer operates 
as a symbiotic process for object A. If the prior symbiotic 
relationship was fully symbiotic or greater than minimally 
symbiotic, a new symbiotic relationship need not be estab 
lished since at least two symbiotic partners exist for object 
A. 

0080) If the semaphore owner of an object loses commu 
nication with other symbiotic partners or becomes unavail 
able, a semaphore owner of an instance of the object initiates 
recovery with respect to the object. For example, assume 
that symbiotic partner 554 is the semaphore owner of object 
B and that symbiotic partner 552 retains an instance of 
object B at time T2. Further, at time T2, symbiotic partner 
554 becomes unavailable. After a timeout period, symbiotic 
partner 552 determines that symbiotic partner is unavailable, 
investigates the established symbiotic relationship, deter 
mines that another of the symbiotic partners must become 
the semaphore owner of object B and determines whether 
the symbiotic relationship must be modified to establish a 
desired degree of symmetry. Upon making Such determina 
tions, symbiotic partner 552 proceeds accordingly. 

0081 Actions may arrive in a serial or parallel manner to 
the symbiotic computing entity. Actions which are turned 
into commands and affect data are said to be taken actions, 
actions which are queued (buffered) are said to be pending 
actions. Taken actions are two kinds, reversible and non 
reversible. Non-reversible actions are also said to be 
entropic. 

0082) Actions are ordered. The order may be determined 
by real time stamps. In this case clock variations must be 
taken into account. The system may synchronize clocks on 
each transaction or as part of a regular procure maintenance 
transactions. Order may also be determined by transaction 
count. Accordingly, each action is Submitted with a stamp 
showing the transaction count on the locally maintained 
objections. The local count is incremented each time a 
transaction is created. Order may be determined by yet other 
means. For example, each action may contain state infor 
mation describing the state of the managed object when the 
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action was to occur. State information may be summarized 
as a state counter, or checksum, or as noted above, an action 
COunt. 

0083. Due to the possible simultaneity of events, the 
limitations of ordering mechanisms, and the use of buffer 
ing, differing actions may be inconsistent. This occurs if 
logically contradicting actions occur at the same time; where 
the same time is measured by time stamps within a margin 
(clock jitter, same transactions counts, or same initial state 
stamps, etc.). For example, if the symbiotically managed 
resource is a database, user A saw a numeric value of a field 
to be 6 and changed it to 7, aid user B also saw the value of 
the field to be 6 but then changed it to 10, an inconsistent set 
of actions have occurred. Network delays and the use of 
queued actions may cause latencies between reading and 
modification of managed resource objects. The delays may 
be benign if there are no inconsistencies in the actions. 
However, for inconsistencies in actions which are not tol 
erable, there are a number of ways to cope with the incon 
sistencies should they arise: 
0084) 
0085 
0086) 

1. resource locks 

2. 

3. 

0087. 4. assume consistent order if one exists 
5. 

6. 

miscible actions 

kick back for user resolution 

0088) 
0089 
0090 Applying the first method to our example, that of 
resource locks, user A and user B would be blocked from 
editing the field until they had permission. In general if no 
one else is using the resource, permission would be granted. 
In our example, ownership would be denied due to the 
simultaneous request, or the two requests would be priori 
tized. In the case of denial, the user would initiate a retry 
sequence of Some sort in order to get permission for writing. 
This would force access to be serialized and thus solve the 
problem. The knowledgeable reader will note that the sci 
ence of managing such serialization of ownership is well 
known. 

0091. In the second approach, that of miscible actions, 
the actions are redesigned to describe desired modifications 
instead of simply Supplying absolute values. Hence, in our 
example, instead of the action of user A being “write field 
with the value 17, the action would be defined as “add 1 to 
field', user B's action would be “add 4 to field'. Hence in 
our example, the final value or the field would be 11, the net 
effect of both actions. Any set of actions which do not 
logically contradict are said to be miscible. 

time warping 
move forward 

0092 According to the third approach, the contradictory 
situation is presented to the users, and the users decide what 
to do. One user may be chosen as an administrator. The 
administrator would be responsible or fixing contradictions. 
In another case, the users who created the contradictions 
could agree on a change. As yet another possibility symbi 
otic partners may vote on the proper outcome. Further, one 
or more of the actions may simply be ignored. 
0093. In some situations a contradiction may be resolv 
able by looking at the logic of the operations. This is the 
fourth approach. In our example, if we knew that the record 
field was Supposed to hold the maximum value, then we 
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could just go with user B's modification, as user As 
modification would have been overwritten if it had come 
first, or ignored if it had come second. As another example, 
if one user makes a managed resource read only, and then 
another user writes the same resource as an inconsistent 
action, then according to approach 4, the symbiotic manager 
will automatically resolve the inconsistency by assuming 
that the read only lock came second—as it does not make 
sense to modify read only file. 
0094. According to the fifth approach, actions are pro 
cessed without having determined that no contradiction is 
possible; hence, it maybe the case that actions arrive at a site 
out of order. I.e. it may be the case that later arriving actions 
may have a state counter or time stamp that indicates they 
should have been processed before taken actions. Then 
according to the approach of time warping, the taken trans 
actions are reversed, to the point where the new arrival 
should have been processed, the new arrival is then pro 
cessed, and then the old transactions are redone. 
0.095 According to the sixth approach, when contradic 
tory actions arrive at a site with the same state stamps, or 
time stamps within a jitter value, multiple versions of the 
managed resource are created. One version is created for 
each possible interpretation of the events, or for each set of 
mutually exclusive events. For example, if a document is 
being managed, and two actions arrive for changing the title, 
two versions of the document are created, one with each 
title. All versions become managed resources. At a latter 
time users may abandon versions they don’t like by deleting 
them. This is called the method of move forward. 

0.096 FIG. 6A illustrates the components of a symbiotic 
computing entity 600 operating upon a symbiotic partner 
according to the present invention. The symbiotic comput 
ing entity 600 includes an output management entity 604, an 
input management entity 608, a symbiosis validation entity 
612, an error reporting entity 614, an application interface 
entity 616 and a coherency checking entity. These compo 
nents 604-618 communicatively couple to one another to 
pass data and control operations to one another. 
0097. The output management entity 604 includes an 
output buffer 606 and outputs actions to a network interface 
or Such other components of a host system upon which the 
symbiotic computing entity 600 resides. The input manage 
ment entity includes an input buffer 610 and receives actions 
from a user interface, Script files or symbiotic partners via 
the network interface. 

0098. The symbiosis validation entity 612 receives the 
actions, pendant overhead information regarding managed 
resources and corresponding applications and determines 
whether commands may be generated that will maintain 
coherency of the managed resources. As was previously 
described, operating conditions may occur that prevent 
proper operation of the system so that coherency may not be 
maintained. If Such is the case, the symbiosis validation 
entity 612 communicates with the error reporting entity 614 
which generates an error report and may initiate recovery. 
However, if the symbiosis operation is possible, the sym 
biosis validation entity 612 operates in cooperation with the 
application interface entity which transmits corresponding 
commands to the respective application. 
0099. The coherency checking entity performs operations 
to determine whether managed resources are coherent. The 
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coherency checking entity 618 receives checks which it uses 
to investigate the coherency of the managed resources. The 
checks may be checksums, cyclical redundancy checks and 
other input that may be used to check for coherency. Other 
checks that may be used include history files of actions that 
have previously been executed by the symbiotic partners 
upon a managed resource at its initial state. The coherency 
checking entity 618 may be invoked when an error has been 
detected, may be periodically invoked for each managed 
resource or may be manually invoked by a user or system 
administrator. 

0.100 FIG. 6B is a block diagram functionally illustrating 
the interconnection of an application interface entity, a 
buffer which buffers actions and a managed resource (appli 
cation) according to the present invention. According to the 
structure illustrated, two separate locations 650 and 660 are 
coupled by communication network(s) 670 and maintain 
applications, 652 and 662, respectively. The first location 
650 includes an application 652 (managed resource) which 
may be a database, for example. The application 652 is 
coupled to a buffer 654 and an application interface entity 
656. According to a particular operation of the application 
interface entity 656 of the present invention, all incoming 
actions (from local users or remote users at the second 
location 660) are buffered in the buffer 654 without affecting 
the contents of the application 652. These actions may then 
be reconciled with one another to ensure the coherency of 
the applications 652 and 662 prior to changing the applica 
tion 652. 

0101 The second location 660 also includes an applica 
tion 662, a buffer 664 which buffers actions and an appli 
cation interface entity 666. In the second location 660 as 
well, all incoming actions (be they received from a local user 
or a remote user) are buffered in the buffer 664 before they 
alter the contents of the application 662. In the second 
location 660 as well the actions may be reconciled with one 
another so that coherency of the applications 652 and 662 
may be maintained. 
0102) The structure of FIG. 6B as well as the buffering of 
actions performed provides substantial benefits in the data 
integrity of the applications 650 and 652. Because all actions 
are reconciled prior to enacting the actions, coherency is 
more robust. Further, because the application itself may be 
stored on a stable medium such as a CD ROM and the 
actions, which consume Substantially less storage space, 
may be stored in a stable RAM memory, storage expenses 
are reduced and data integrity is Substantial. 
0.103 Upon accessing the application 652, the application 
interface entity 656 must consider the affect of the buffered 
actions 654 upon the access. For example, when the appli 
cation 652 is a database, some of the buffered actions may 
affect the data being retrieved. Thus, even though the 
contents of the application 652 were not altered by the 
actions, the actions are considered as if they were. The 
buffered actions may be periodically enacted to alter the 
application 652. Such periodic updating of the application 
based upon the action 652 reduces processing requirements. 
0.104 FIG. 7 illustrates operation according to the present 
invention in the generation of actions which affect a sym 
biotic relationship and the transmission of Such actions to 
symbiotic partner(s). Operation commences at step 702 
wherein the symbiotic relationships are determined. At step 
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702, managed resources and symbiotic relationships are 
determined. Such determinations are typically made by a 
system administrator. However, Such determinations may be 
made, automatically, based upon user designations, or 
resource characteristics such as relative or absolute impor 
tance of resources, for example. Once the symbiotic rela 
tionships are determined, the resultant symbiotic relation 
ship information that will be used to establish the symbiotic 
relationship(s) is distributed to Symbiotic partner(s) at Step 
704. Also performed at step 704 is the establishment of 
initial states. Because operations according to the present 
invention are performed based upon the assumption of an 
initial coherent state of managed resources, step 704 
includes establishing the initial state. In establishing the 
initial state, copies of managed resources may be passed 
among symbiotic partners. To maintain security, the 
resources passed may be encrypted or otherwise protected. 

0105 Next, at step 706, a symbiotic partner receives 
input from a user or program that affects the state of a 
managed resource. At step 708, this input is then converted 
to actions and commands. The commands are then passed to 
one or more applications at step 710, in Some cases via an 
application program interface. Next, at step 712, the desti 
nation(s) of the actions is determined based upon the sym 
biotic partners. In minimal symbiosis, only a single desti 
nation will be determined. However, in full symbiosis 
among three or more symbiotic partners, multiple destina 
tions exist. Once the destinations are determined, the actions 
are packaged with overhead information at step 714. Then, 
at step 716, the packaged actions are transmitted to the 
symbiotic partners. From step 716, operation continues to 
step 705 where additional user input is awaited. 
0106 FIG. 8 illustrates operation of a method according 
to the present invention in the receipt of actions which affect 
the symbiotic relationship and usage of the actions to 
maintain coherency of managed resources. The operation of 
FIG. 8 is executed for each symbiotic partner that is a 
recipient of actions that were transmitted according to step 
716 of FIG. 7. 

0107 First, at step 802, the symbiotic partner awaits 
actions from its symbiotic partners. When Such actions are 
received at step 804, the actions are unpacked and validated. 
Then, at step 806, the unpacked and validated actions are 
used to create commands. Alternatively, the actions could be 
placed into a buffer for further reference, at which point 
operation would continue to step 802. Once the commands 
have been created, it is determined whether the correspond 
ing application is available at step 808. If the corresponding 
application is not available at step 808, recovery is initiated 
at step 810. However, if the corresponding application is 
available at step 808, operation proceeds to step 812 wherein 
the corresponding target application is launched if it is not 
already running. Then, at step 814, the commands are sent 
to the corresponding target application. Finally, at optional 
step 816, a log entry is made for the actions affecting the 
symbiotic relationship and the managed resource. Appended 
to this log entry is additional information including a time 
stamp and a listing of the actions performed. This informa 
tion may be used later for coherency checking and recovery. 
From step 816, operation returns to step 802. 
0108 FIG. 9 illustrates operation according to the present 
invention in recovering from a fault in operation. The fault 
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in operation may have been determined at step 810 of FIG. 
8. Alternatively, the fault in operation may have been 
determined, as was previously described with reference to 
FIG. 5A, when inconsistent actions are received by a sym 
biotic partner. Initially, at step 902, the recovery action to be 
employed is determined. If the fault relates to the unavail 
ability of an application, for example, the system may 
simply attempt to retry the operations that resulted in the 
fault. However, if a more serious fault occurs, the system 
may determine that a resynchronization is required or that an 
overwrite of a managed resource is required. 
0.109 Periodic coherency checking may result in recov 
ery operations. For example, at selected points in time, 
operations may be performed on the managed resources of 
symbiotic partners to determine whether the managed 
resources are coherent. As will be described more fully with 
reference to FIG. 10, check sums, signatures and other 
coherency indicia may be employed to determine whether 
recovery is required. 
0.110) If resynchronization is required, operation pro 
ceeds via step 904 to step 906 wherein a reference state 
verification is determined. As was previously discussed, all 
symbiotic operations assume a coherency at an initial state 
and at Subsequent reference states, called “checkpoints' 
where coherency exists. Then, at step 908, of the symbiotic 
partners involved in the resynchronization, the system deter 
mines which symbiotic partners are trusted for purposes of 
the resynchronization. Then, a symbiotic partner selects a 
checkpoint. Then, a sequence of actions that have been 
performed since the last coherent state are transferred from 
at least one, or a combination of trusted symbiotic partners 
to each symbiotic partner requiring resynchronization at Step 
910. At step 912, each symbiotic partner requiring resyn 
chronization executes the action sequence so that coherency 
will again be established. From step 912, operation proceeds 
to step 914 wherein normal operation continues. 
0.111 However, if retry is selected at state 916, operation 
proceeds to step 918 wherein the particular problematic 
computer is optionally restarted. Then, at step 920, execu 
tion of the particular command(s) are retried. If the retried 
execution is not successful, as determined at Step 922, 
operation proceeds to step 924 where it is determined if a 
time out has occurred. If not, operation returns to step 920. 
However, if the operation was successful at step 922 or a 
time out has occurred at step 924, operation proceeds to 
optional step 926 where the results are reported. From step 
926, operation proceeds to step 928 wherein normal opera 
tion continues. 

0112) If overwriting of managed resources is required, 
operation proceeds via step 930 to step 932 wherein a trusted 
partner from the symbiotic partners is determined. Such 
selection may be based upon a predetermined identity, the 
relative appropriateness of the symbiotic partner over time 
or Such other indication of which symbiotic partner is most 
stable. Once the determination is made at step 932, the 
managed resource is retrieved from the trusted Symbiotic 
partner at step 934. Then, at step 936, the corrupt instance of 
the managed resource is overwritten. Next, at step 938, 
symbiotic State information is reset and operation continues 
at step 940. 
0113 FIG. 10 illustrates operation according to the 
present invention in determining whether coherency exists 
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among managed resources between symbiotic partners. 
Operation commences at step 1002 wherein coherency indi 
cia are retrieved for each instance of the managed resources. 
Coherency indicia may include, for example, check Sums, 
CRCs and signatures and serve to characterize the coherency 
of the managed resources. Next, at step 1004, the coherency 
indicia are compared to determine whether coherency exists 
for the managed resource. 
0114. If the coherency indicia compare favorably, to 
indicate coherency of the managed resource, operation pro 
ceeds to step 1014 wherein the positive comparison is 
reported and normal operation continues. However, if the 
comparison is not favorable at step 1006, operation proceeds 
to step 1008 wherein the negative comparison is reported. 
Then, at step 1010, it is determined whether resynchroniza 
tion is required. If so, resynchronization is performed at Step 
1012, Such resynchronization corresponding to the steps 
starting with step 904 of FIG. 9. If resynchronization is not 
selected at step 1010, normal operation continues. 
0115) In view of the above detailed description of the 
present invention and associated drawings, other modifica 
tions and variations will now become apparent to those 
skilled in the art. It should also be apparent that such other 
modifications and variations may be effected without depart 
ing from the spirit and scope of the present invention as % 
et forth in the claims which follow. 

What is claimed is: 
1-70. (canceled) 
71. A data security system comprising: 
a plurality of symbiotic partners communicatively 

coupled with one another, each of the plurality of 
symbiotic partners having a respective instance of a 
Secure resource: 

a symbiotic partner of the plurality of symbiotic partners 
receiving input affecting a respective instance of the 
Secure resource: 

the symbiotic partner producing actions based on the 
input and transmitting the actions to each other of the 
symbiotic partners; and 
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each other of the symbiotic partners receiving the actions 
and using the actions to affect a respective instance of 
the secure resource to maintain coherency and security 
of the Secure resource. 

72. The data security system of claim 71, wherein: 
the secure resource comprises a data entity; 
each of the symbiotic partners retains a respective 

instance of the data entity; 
alterations made to an instance of the data entity are 

transmitted to each other of the symbiotic partners and 
made to each other instance of the data entity to 
maintain coherency. 

73. The data security system of claim 71, wherein alter 
ations made to any instance of the data entity are made to 
each other instance of the data entity to maintain coherency 
and to preserve security. 

74. The data security system of claim 71, wherein alter 
ations made to a reference instance of the data entity are 
made to each other instance of the data entity to maintain 
coherency. 

75. The data security system of claim 71, wherein the data 
entity is selected from the group consisting of data files, data 
bases, configuration files and source files. 

76. The data security system of claim 71, wherein actions 
are buffered by at least one of the symbiotic partners. 

77. The data security system of claim 71, wherein actions 
affecting the secure resource are investigated to determine 
whether they are consistent. 

78. The data security system of claim 77, wherein upon 
determining that actions are inconsistent, some of the incon 
sistent actions are rejected. 

79. The data security system of claim 77, wherein actions 
are ordered in an attempt to determine whether they are 
inconsistent. 

80. The data security system of claim 77, wherein it is 
determined that actions are inconsistent, multiple copies of 
the secure resource are created. 


