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(57) Abrégé/Abstract:

This invention relates to an audio decoder for providing a decoded audio information on the basis of an encoded audio information
comprising linear prediction coefficients (LPC), a respective method, a respective computer program for performing such a method
and an audio signal for a storage medium having stored such an audio signal, the audio signal having been treated with such a
method. The audio decoder comprises a tilt adjuster configured to adjust a tilt of a noise using linear prediction coefficients of a
current frame to obtain a tilt information and a noise inserter configured to add the noise to the current frame in dependence on the
tilt information obtained by the tilt calculator. Another audio decoder according to the invention comprises a noise level estimator
configured to estimate a noise level for a current frame using a linear prediction coefficient of at least one previous frame to obtain a
noise level information; and a noise inserter configured to add a noise to the current frame in dependence on the noise level
information provided by the noise level estimator. Thus, side information about a background noise in the bit-stream may be
omitted.
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(57) Abstract: This invention relates to an audio decoder for providing a de-
coded audio information on the basis of an encoded audio information com-
prising linear prediction coefticients (LPC), a respective method, a respective
computer program for performing such a method and an audio signal for a
storage medium having stored such an audio signal, the audio signal having
been treated with such a method. The audio decoder comprises a tilt adjuster
configured to adjust a tilt of a noise using linear prediction coefficients of a
current frame to obtain a tilt information and a noise inserter contigured to
add the noise to the current frame in dependence on the tilt information ob-
tained by the tilt calculator. Another audio decoder according to the invention
comprises a noise level estimator configured to estimate a noise level for a
current frame using a linear prediction coefficient of at least one previous
frame to obtain a noise level information; and a noise inserter configured to
add a noise to the current frame in dependence on the noise level information
provided by the noise level estimator. Thus, side information about a back-
ground noise in the bit-stream may be omitted.
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Noise Filling without Side Information for CELP-like Coders

Description

Technical Field

Embodiments of the invention refer to an audio decoder for providing a decoded audio
information on the basis of an encoded audio information comprising linear prediction
coefficients (LPC), to a method for providing a decoded audio information on the basis of
an encoded audio information comprising linear prediction coefficients (LPC), to a
computer program for performing such a method, wherein the computer program runs on
a computer, and to an audio signal or a storage medium having stored such an audio

signal, the audio signal having been treated with such a method.

Background of the Invention

Low-bit-rate digital speech coders based on the code-excited linear prediction (CELP)
coding principle generally suffer from signal sparseness artifacts when the bit-rate falls
below about 0.5 to 1 bit per sample, leading to a somewhat artificial, metallic sound.
Especially when the input speech has environmental noise in the background, the low-rate
artifacts are clearly audible: the background noise will be attenuated during active speech
sections. The present invention describes a noise insertion scheme for (A)CELP coders
such as AMR-WB [1] and G.718 [4, 7] which, analogous to the noise filling techniques
used in transform based coders such as xHE-AAC [5, 6], adds the output of a random

noise generator to the decoded speech signal to reconstruct the background noise.

The International publication WO 2012/110476 A1 shows an encoding concept which is
linear prediction based and uses spectral domain noise shaping. A spectral decomposition
of an audio input signal into a spectrogram comprising a sequence of spectra is used for
both linear prediction coefficient computation as well as the input for frequency-domain
shaping based on the linear prediction coefficients. According to the cited document an
audio encoder comprises a linear prediction analyzer for analyzing an input audio signal

so as to derive linear prediction coefficients therefrom. A frequency-domain shaper of an
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audio encoder is configured to spectrally shape a current spectrum of the sequence of
spectra of the spectrogram based on the linear prediction coefficients provided by linear
prediction analyzer. A quantized and spectrally shaped spectrum is inserted into a data
stream along with information on the linear prediction coefficients used in spectral shaping
so that, at the decoding side, the de-shaping and de-quantization may be performed. A

temporal noise shaping module can also be present to perform a temporal noise shaping.

In view of prior art there remains a demand for an improved audio decoder, an improved
method, an improved computer program for performing such a method and an improved
audio signal or a storage medium having stored such an audio signal, the audio signal
having been treated with such a method. More specifically, it is desirable to find solutions

improving the sound quality of the audio information transferred in the encoded bitstream.

Summary of the Invention

The reference signs in the claims and in the detailed description of embodiments of the

invention were added to merely improve readability and are in no way meant to be limiting.

The object of the invention is solved by an audio decoder for providing an decoded audio
information on the basis of an encoded audio information comprising linear prediction
coefficients (LPC), the audio decoder comprising a tilt adjuster configured to adjust a tilt of
the noise using linear prediction coefficients of a current frame to obtain a tilt information
and a noise inserter configured to add the noise to the current frame in dependence on
the tilt information obtained by the tilt calculator. Additionally, the object of the present
invention is solved by a method for providing a decoded audio information on the basis of
an encoded audio information comprising linear prediction coefficients (LPC), the method
comprising adjusting a tilt of a noise using linear prediction coefficients of a current frame
to obtain a tilt information and adding the noise to the current frame in dependence on the

obtained tilt information.

As a second inventive solution, the invention suggest an audio decoder for providing a
decoded audio information on the basis of an encoded audio information comprising linear
prediction coefficients (LPC), the audio decoder comprising a noise level estimator
configured to estimate a noise level for a current frame using a linear prediction coefficient

of at least one previous frame to obtain a noise level information, and a noise inserter
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configured to add a noise to the current frame in dependence on the noise level
information provided by the noise level estimator. Furthermore, the object of the invention
is solved by a method for providing a decoded audio information on the basis of an
encoded audio information comprising linear prediction coefficients (LPC), the method
comprising estimating a noise level for a current frame using a linear prediction coefficient
of at least one previous frame to obtain a noise level information, and adding a noise to
the current frame in dependence on the noise level information provided by the noise level
estimation. Additionally, the objective of the invention is solved by a computer program for
performing such a method, wherein the computer program runs on a computer, and an
audio signal or a storage medium having stored such an audio signal, the audio signal

having been treated with such a method.

The suggested solutions avoid having to provide a side information in the CELP bitstream
in order to adjust noise provided on the decoder side during a noise filling process. This
means that the amount of data to be transported with the bitstream may be reduced while
the quality of the inserted noise can be increased merely on the basis of linear prediction
coefficients of the currently or previously decoded frames. In other words, side information
concerning the noise which would increase the amount of data to be transferred with the
bitstream may be omitted. The invention allows to provide a low-bit-rate digital coder and
a method which may consume less bandwidth concerning the bitstream and provide an

improved quality of the background noise in comparison to prior art solutions.

It is preferred that the audio decoder comprises a frame type determinator for determining
a frame type of the current frame, the frame type determinator being configured to activate
the tilt adjuster to adjust the tilt of the noise when the frame type of the current frame is
detected to be of a speech type. In some embodiments, the frame type determinator is
configured to recognize a frame as being a speech type frame when the frame is ACELP
or CELP coded. Shaping the noise according to the tilt of the current frame may provide a
more natural background noise and may reduce unwanted effects of audio compression
with regard to the background noise of the wanted signal encoded in the bitstream. As
those unwanted compression effects and artifacts often become noticeable with respect to
background noise of speech information, it can be advantageous to enhance the quality of
the noise to be added to such speech type frames by adjusting the tilt of the noise before
adding the noise to the current frame. Accordingly, the noise inserter may be configured to
add the noise to the current frame only if the current frame is a speech frame ,since it may

reduce the workload on the decoder side if only speech frames are treated by noise filling.
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In a preferred embodiment of the invention, the tilt adjuster is configured to use a result of
a first-order analysis of the linear prediction coefficients of the current frame to obtain the
tilt information. By using such a first-order analysis of the linear prediction coefficients it
becomes possible to omit side information for characterizing the noise in the bitstream.
Moreover, the adjustment of the noise to be added can be based on the linear prediction
coefficients of the current frame which have to be fransferred with the bitstream anyway to
allow a decoding of the audio information of the current frame. This means that the linear
prediction coefficients of the current frame are advantageously re-used in the process of
adjusting the tilt of the noise. Furthermore, a first-order analysis is reasonably simple so

that the computational complexity of the audio decoder does not increase significantly.

In some embodiments of the invention, the tilt adjuster is configured to obtain the filt
information using a calculation of a gain g of the linear prediction coefficients of the
current frame as the first order analysis. More preferably, the gain g is given by the
formula g =X [avak] / Z [akak], wherein ax are LPC coefficients of the current frame. In
some embodiments, two or more LPC coefficients ax are used in the calculation.
Preferably, a total of 16 LPC coefficients are used, so that k = 0....15. In embodiments of
the invention, the bitstream may be coded with more or less than 16 LPC coefficients. As
the linear prediction coefficients of the current frame are readily present in the bitstream,
the tilt information can be obtained without making use of side information, thus reducing
the amount of data to be transferred in the bitstream. The noise to be added may be
adjusted merely by using linear prediction coefficients which are necessary to decode the

encoded audio information.

Preferably, the tilt adjuster is configured to obtain the tilt information using a calculation of
a transfer function of the direct form filter x(n) — g-x(n—1) for the current frame. This type of
calculation is reasonably easy and does not need a high computing power on the decoder
side. The gain g may be calculated easily from the LPC coefficients of the current frame,
as shown above. This allows to improve noise quality for low-bit-rate digital coders while

using purely bitstream data essential for decoding the encoded audio information.

In a preferred embodiment of the invention, the noise inserter is configured to apply the tilt
information of the current frame to the noise in order to adjust the tilt of the noise before
adding the noise to the current frame. If the noise inserter is configured accordingly, a

simplified audio decoder may be provided. By first applying the tilt information and then
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adding the adjusted noise to the current frame, a simple and effective method of an audio

decoder may be provided.

In an embodiment of the invention, the audio decoder furthermore comprises a noise level
estimator configured to estimate a noise level for a current frame using a linear prediction
coefficient of at least one previous frame to obtain a noise level information, and a noise
inserter configured to add a noise to the current frame in dependence on the noise level
information provided by the noise level estimator. By this, the quality of the background
noise and thus the quality of the whole audio transmission may be enhanced as the noise
to be added to the current frame can be adjusted according to the noise level which is
probably present in the current frame. For example, if a high noise level is expected in the
current frame because a high noise level was estimated from previous frames, the noise
inserter may be configured to increase the level of the noise to be added to the current
frame before adding it to the current frame. Thus, the noise to be added can be adjusted
to be neither too silent nor too loud in comparison with the expected noise level in the
current frame. This adjustment, again, is not based on dedicated side information in the
bistream but merely uses information of necessary data transferred in the bitstream, in
this case a linear prediction coefficient of at least one previous frame which also provides
information about a noise level in a previous frame. Thus, it is preferred that the noise to
be added to the current frame is shaped using the g derived tilt and scaled in view of a
noise level estimate. Most preferably, the tilt and the noise level of the noise to be added
to the current frame afe adjusted when the current frame is of a speech type. In some
embodiments, the tilt and/or the noise level to be added to the current frame are adjusted

also when the current frame is of a general audio type, for example a TCX or a DTX type.

Preferably, the audio decoder comprises a frame type determinator for determining a
frame type of the current frame, the frame type determinator being configured to identify
whether the frame type of the current frame is speech or general audio, so that the noise
level estimation can be performed depending on the frame type of the current frame. For
example, the frame type determinator can be configured to detect whether the current
frame is a CELP or ACELP frame, which is a type of speech frame, or a TCX/MDCT or
DTX frame, which are types of general audio frames. Since those coding formats foliow
different principles, it is desirable to determine the frame type before performing the noise

level estimation so that suitable calculations can be chosen, depending on the frame type.
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In some embodiments of the invention the audio decoder is adapted to compute a first
information representing a spectrally unshaped excitation of the current frame and to
compute a second information regarding spectral scaling of the current frame to compute
a quotient of the first information and the second information to obtain the noise level
information. By this, the noise level information may be obtained without making use of

any side information. Thus, the bit rate of the coder may be kept low.

Preferably, the audio decoder is adapted to decode an excitation signal of the current
frame and to compute its root mean square ems from the time domain representation of
the current frame as the first information to obtain the noise level information under the
condition that the current frame is of a speech type. It is preferred for this embodiment that
the audio decoder is adapted to perform accordingly if the current frame is of a CELP or
ACELP type. The spectrally flattened excitation signal (in perceptual domain) is decoded
from the bitstream and used to update a noise level estimate. The root mean square ems
of the excitation signal for the current frame is computed after the bitstream is read. This
type of computation may need no high computing power and thus may even be performed

by audio decoders with low computing powers.

In a preferred embodiment the audio decoder is adapted to compute a peak level p of a
transfer function of an LPC filter of the current frame as a second information, thus using a
linear prediction coefficient to obtain the noise level information under the condition that
the current frame is of a speech type. Again, it is preferred that the current frame is of the
CELP or ACELP type. Computing the peak level p is rather inexpensive, and by re-using
linear prediction coefficients of the current frame, which are also used to decode the audio
information contained in that frame, side information may be omitted and still background

noise may be enhanced without increasing the data rate of the bitstream.

In a preferred embodiment of the invention, the audio decoder is adapted to compute a
spectral minimum m; of the current audio frame by computing the quotient of the root
mean square ems and the peak level p to obtain the noise level information under the
condition that the current frame is of the speech type. This computation is rather simple
and may provide a numerical value that can be useful in estimating the noise level over a
range of multiple audio frames. Thus, the spectral minimum my of a series of current audio
frames may be used to estimate the noise level during the time period covered by that
series of audio frames. This may allow to obtain a good estimation of a noise level of a

current frame while keeping the complexity reasonably low. The peak level p is preferably
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calculated using the formula p = ¥ |ak|, wherein ax are linear prediction coefficients with k =
0....15, preferably. Thus, if the frame comprises 16 linear prediction coefficients, p is in

some embodiments calculated by summing up over the amplitudes of the preferably 16 ax.

Preferably the audio decoder is adapted to decode an unshaped MDCT-excitation of the
current frame and to compute its root means square ems from the spectral domain
representation of the current frame to obtain the noise level information as the first
information if the current frame is of a general audio type. This is the preferred
embodiment of the invention whenever the current frame is not a speech frame but a
general audio frame. A spectral domain representation in MDCT or DTX frames is largely
equivalent to the time domain representation in speech frames, for example CELP or
(A)CELP frames. A difference lies in that MDCT does not take into account Parseval’s
theorem. Thus, preferably the root means square ems for a general audio frame is
computed in a similar manner as the root means square ems for speech frames. It is then
preferred to calculate the LPC coefficients equivalents of the general audio frame as laid
out in WO 2012/110476 A1, for example using an MDCT power spectrum which refers to
the square of MDCT values on a bark scale. In an alternative embodiment, the frequency
bands of the MDCT power spectrum can have a constant width so that the scale of the
spectrum corresponds to a linear scale. With such a linear scale the calculated LPC
coefficient equivalents are similar to an LPC coefficient in the time domain representation
of the same frame, as, for example, calculated for an ACELP or CELP frame.
Furthermore, it is preferred that, if the current frame is of a general audio type, the peak
level p of the transfer function of an LPC filter of the current frame being calculated from
the MDCT frame as laid out in the WO 2012/110476 A1 is computed as a second
information, thus using a linear prediction coefficient to obtain the noise level information
under the condition that the current frame is of a general audio type. Then, if the current
frame is of a general audio type, it is preferred to compute the spectral minimum of the
current audio frame by computing the quotient of the root means square ems and the peak
level p to obtain the noise level information under the condition that the current frame is of
a general audio type. Thus, a quotient describing the spectral minimum my of a current
audio frame can be obtained regardless if the current frame is of a speech type or of a

general audio type.

In a preferred embodiment, the audio decoder is adapted to enqueue the quotient
obtained from the current audio frame in the noise level estimator regardless of the frame

type, the noise level estimator comprising a noise level storage for two or more quotients
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obtained from different audio frames. This can be advantageous if the audio decoder is
adapted to swiich between decoding of speech frames and decoding of general audio
frames, for example when applying a low-delay unified speech and audio decoding (LD-
USAC, EVS). By this, an average noise level over multiple frames may be obtained,
disregarding the frame type. Preferably a noise level storage can hold ten or more
quotients obtained from ten or more previous audio frames. For example, the noise level
storage may contain room for the quotients of 30 frames. Thus, the noise level may be
calculated for an extended time preceding the current frame. In some embodiments, the
quotient may only be enqueued in the noise level estimator when the current frame is
detected to be of a speech type. In other embodiments, the quotient may only be
enqueued in the noise level estimator when the current frame is detected to be of a

general audio type.

It is preferred that the noise level estimator is adapted to estimate the noise level on the
basis of statistical analysis of two or more quotients of different audio frames. In an
embodiment of the invention, the audio decoder is adapted to use a minimum mean
squared error based noise power spectral density tracking to statistically analyse the
quotients. This tracking is described in the publication of Hendriks, Heusdens and Jensen
[2]. If the method according to [2] shall be applied, the audio decoder is adapted to use a
square root of a track value in the statistical analysis, as in the present case the amplitude
spectrum is searched directly. In another embodiment of the invention, minimum statistics

as known from [3] are used to analyze the two or more quotients of different audio frames.

In a preferred embodiment, the audio decoder comprises a decoder core configured to
decode an audio information of the current frame using a linear prediction coefficient of
the current frame to obtain a decoded core coder output signal and the noise inserter
adds the noise depending on a linear prediction coefficient used in decoding the audio
information of the current frame and/or used when decoding the audio information of one
or more previous frames. Thus, the noise inserter makes use of the same linear prediction
coefficients that are used for decoding the audio information of the current frame. Side

information in order to instruct the noise inserter may be omitted.

Preferably, the audio decoder comprises a de-emphasis filter to de-emphasize the current
frame, the audio decoder being adapted to apply the de-emphasis filter on the current

frame after the noise inserter added the noise to the current frame. Since the de-emphasis
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is a first order IR boosting low frequencies, this allows for low-complexity, steep IIR high-

pass filtering of the added noise avoiding audible noise artifacts at low frequencies.

Preferably, the audio decoder comprises a noise generator, the noise generator being
adapted to generate the noise to be added to the current frame by the noise inserter.
Having a noise generator included to the audio decoder can provide a more convenient
audio decoder as no external noise generator is necessary. In the alternative, the noise
may be supplied by an external noise generator, which may be connected to the audio
decoder via an interface. For example, special types of noise generators may be applied,

depending on the background noise which is to be enhanced in the current frame.

Preferably, the noise generator is configured to generate a random white noise. Such a
noise resembles common background noises adequately and such a noise generator may

be provided easily.

In a preferred embodiment of the invention, the noise inserter is configured to add the
noise to the current frame under the condition that the bit rate of the encoded audio
information is smaller than 1 bit per sample. Preferably the bit rate of the encoded audio
information is smaller than 0.8 bit per sample. It is even more preferred that the noise
inserter is configured to add the noise to the current frame under the condition that the bit

rate of the encoded audio information is smaller than 0.5 bit per sample.

In a preferred embodiment, the audio decoder is configured to use a coder based on one
or more of the coders AMR-WB, G.718 or LD-USAC (EVS) in order to decode the coded
audio information. Those are well-known and wide spread (A)CELP coders in which the

additional use of such a noise filling method may be highly advantageous.
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Brief Description of the Drawings

Embodiments of the present invention are described in the following with respect to the

figures.

Fig. 1 shows a first embodiment of an audio decoder according to the present invention;
Fig. 2 shows a first method for performing audio decoding according to the present
invention which can be performed by an audio decoder according to Fig. 1;

Fig. 3 shows a second embodiment of an audio decoder according to the present
invention;

Fig. 4 shows a second method for performing audio decoding according to the present
invention which can be performed by an audio decoder according to Fig. 3;

Fig. 5 shows a third embodiment of an audio decoder according to the present invention;
Fig. 6 shows a third method for performing audio decoding according to the present
invention which can be performed by an audio decoder according to Fig. 5;

Fig. 7 shows an illustration of a method for calculating spectral minima m¢ for noise level
estimations;

Fig. 8 shows a diagram illustrating a tilt derived from LPC coefficients; and

Fig. 9 shows a diagram illustrating how LPC filter equivalents are determined from a

MDCT power-spectrum.

Detailed Description of Embodiments of the Invention

The invention is described in detail with regards to the figures 1 to 9. The invention is in no

way meant to be limited to the shown and described embodiments.

Fig. 1 shows a first embodiment of an audio decoder according to the present invention.
The audio decoder is adapted to provide a decoded audio information on the basis of an
encoded audio information. The audio decoder is configured to use a coder which may be
based on AMR-WB, G.718 and LD-USAC (EVS) in order to decode the encoded audio
information. The encoded audio information comprises linear prediction coefficients (LPC),
which may be individually designated as coefficients ax The audio decoder comprises a
tilt adjuster configured to adjust a tilt of a noise using linear prediction coefficients of a

current frame to obtain a tilt information and a noise inserter configured to add the noise to
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the current frame in dependence on the tilt information obtained by the tilt calculator. The
noise inserter is configured to add the noise to the current frame under the condition that
the bitrate of the encoded audio information is smaller than 1 bit per sample. Furthermore,
the noise inserter may be configured to add the noise to the current frame under the
condition that the current frame is a speech frame. Thus, noise may be added to the
current frame in order to improve the overall sound quality of the decoded audio
information which may be impaired due fo coding artifacts, especially with regards to
background noise of speech information. When the tilt of the noise is adjusted in view of
the tilt of the current audio frame, the overall sound quality may be improved without
depending on side information in the bitstream. Thus, the amount of data to be transferred

with the bit-stream may be reduced.

Fig. 2 shows a first method for performing audio decoding according to the present
invention which can be performed by an audio decoder according to Fig. 1. Technical
details of the audio decoder depicted in Fig. 1 are described along with the method
features. The audio decoder is adapted to read the bitstream of the encoded audio
information. The audio decoder comprises a frame type determinator for determining a
frame type of the current frame, the frame type determinator being configured to activate
the tilt adjuster to adjust the tilt of the noise when the frame type of the current frame is
detected to be of a speech type. Thus, the audio decoder determines the frame type of
the current audio frame by applying the frame type determinator. If the current frame is an
ACELP frame, the frame type determinator activates the tilt adjuster. The tilt adjuster is
configured to use a result of a first-order analysis of the linear prediction coefficients of the
current frame to obtain the tilt information. More specifically, the tilt adjuster calculates a
gain g using the formula g =% [acvak+1] / X [acak] as a first-order analysis, wherein ax are
LPC coefficients of the current frame. Fig. 8 shows a diagram illustrating a tilt derived from
LPC coefficients. Fig. 8 shows two frames of the word “see”. For the letter “s”, which has a
high amount of high frequencies, the tilt goes up. For the letters “ee”, which have a high
amount of low frequencies, the tilt goes down. The spectral tilt shown in Fig. 8 is the
transfer function of the direct form filter x(n) — g - x(n-1), g being defined as given above.
Thus, the tilt adjuster makes use of the LPC coefficients provided in the bitstream and
used to decode the encoded audio information. Side information may be omitted
accordingly which may reduce the amount of data to be transferred with the bitstream.
Furthermore, the tilt adjuster is configured to obtain the tilt information using a calculation
of a transfer function of the direct form filter x(n) — g - x(n—1). Accordingly, the {ilt adjuster

calculates the tilt of the audio information in the current frame by calculating the transfer
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function of the direct form filter x(n) — g - x(n—1) using the previously calculated gain g.
After the tilt information is obtained, the tilt adjuster adjusts the tilt of the noise o be added
to the current frame in dependence on the tilt information of the current frame. After that,
the adjusted noise is added to the current frame. Furthermore, which is not shown in Fig.
2, the audio decoder comprises a de-emphasis filter to de-emphasize the current frame,
the audio decoder being adapted to apply the de-emphasis filter on the current frame after
the noise inserter added the noise to the current frame. After de-emphasizing the frame,
which also serves as a low-complexity, steep IR high-pass filtering of the added noise,
the audio decoder provides the decoded audio information. Thus, the method according to
Fig. 2 allows to enhance the sound quality of an audio information by adjusting the tilt of a

noise to be added to a current frame in order to improve the quality of a background noise.

Fig. 3 shows a second embodiment of an audio decoder according to the present
invention. The audio decoder is again adapted to provide a decoded audio information on
the basis of an encoded audio information. The audio decoder again is configured to use
a coder which may be based on AMR-WB, G.718 and LD-USAC (EVS) in order to decode
the encoded audio information. The encoded audio information again comprises linear
prediction coefficients (LPC), which may be individually designated as coefficients ax. The
audio decoder according to the second embodiment comprises a noise level estimator
configured to estimate a noise level for a current frame using a linear prediction coefficient
of at least one previous frame to obtain a noise level information and a noise inserter
configured to add a noise to the current frame in dependence on the noise level
information provided by the noise level estimator. The noise inserter is configured o add
the noise to the current frame under the condition that the bitrate of the encoded audio
information is smaller than 0.5 bit per sample. Furthermore, the noise inserter is
configured to add the noise to the current frame under the condition that the current frame
is a speech frame. Thus, again, noise may be added to the current frame in order to
improve the overall sound quality of the decoded audio information which may be
impaired due to coding artifacts, especially with regards to background noise of speech
information. When the noise level of the noise is adjusted in view of the noise level of at
least one previous audio frame, the overall sound quality may be improved without
depending on side information in the bitstream. Thus, the amount of data to be transferred

with the bit-stream may be reduced.

Fig. 4 shows a second method for performing audio decoding according to the present

invention which can be performed by an audio decoder according to Fig. 3. Technical
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details of the audio decoder depicted in Fig. 3 are described along with the method
features. According to Fig. 4, the audio decoder is configured to read the bitstream in
order to determine the frame type of the current frame. Furthermore, the audio decoder
comprises a frame type determinator for determining a frame type of the current frame,
the frame type determinator being configured to identify whether the frame type of the
current frame is speech or general audio, so that the noise level estimation can be
performed depending on the frame type of the current frame. In general, the audio
decoder is adapted to compute a first information representing a spectrally unshaped
excitation of the current frame and to compute a second information regarding spectral
scaling of the current frame to compute a quotient of the first information and the second
information to obtain the noise level information. For example, if the frame type is ACELP,
which is a speech frame type, the audio decoder decodes an excitation signal of the
current frame and computes its root mean square ems for the current frame f from the time
domain representation of the excitation signal. This means, that the audio decoder is
adapted to decode an excitation signal of the current frame and to compute its root mean
square ems from the time domain representation of the current frame as the first
information to obtain the noise level information under the condition that the current frame
is of a speech type. In another case, if the frame type is MDCT or DTX, which is a general
audio frame type, the audio decoder decodes an excitation signal of the current frame and
computes its root mean square ems for the current frame f from the time domain
representation equivalent of the excitation signal. This means, that the audio decoder is
adapted to decode an unshaped MDCT-excitation of the current frame and to compute its
root mean square ems from the spectral domain representation of the current frame as the
first information to obtain the noise level information under the condition that the current
frame is of a general audio type. How this is done in detail is described in WO
2012/110476 A1. Furthermore, Fig. 9 shows a diagram illustrating how an LPC filter
equivalent is determinated from a MDCT power-spectrum. While the depicted scale is a
Bark scale, the LPC coefficient equivalents may also be obtained from a finear scale.
Especially when they are obtained from a linear scale, the calculated LPC coefficient
equivalents are very similar to those calculated from the time domain representation of the

same frame, for example when coded in ACELP.

In addition, the audio decoder according to Fig. 3, as illustrated by the method chart of
Fig. 4, is adapted to compute a peak level p of a transfer function of an LPC filter of the
current frame as a second information, thus using a linear prediction coefficient to obtain

the noise level information under the condition that the current frame is of a speech type.
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That means, the audio decoder calculates the peak level p of the transfer function of the
LPC analysis filter of the current frame f according to the formula p = 3 |ak|, wherein ax is a
linear prediction coefficient with k = 0....15. If the frame is a general audio frame, the LPC
coefficient equivalents are obtained from the spectral domain representation of the current
frame, as shown in fig. 9 and described in WO 2012/110476 A1 and above. As seen in Fig
4., after calculating the peak level p, a spectral minimum m; of the current frame f is
calculated by dividing ems by p. Thus, The audio decoder is adapted to compute a first
information representing a spectrally unshaped excitation of the current frame, in this
embodiment ems, and a second information regarding spectral scaling of the current
frame, in this embodiment peak level p, to compute a quotient of the first information and
the second information to obtain the noise level information. The spectral minimum of the
current frame is then enqueued in the noise level estimator, the audio decoder being
adapted to enqueue the quotient obtained from the current audio frame in the noise level
estimator regardless of the frame type and the noise level estimator comprising a noise
level storage for two or more quotients, in this case spectral minima my, obtained from
different audio frames. More specifically, the noise level storage can store quotients from
50 frames in order to estimate the noise level. Furthermore, the noise level estimator is
adapted to estimate the noise level on the basis of statistical analysis of two or more
quotients of different audio frames, thus a collection of spectral minima my. The steps for
computing the quotient my are depicted in detail in Fig. 7, illustrating the necessary
calculation steps. In the second embodiment, the noise level estimator operates based on
minimum statistics as known from [3]. The noise is scaled according to the estimated
noise level of the current frame based on minimum statistics and after that added to the
current frame if the current frame is a speech frame. Finally, the current frame is de-
emphasized (not shown in Fig. 4). Thus, this second embodiment also allows to omit side
information for noise filling, allowing to reduce the amount of data to be transferred with
the bitstream. Accordingly, the sound quality of the audio information may be improved by
enhancing the background noise during the decoding stage without increasing the data
rate. Note that since no timefifrequency transforms are necessary and since the noise
level estimator is only run once per frame (not on multiple sub-bands), the described noise
filling exhibits very low complexity while being able to improve low-bit-rate coding of noisy

speech.

Fig. 5 shows a third embodiment of an audio decoder according to the present invention.
The audio decoder is adapted to provide a decoded audio information on the basis of an

encoded audio information. The audio decoder is configured to use a coder based on LD-
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USAC in order to decode the encoded audio information. The encoded audio information
comprises linear prediction coefficients (LPC), which may be individually designated as
coefficients ax . The audio decoder comprises a tilt adjuster configured to adjust a filt of a
noise using linear prediction coefficients of a current frame to obtain a tilt information and
a noise level estimator configured to estimate a noise level for a current frame using a
linear prediction coefficient of at least one previous frame to obtain a noise level
information. Furthermore, the audio decoder comprises a noise inserter configured to add
the noise to the current frame in dependence on the tilt information obtained by the tilt
calculator and in dependence on the noise level information provided by the noise level
estimator. Thus, noise may be added to the current frame in order to improve the overall
sound quality of the decoded audio information which may be impaired due to coding
artifacts, especially with regards to background noise of speech information, in
dependence on the tilt information obtained by the tilt calculator and in dependence on the
noise level information provided by the noise level estimator. In this embodiment, a
random noise generator (not shown) which is comprised by the audio decoder generates
a spectrally white noise, which is then both scaled according to the noise level information

and shaped using the g-derived tilt, as described earlier.

Fig. 6 shows a third method for performing audio decoding according to the present
invention which can be performed by an audio decoder according to Fig. 5. The bitstream
is read and a frame type determinator, called frame type detector, determines whether the
current frame is a speech frame (ACELP) or general audio frame (TCX/MDCT).
Regardless of the frame type, the frame header is decoded and the spectrally flattened,
unshaped excitation signal in perceptual domain is decoded. In case of speech frame, this
excitation signal is a time-domain excitation, as described earlier. If the frame is a general
audio frame, the MDCT-domain residual is decoded (spectral domain). Time domain
representation and spectral domain representation are respectively used to estimate the
noise level as illustrated in Fig. 7 and described earlier, using LPC coefficients also used
to decode the bitstream instead of using any side information or additional LPC
coefficients. The noise information of both types of frames is enqueued to adjust the tilt
and noise level of the noise to be added to the current frame under the condition that the
current frame is a speech frame. After adding the noise to the ACELP speech frame
(Apply ACELP noise filling) the ACELP speech frame is de-emphasized by a IR and the
speech frames and the general audio frames are combined in a time signal, representing
the decoded audio information. The steep high-pass effect of the de-emphasis on the

spectrum of the added noise is depicted by the small inserted Figures |, Il, and Hll in Fig. 6.
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In other words, according to Fig. 6, the ACELP noise filling system described above was
implemented in the LD-USAC (EVS) decoder, a low delay variant of xHE-AAC [6] which
can switch between ACELP (speech) and MDCT (music / noise) coding on a per-frame

basis. The insertion process according to Fig. 6 is summarized as follows:

1. The bitstream is read, and if is determined whether the current frame is an ACELP
or MDCT or DTX frame. Regardless of the frame type, the spectrally flattened
excitation signal (in perceptual domain) is decoded and used to update the noise
level estimate as described below in detail. Then the signal is fully reconstructed
up to the de-emphasis, which is the last step.

2. If the frame is ACELP-coded, the tilt (overall spectral shape) for the noise insertion
is computed by first-order LPC analysis of the LPC filter coefficients. The {ilt is
derived from the gain g of the 16 LPC coefficients ayx, which is given by
g =2 [akrak+1] / Z [avad].

3. If the frame is ACELP-coded, the noise shaping level and tilt are employed to
perform the noise addition onto the decoded frame: a random noise generator
generates the spectrally white noise signal, which is then scaled and shaped using
the g-derived tilt.

4. The shaped and leveled noise signal for the ACELP frame is added onfo the
decoded signal just before the final de-emphasis filtering step. Since the de-
emphasis is a first order IR boosting low frequencies, this allows for low-
complexity, steep IIR high-pass filtering of the added noise, as in Figure 6,

avoiding audible noise artifacts at low frequencies.

The noise level estimation in step 1 is performed by computing the root mean square ems
of the excitation signal for the current frame (or in case of an MDCT-domain excitation the
time domain equivalent, meaning the ems which would be computed for that frame if it
were an ACELP frame) and by then dividing it by the peak level p of the transfer function
of the LPC analysis filter. This yields the level my of the spectral minimum of frame f as in
Fig. 7. my is finally enqueued in the noise level estimator operating based on e.g. minimum
statistics [3]. Note that since no time/frequency transforms are necessary and since the
level estimator is only run once per frame (not on multiple sub-bands), the described
CELP noise filling system exhibits very low complexity while being able to improve low-bit-

rate coding of noisy speech.
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Although some aspects have been described in the context of an audio decoder, it is clear
that these aspects also represent a description of the corresponding method, where a
block or device corresponds to a method step or a feature of a method step. Analogously,
aspects described in the context of a method step also represent a description of a
corresponding block or item or feature of a ¢orresponding audio decoder. Some or all of
the method steps may be executed by (or using) a hardware apparatus, like for example,
a microprocessor, a programmable computer or an electronic circuit. In some embodi-
ments, some one or more of the most important method steps may be executed by such
an apparatus.

The inventive encoded audio signal can be stored on a digital storage medium or can be
transmitted on a transmission medium such as a wireless transmission medium or a wired
transmission medium such as the Internet.

Depending on certain implementation requirements, embodiments of the invention can be
implemented in hardware or in software. The implementation can be performed using a
digital stbrage medium, for example a floppy disk, a DVD, a Blu-Ray®, a CD, a ROM, a
PROM, an EPROM, an EEPROM or a FLASH memory, having electronically readable:
control signals stored thereon, which cooperate {(or are capable of cooperating) with a
programmablé computer system such that the respective method 'is performed. Therefore,

the digital storage medium may be computer readabie.

Some embodiments according to the invention comprise a data carrier having elec-
tronically. readable control signals, which are capable of cooperating with a programmable
computer system, such that one of the methods described herein is performed.

Generally, embodiments of the present invention can be implemented as a computer
program.product with a program code, the ;Srogram code being operative for performing
cne of the methods when the computer program product runs on a cemputer. The
program code may for example be stored on a machine readabie carrier.

Other embodiments comprise the computer program for performing one of the methdds
described herein, stored on a machine readable carrier.

In other words, an embodiment of the inventive method is, therefore, a computer program
having a program code for performing one of the methods described herein, when the
computer program runs-on a computer. '
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A further embodiment of the inventive methods is, therefore, a data carrier (or a digital
storage medium, or a computer-readable medium) comprising, recorded thereon, the
computer program for performing one of the methods described herein. The data carrier,
the digital storage medium or the recorded medium are typically tangible and/or non-

transitionary.

A further embodiment of the inventive method is, therefore, a data stream or a sequence
of signals representing the computer program for performing one of the methods
described herein. The data stream or the sequence of signals may for example be
configured to be transferred via a data communication connection, for example via the

Internet.

A further embodiment comprises a processing means, for example a computer, or a
programmable logic device, configured to or adapted to perform one of the methods

described herein.

A further embodiment comprises a computer having installed thereon the computer

program for performing one of the methods described herein.

A further embodiment according to the invention comprises an apparatus or a system
configured to transfer (for example, electronically or optically) a computer program for
performing one of the methods described herein to a receiver. The receiver may, for
example, be a computer, a mobile device, a memory device or the like. The apparatus or
system may, for example, comprise a file server for transferring the computer program to

the receiver.

In some embodiments, a programmabile logic device (for example a field programmable
gate array) may be used to perform some or all of the functionalities of the methods
described herein. In some embodiments, a field programmable gate array may cooperate
with a microprocessor in order to perform one of the methods described herein. Generally,

the methods are preferably performed by any hardware apparatus.

The apparatus described herein may be implemented using a hardware apparatus, or

using a computer, or using a combination of a hardware apparatus and a computer.

The methods described herein may be performed using a hardware apparatus, or using a

computer, or using a combination of a hardware apparatus and a computer.
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The above described embodiments are merely illustrative for the principles of the present
invention. It is understood that modifications and variations of the arrangements and the
details described herein will be apparent to others skilled in the art. It is the intent,
therefore, to be limited only by the scope of the impending patent claims and not by the
specific details presented by way of description and explanation of the embodiments
herein.
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Claims

An audio decoder for providing a decoded audio information on the basis of an
encoded audio information comprising linear prediction coefficients (LPC),
the audio decoder comprising:
- a tilt adjuster configured to adjust a tilt of a background neise using a tilt information,
wherein the tilt adjuster is configured to use linear prediction coefficients of a current
frame to obtain the tilt information;
- a decoder core configured to decode an audic information of the current frame
using the linear prediction coefficients of the current frame to obtain a decoded core
coder output signal; and
- a noise inserter configured to add the adjusted background noise to the current
frame, to perform a noise filling,

wherein the tilt adjuster is configured to use a result of a first-order analysis
of the linear predicticn coefficients of the current frame to obtain the tilt information,

wherein the tilt adjuster is configured to obtain the tilt information using a
calculation of a gain g of the linear prediction coefficients of the current frame as the
first-order analysis,

wherein g=Z(ax ar+1)/Z{ax ax), and

wherein ax is a linear prediction coefficient of the current frame,
located at LPC index k.

The audio decoder according to claim 1, wherein the audio decoder comprises a
frame type determinator for determining a frame type of the current frame, the frame
type determinator being configured to activate the tilt adjuster to adjust the tilt of the
background noise when the frame type of the current frame is detected to be of a

speech type.

CA 2899542 2019-07-30
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The audio decoder according to any one of claims 1 fo 2, wherein the audio decoder
furthermore comprises:

- a noise level estimator configured to estimate a noise level for a current frame
using a plurality of linear prediction coefficients of at least one previous frame to
obtain a noise level information;

- wherein the noise inserter is configured to add the background noise to the current
frame in dependence on the noise level information providéd by the noise level

estimator;

wherein the audio decoder is adapted to decode an excitation signal of the current

frame and to compute its root mean square s,

wherein the audio decoder is adapted to compute a peak level p of a transfer function
of an LPC filter of the current frame;

wherein the audio decoder is adapted to compute a spectral minimum m of the
current audio frame by computing the quotient of the root mean square ems and the
peak level p to obtain the noise level information;

wherein the noise level estimator is adapied to estimate the noise level on the basis

of two or more quotients of different audio frames.

The audio decoder according to any one of claims 1 to 3, wherein the audio decoder
comprises a de-emphasis filter to de-emphasize the current frame, the audio
decoder being adapted to applying the de-emphasis filter on the current frame after

the noise inserter added the noise to the current frame.

The audio decoder according to any one claims 1 to 4, wherein the audio decoder
comprises a noise generator, the noise generator being adapted to generate the

noise to be added to the current frame by the noise inserter,

The audio decoder according to any one of claims 1 to 5, wherein the audio decoder
comprises a noise generator configured to generate random white noise.

CA 2899542 2019-07-30
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The audio decoder according to any one of claims 1 to 8, wherein the audio decoder
is configured to use a decoder based on one or more of the decoders AMR-WB,
G.718 or LD-USAC (EVS) in order to decode the encoded audio information.

A method for providing a decoded audio information on the basis of an encoded
audio information comprising linear prediction coefficients (LPC),
the method comprising:
- adjusting a tilt of a background noise using a titt information, wherein linear
prediction coefficients of a current frame are used to obtain the tilt information; and
- decoding an audio information of the current frame using the linear prediction
coefficients of the current frame to obtain a decoded core coder output signal; and
- adding the adjusted background noise to the current frame, to perform a noise
filing, )
V wherein a result of a first-order analysis of the linear prediction coefficients

of the current frame is used to obtain the tilt information,

wherein the tilt information is obtained using a calculation of a gain g of the
linear prediction coefficients of the current frame as the first-order analysis,

wherein g=X(ax ar+1) (8 ax), and

wherein ax is a linear prediction coefficient of the current frame, located at
LPC index k.

A computer program product comprising a computer readable memory storing
computer executable instructions thereon that when executed by a cumputer

perform the method steps of claim 8.

CA 2899542 2019-07-30
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