A storage control system adapted to operate as a remote copy pair by communicating between a primary and a secondary of the remote copy pair comprises: a selector for selecting writes to be placed in a batch based on one or more criteria; a sequence number requester for requesting a sequence number for the batch; a sequence number granter for granting a sequence number for the batch; a batch transmitter for transmitting the batch to the secondary; a permission receiver for receiving a permission to write the batch from the secondary; and a write component responsive to the permission receiver to write the batch to completion; wherein the secondary is responsive to the completion to grant a further permission to write for a further batch.
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BACKGROUND

The present disclosure relates to technology for data storage management, and in particular to a technology for preserving consistency of data in a remote copy facility.

Critical data is often protected against disasters by copying it to another site. One technique in use for this purpose is known as Remote Copy.

Remote Copy is the pairing of a disk (or logical volume) with another disk for use as a backup. The original disk is known as the primary and the backup disk is known as the secondary. Whenever data is written to the primary it must also be written to the secondary, to ensure the backup stays up to date. Remote Copy may be implemented synchronously—that is, so that processing at the host is delayed until confirmation of the completion of the corresponding write at the secondary has been—or it may be implemented asynchronously.

Asynchronous Remote Copy means that the host that wrote the data to the primary is not delayed while data is copied to the secondary; as soon as the data has been written to the primary the host is notified of completion. The data is then copied to the secondary asynchronously.

One of the main challenges when implementing Asynchronous Remote Copy is maintaining consistency of the secondary disk. 'Maintaining consistency' means keeping the secondary data in a state that the primary data could have been in at some point during the process. The secondary data is allowed to be 'out of date' (i.e. a certain number of updates have not yet been applied to the secondary), but it cannot be allowed to be inconsistent.

The table below shows a sequence of events. During these events the secondary is out of date in relation to the primary, but the data it contains always matches something that the host could have read from the primary, and thus the secondary is always consistent.

<table>
<thead>
<tr>
<th>Action</th>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Host writes AAA to disk</td>
<td>AAAAXX</td>
<td>XXXXXX</td>
</tr>
<tr>
<td>2. Write from step 1 completes to the host</td>
<td>AAAAXX</td>
<td>XXXXXX</td>
</tr>
<tr>
<td>3. Host writes BBB to disk</td>
<td>AAAABB</td>
<td>XXXXX</td>
</tr>
<tr>
<td>4. Remote copy sends AAA to the secondary</td>
<td>AAAABB</td>
<td>XXAAA</td>
</tr>
<tr>
<td>5. Remote copy sends BBB to the secondary</td>
<td>AAAABB</td>
<td>AAAABB</td>
</tr>
</tbody>
</table>

The table below shows a sequence of events in which the updates to the secondary are applied in the wrong order. The write issued in step 3 is a 'dependent write' as it is issued after the write of AAA completes. BBB can therefore only be written to the disk after AAA.

If the primary had failed after step 4, the secondary would have been left inconsistent, as the host knows that at no point did the primary contain the data XXXBBB.

One approach that has been used in maintaining consistency is the use of what are known as "colours". In this approach, sets of updates are put into groups known as 'colours'. Before applying a colour group a snapshot of the secondary disk is taken. This snapshot is a consistent copy of the secondary data. The updates in the colour group are applied, and if nothing interrupts this process the snapshot is discarded. If something goes wrong during the update process, the snapshot is copied back to the secondary disk, restoring the disk to a consistent state.

Colours are formed at regular intervals (for example, every 5 seconds), with I/O being quiesced before colour formation begins.

The drawbacks of this approach are:

- Twice as much storage space is required on the secondary for taking snapshots.
- A large amount of processing time will be taken up by the snapshot function, harming system performance.
- The Recovery Point Objective (RPO) of the system is relatively high (for example if colours are formed every 5 seconds, the secondary may be up to 5 seconds out of date in relation to the primary).
- A fast, efficient snapshot function is required as snapshots will be taken frequently.
- The architecture of many storage subsystems prohibits this, so a different approach must be taken.

A second approach that has been used is to assign every single write that enters the primary a unique sequence number, such that if write B arrives after write A it will have a higher sequence number.

The writes are sent to the secondary, which applies them in sequence number order. This ensures that the secondary is consistent at all times, as the writes are applied to the secondary in the exact order they were issued by the host. The drawbacks of this approach are:

- Only one write can be in progress at any given time on the secondary, as each write must complete before the write for the next sequence number can begin. This would give an unacceptable level of performance.

On multi-node systems a central server would be required to control the issuing of sequence numbers. Every single write on the primary would result in a message to the server to obtain a sequence number. This would result in a very large number of messages and high consumption of message resources, and also causes delays while waiting for a sequence number to be issued.

It would thus be desirable to have a technological means for preserving consistency of data in a remote copy facility, with minimal additional resource use.

SUMMARY

Certain embodiments provide a storage control system adapted to operate as a remote copy pair by communicating between a primary and a secondary of said remote copy pair. The storage control system comprises a selector for
selecting writes to be placed in a batch based on one or more criteria. The storage control system further comprises a sequence number requester for requesting a sequence number for said batch. Also included in the storage control system is a sequence number granter for granting a sequence number for said batch. Furthermore, the storage control system includes a batch transmitter for transmitting said batch to said secondary and a permission receiver for receiving a permission to write said batch from said secondary. The storage control system also includes a write component responsive to said permission receiver to write said batch to completion, wherein said secondary is responsive to said completion to grant a further permission to write for a further batch.

[0023] In certain embodiments, said write component comprises a concurrent write component for concurrently executing a plurality of writes.

[0024] In certain additional embodiments, said one or more criteria comprises mutual independence of said writes.

[0025] Certain further embodiments provide a method or logic arrangement for a storage control system adapted to operate as a remote copy pair by communicating between a primary and a secondary of said remote copy pair. A selection is made of writes to be placed in a batch based on one or more criteria and a sequence number is requested for said batch. A sequence number is granted for said batch and said batch is transmitted to said secondary. A permission is received to write said batch from said secondary, and responsive to said permission said batch is written to completion, wherein said secondary is responsive to said completion to grant a further permission to write for a further batch.

[0026] In certain embodiments the writing comprises concurrently executing a plurality of writes.

[0027] In certain embodiments there is provided a computer program comprising computer program code to, when loaded into a computer system and executed thereon, cause said computer system to perform all the steps of the method or logic arrangement described above.

[0028] Certain embodiments of the invention contemplate, in their broadest aspect, a technical framework for preserving consistency of data in a remote copy facility.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0029] Certain embodiments will now be described, by way of example only, with reference to the accompanying figures, in which:

[0030] FIG. 1 shows in schematic form an arrangement of components in accordance with an exemplary embodiment; and

[0031] FIG. 2 shows in schematic form one method or one logic arrangement in which a method of operation according to an exemplary embodiment may be implemented.

**DETAILED DESCRIPTION**

[0032] Certain embodiments are broadly directed to preserving consistency of data in a remote copy facility.

[0033] A first exemplary embodiment of the present invention comprises placing the writes into sequence number batches, and sending one batch at a time to the secondary. In this manner, writes that are independent of one another may be assigned the same sequence number. The primary sends a batch of writes (e.g. all writes with sequence number 17) to the secondary. When these writes have completed, the next batch (e.g. for sequence number 18) is sent to the secondary. The secondary processes all writes as it receives them. This increases secondary concurrency and reduces the amount of inter-node messaging.

[0034] One drawback of this approach is that it does not fully utilise the long distance communications channel; the channel is idle from the time the last write in a batch is sent until the last write in the batch completes. As this could be of the order of 100 ms, the link utilisation is not optimal.

[0035] In certain additional exemplary embodiments, therefore, a more efficient approach for allocating sequence numbers is proposed, as will be outlined below.

[0036] The exemplary method of assigning sequence numbers to writes is based on the following observations:

[0037] All writes that have been issued by the host without receiving completions must be independent (none of them have completed, so none can depend on another).

[0038] All such writes can be given the same sequence number and applied in any order on the secondary, as they can be applied in any order on the primary.

On a multi-node system, batches are formed in two places:

[0039] All writes that are outstanding on a given node can be placed in the same batch. Only one sequence number request for the whole batch needs to be sent to the sequence number server, greatly reducing the number of messages and message resources that are required.

[0040] All requests that arrive at the sequence number server can be placed in the same batch. This increases the batch size further, increasing the number of writes that can be done concurrently on the secondary, improving performance.

[0041] The implementation below describes one instance of the protocol to be used in an exemplary embodiment of the present invention. All writes to disks that are related must use the same instance of the protocol, to ensure that consistency between these disks is maintained. Unrelated disks may use different instances of the protocol (i.e. they can have separate sequence number servers and clients). This is achieved in certain embodiments as described below, with reference to the figures.

[0042] Turning to FIG. 1, there is shown an arrangement of components in accordance with an exemplary embodiment of the present invention. In FIG. 1, primary 100 comprises an I/O processor 104 for receiving write I/O commands, normally from a host apparatus (not shown). I/O processor is in operative communication with primary client 106, which is cooperatively connected to primary server 108. Secondary 102 comprises secondary client 110, which is operatively coupled to secondary server 112 and I/O handler 114. I/O handler 114 is operable in communication for the purpose of performing write I/Os with data storage (not shown), which may comprise any of the known forms of data storage, for example, but not limited to, magnetic disk storage, tape storage or the like. Primary client 106 at primary 100 is linked over a communications link with secondary client 110 at secondary 102, and primary server 106 at primary 100 is linked over a communications link with secondary server 110 at secondary 102. The arrangement and location of primary and secondary clients and servers is intended to be exemplary only, and many other arrangements are envisaged, as for example, locating clients or servers at intermediate and communicating nodes of a data processing or communications network. Such alternative arrangements of client and server
devices, systems or modules are well understood by those of ordinary skill in the art, and need not be further described here.

[0043] Certain embodiments of the present invention in the form of a system or apparatus advantageously addresses the problem of providing a technological means for preserving consistency of data in a remote copy facility.

[0044] Turning to FIG. 2, there is shown in schematic form one method or one logic arrangement in which a method of operation according to an exemplary embodiment of the present invention may be implemented. It will be clear to one of ordinary skill in the art that many modifications and variations, including, for example, variations in the sequence of steps, may be made without departing from the scope of the present invention.

[0045] The system in which a method of operation according to an exemplary embodiment of the present invention may be implemented comprises the following components as illustrated in FIG. 2.

[0046] PrimaryClient. Every node where write I/Os are received will need to have a PrimaryClient. When a write I/O is received, the I/O code requests a sequence number from the PrimaryClient. The PrimaryClient batches up all concurrent requests and sends a RequestSequence-Number message to the PrimaryServer. When a sequence number is granted, the PrimaryClient sends the write I/O to the SecondaryClient, embedding the sequence number within the Write message. Only write I/Os that were active when the RequestSequenceNumber was issued may be assigned the granted sequence number, to prevent dependent writes being placed in the same batch (in a multi-node system other nodes may have received their grants and completed their I/Os already).

[0047] PrimaryServer. Only one PrimaryServer will exist. It receives RequestSequenceNumber messages from the PrimaryClients, batches up all concurrent requests, and replies to the PrimaryClients, sending them the granted sequence number. It also sends a New-Batch message to the SecondaryServer, telling it the sequence number that was issued, and how many write I/Os were granted the sequence number.

[0048] SecondaryClient. The SecondaryClient receives Write messages from the PrimaryClient. Each write is placed on a queue. When the SecondaryClient receives an OkToWrite message for a sequence number it pulls all writes for this sequence number off the queue and executes them. When each write completes it sends WriteDone messages to the PrimaryClient and SecondaryServer.

[0049] SecondaryServer. The SecondaryServer receives NewBatch messages from the PrimaryServer. The SecondaryServer is responsible for co-ordinating the SecondaryClients, ensuring that writes are processed in sequence number order to maintain data consistency. When the first NewBatch arrives, the SecondaryServer sends an OkToWrite message to each SecondaryClient so that they can process writes for the first sequence number as soon as they arrive. When the SecondaryServer has received the expected number of WriteDone messages (one WriteDone for each write in the batch) it sends OkToWrite messages for the next sequence number.

[0050] An exemplary method is as follows:

[0051] Step 1: one of more of the I/O processors issues a request for a sequence number to the primary client.

[0052] Step 2: the primary client issues the request for a sequence number to the primary server.

[0053] Step 3: the primary server issues a new batch request to the secondary server, and batches up a plurality of requests that have been received from the primary clients.

[0054] Step 4: the secondary server sends an “Ok to write” message for the specified sequence number to the secondary client. Step 4 can only take place when there are no outstanding writes for a previous sequence number, should one exist.

[0055] Step 5: the primary server grants the request for a sequence number to the primary client.

[0056] Step 6: the primary server passes the “request granted” message on to the or each requesting I/O processor.

[0057] Step 7: the or each I/O processor in turn issues a write for the specified sequence number to the primary client.

[0058] Step 8: the primary client issues the write request for the specified sequence number to the secondary client.

[0059] Step 9: the write is issued to the I/O handler, which performs the write I/O.

[0060] Step 10: the I/O handler returns a “write done” message to the secondary client.

[0061] Step 11: the secondary client passes the “write done” message to the secondary server.

[0062] Step 12: the secondary client passes the “write done” message to the primary client.

[0063] Step 13: the primary client passes the “write done” message back to the relevant I/O processor.

[0064] Certain embodiments of the present invention in the form of a method or logic arrangement thus advantageously addresses the problem of providing a technological means for preserving consistency of data in a remote copy facility, with minimal additional resource use. It will be clear to one of ordinary skill in the art that certain of the steps shown here in sequential fashion as they are numbered may in fact be processed concurrently, and that certain steps may be required to wait for the completion of other operations, and that the sequence shown is merely exemplary of the processing that may be performed by an embodiment of the present invention. For example, as shown above, the performance of step 4 may be delayed until after the completion of all steps 5 to 11 for a preceding sequence number, or step 4 may be performed immediately, as, for example, on a first iteration of the steps of the method, when no write activity for any previous sequence number would be in progress.

[0065] It will be clear to one of ordinary skill in the art that all or part of the method of the exemplary embodiments of the present invention may suitably and usefully be embodied in a logic apparatus, or a plurality of logic apparatus, comprising logic elements arranged to perform the steps of the method and that such logic elements may comprise hardware components, firmware components or a combination thereof.

[0066] It will be equally clear to one of skill in the art that all or part of a logic arrangement according to the exemplary embodiments of the present invention may suitably be embodied in a logic apparatus comprising logic elements to perform the steps of the method, and that such logic elements may comprise components such as logic gates in, for example a programmable logic array or application-specific integrated circuit. Such a logic arrangement may further be embodied in enabling elements for temporarily or permanently establishing logic structures in such an array or circuit using, for
example, a virtual hardware descriptor language, which may be stored and transmitted using fixed or transmittable carrier media.

It will be appreciated that the method and arrangement described above may also suitably be carried out fully or partially in software running on one or more processors (not shown in the figures), and that the software may be provided in the form of one or more computer program elements carried on any suitable data-carrier (also not shown in the figures) such as a magnetic or optical disk or the like. Channels for the transmission of data may likewise comprise storage media of all descriptions as well as signal-carrying media, such as wired or wireless signal-carrying media.

The present invention may further suitably be embodied as a computer program product for use with a computer system. Such an implementation may comprise a series of computer-readable instructions either fixed on a tangible medium, such as a computer readable medium, for example, diskette, CD-ROM, ROM, or hard disk, or transmittable to a computer system, using a modem or other interface device, over either a tangible medium, including but not limited to optical or analogue communications lines, or intangibly using wireless techniques, including but not limited to microwave, infrared or other transmission techniques. The series of computer readable instructions embodies all or part of the functionality previously described herein.

Those skilled in the art will appreciate that such computer readable instructions can be written in a number of programming languages for use with many computer architectures or operating systems. Further, such instructions may be stored using any memory technology, present or future, including but not limited to, semiconductor, magnetic, or optical, or transmitted using any communications technology, present or future, including but not limited to, optical, infrared, or microwave. It is contemplated that such a computer program product may be distributed as a removable medium with accompanying printed or electronic documentation, for example, shrink-wrapped software, pre-loaded with a computer system, for example, on a system ROM or fixed disk, or distributed from a server or electronic bulletin board over a network, for example, the Internet or World Wide Web.

In an alternative, exemplary embodiments of the present invention may be realized in the form of a computer implemented method of deploying a service comprising steps of deploying computer program code operable to, when deployed into a computer infrastructure and executed thereon, cause the computer system to perform all the steps of the method.

In a further alternative, the exemplary embodiments of the present invention may be realized in the form of a data carrier having functional data thereon, said functional data comprising functional computer data structures to, when loaded into a computer system and operated upon thereby, enable said computer system to perform all the steps of the method.

It will be clear to one skilled in the art that many improvements and modifications can be made to the foregoing exemplary embodiment without departing from the scope of the present invention.

1-8. (canceled)

9. A method implemented in a primary device that is in communication with a secondary device, the method comprising:

selecting, by a computer, writes to be placed in a batch based on one or more criteria;

requesting a sequence number for the batch;

granting a sequence number for the batch;

transmitting the batch to the secondary device;

receiving a permission to write the batch from the secondary device;

writing the batch to completion, in response to receiving the permission; and

receiving a further permission granted by the secondary device to write for a further batch, in response to the completion.

10. The method of claim 9, wherein the writing comprises concurrently executing a plurality of writes.

11. The method of claim 10, wherein the one or more criteria comprises mutual independence of the writes.

12. The method of claim 9, wherein the one or more criteria comprises mutual independence of the writes.

13. The method of claim 9, further comprising:

deploying computing infrastructure, wherein the deployment of the computing infrastructure comprises integrating computer program code into the primary device, and wherein the computer program code, in response to being executed, performs the selecting, the requesting, the granting, the transmitting, the receiving of the permission, the writing, and the receiving of the further permission.

14. A computer readable medium, wherein computer program code stored in the computer readable medium when loaded into a primary device and executed thereon, causes the primary device to perform operations, wherein the primary device in communication with a secondary device, the operations comprising:

selecting writes to be placed in a batch based on one or more criteria;

requesting a sequence number for the batch;

granting a sequence number for the batch;

transmitting the batch to the secondary device;

receiving a permission to write the batch from the secondary device;

writing the batch to completion, in response to receiving the permission; and

receiving a further permission granted by the secondary device to write for a further batch, in response to the completion.

15. The computer readable medium of claim 14, wherein the writing comprises concurrently executing a plurality of writes.

16. The computer readable medium of claim 15, wherein the one or more criteria comprises mutual independence of the writes.

17. The computer readable medium of claim 14, wherein the one or more criteria comprises mutual independence of the writes.

18. A primary device in communication with a secondary device, the primary device comprising:

a selector for selecting writes to be placed in a batch based on one or more criteria;

a sequence number requester for requesting a sequence number for the batch;
a sequence number granter for granting a sequence number for the batch;
a batch transmitter for transmitting the batch to the secondary device;
a permission receiver for receiving a permission to write the batch from the secondary device; and
a write component responsive to the permission receiver to write the batch to completion, wherein the secondary device is responsive to the completion to grant a further permission to write for a further batch.

19. The primary device of claim 18, wherein the write component comprises a concurrent write component for concurrently executing a plurality of writes.

20. The primary device of claim 19, wherein the one or more criteria comprises mutual independence of the writes.

21. The primary device of claim 18, wherein said one or more criteria comprises mutual independence of said writes.

* * * * *