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약하게 오더링된 프로세싱 시스템은 강하게 오더링된 데이터 전송 버스 트랜잭션들을 실행 동기화 버스 트랜잭션

또는 "메모리 배리어" 버스 트랜잭션으로 만든다.  전역적 관측가능성을 보장하는 슬래브 디바이스는 메모리 배

리어 프로토콜의 "옵트 아웃(opt out)"일 수 있다.  다양한 실시예들에서, 옵트-아웃 결정은 신호를 어서팅하는

각각의 슬래브 디바이스에 의해 동적으로 구성되거나, 슬래브 디바이스들을 검사(polling)하고 전역적 관측가능

성 레지스터에서 해당 비트들을 설정함으로써 POST(Power-On Self Test)  동안 시스템-와이드를 설정하거나, 또

는 슬래브 디바이스만이 메모리 배리어 프로토콜에 참여하는 비순차적(out-of-order) 데이터 전송 동작들을 수행

할 수 있도록 시스템 설계자들에 의해 배선연결될 수 있다.

대 표 도 - 도1
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특허청구의 범위

청구항 1 

약하게 오더링된 프로세싱 시스템으로서,

다수의 슬래브 디바이스들;

하나 이상의 슬래브들로 데이터 전송 버스 트랜잭션들을 지향시키도록 구성된 적어도 하나의 마스터 디바이스;

및

마스터 및 슬래브 디바이스들 사이에서 데이터 전송 버스 트랜잭션을 구현하고, 상기 마스터 디바이스로부터의

실행 동기화 버스 트랜잭션 요청에 응답하여 전역적 관측가능하지 않은(globally observable) 하나 이상의 슬래

브 디바이스들로 실행 동기화 버스 트랜잭션을 지향시키도록 구성된 버스 상호접속부

를 포함하는 약하게 오더링된 프로세싱 시스템.

청구항 2 

제 1 항에 있어서, 

상기 버스 상호접속부는 각각이 상기 슬래브 디바이스와 대응하며 상기 슬래브 디바이스가 전역적 관측가능성을

유지하는지 여부를 나타내는 다수의 비트들을 포함하는 논리적인 전역적 관측가능성 레지스터를 포함하는 약하

게 오더링된 프로세싱 시스템.

청구항 3 

제 2 항에 있어서,

상기 전역적 관측가능성 레지스터는 시스템 초기화 동안 시스템 소프트웨어에 의한 하나 이상의 물리적 레지스

터들 세트를 포함하는 약하게 오더링된 프로세싱 시스템.

청구항 4 

제 3 항에 있어서,

상기 시스템 소프트웨어는 이들의 전역적 관측가능성을 확인하기 위해 슬래브 디바이스들의 구성 레지스터들을

조사(poll)하는 약하게 오더링된 프로세싱 시스템.

청구항 5 

제 2 항에 있어서,

상기 논리적인인 전역적 관측가능성 레지스터의 하나 이상의 비트들은 배선연결되는(hard-wired) 약하게 오더링

된 프로세싱 시스템.

청구항 6 

제 2 항에 있어서,

상기 논리적인인 전역적 관측가능성 레비스터의 하나 이상의 비트들은 상기 슬래브 디바이스들로부터의 다이나

믹 이진 신호들을 포함하는 약하게 오더링된 프로세싱 시스템.

청구항 7 

제 6 항에 있어서,

상기 슬래브 디바이스는 데이터 전송 동작들을 실행하기 이전에 데이터 전송 동작들을 버퍼링하며, 상기 슬래브

디바이스는 버퍼가 비었을 때, 다이나믹 이진 신호를 통해 상기 논리적인인 전역적 관측가능성 레지스터에 대해

전역적으로 관측가능하다는 것을 표시하는 약하게 오더링된 프로세싱 시스템.

청구항 8 
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제 1 항에 있어서,

상기 마스터 디바이스들로부터의 데이터 전송 버스 트랜잭션 요청들은 상기 데이터 전송 버스 트랜잭션이 강하

게 오더링되었는지를 나타내는 속성을 포함하는 약하게 오더링된 프로세싱 시스템.

청구항 9 

제 1 항에 있어서,

상기 실행 동기화 버스 트랜잭션을 수신하는 각각의 슬래브 디바이스는 상기 강하게 오더링된 데이터 전송 버스

트랜잭션을 송출하는 적어도 상기 마스터 디바이스로부터 앞서 수신된 모든 데이터 전송 동작들을 실행하는 약

하게 오더링된 프로세싱 시스템.

청구항 10 

제 1 항에 있어서,

상기 강하게 오더링된 데이터 전송 버스 트랜잭션이 지향되는 상기 슬래브 디바이스는 상기 강하게 오더링된 데

이터 전송 버스 트랜잭션을 실행하기 이전에, 상기 강하게 오더링된 데이터 전송 버스 트랜잭션을 송출하는 적

어도 상기 마스터 디바이스로부터 이전에 수신된 모든 데이터 전송 동작들이 실행되었다는 것을 상기 마스터 디

바이스들에 나타내는 약하게 오더링된 프로세싱 시스템.

청구항 11 

제 1 항에 있어서,

상기 버스 상호접속부는 상기 강하게 오더링된 데이터 전송 버스 트랜잭션 요청을 송출하는 상기 마스터 디바이

스가 데이터 전송 버스 트랜잭션들을 지향시킬 수 있는 전역적으로 관측가능하지 않은 슬래브 디바이스들에만

상기 실행 동기화 버스 트랜잭션을 지향시키는 약하게 오더링된 프로세싱 시스템.

청구항 12 

제 1 항에 있어서,

상기 버스 상호접속부는 상기 강하게 오더링된 데이터 전송 버스 트랜잭션 요청에 응답하여 전역적으로 관측가

능하지 않은 하나 이상의 슬래브 디바이스들로 실행 동기화 버스 트랜잭션을 지향시키도록 추가로 구성되는 약

하게 오더링된 프로세싱 시스템.

청구항 13 

약하게 오더링된 프로세싱 시스템에서 하나 이상의 마스터 디바이스들로부터 2개 이상의 슬래브 디바이스들로

데이터 전송 버스 트랜잭션들을 지향시키도록 동작하는 버스 상호접속부로서,

데이터 전송 버스 트랜잭션 요청들이 대기되도록 동작하는 버스 레지스터; 및

제어기

를 포함하며, 상기 제어기는 상기 버스 레지스터로부터 데이터 전송 버스 트랜잭션들의 송출을 제어하도록 동작

하며, 상기 마스터 디바이스로부터의 실행 동기화 버스 트랜잭션 요청에 응답하여 전역적으로 관측가능하지 않

은 하나 이상의 슬래브 디바이스들로 실행 동기화 버스 트랜잭션을 송출하도록 동작하는, 버스 상호접속부.

청구항 14 

제 13 항에 있어서,

상기 제어기는 슬래브 디바이스들이 전역적으로 관측가능하다는 것을 나타내는 논리적인인 전역적 관측가능성

레지스터를 포함하는 버스 상호접속부.

청구항 15 

제 14 항에 있어서,

상기 논리적인인 전역적 관측가능성 레지스터는 시스템 소프트웨어에 의한 물리적 레지스터 세트를 포함하는 버
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스 상호접속부.

청구항 16 

제 15 항에 있어서,

상기 시스템 소프트웨어는 상기 전역적 관측가능성 레지스터를 세팅하기 이전에, 이들의 전역적 관측가능성을

확인하기 위해 상기 슬래브 디바이스들에서 상태 레지스터들 조사하는 버스 상호접속부.

청구항 17 

제 14 항에 있어서,

상기 논리적인인 전역적 관측가능성 레지스터의 하나 이상의 비트들은 시스템 설계자들에 의해 배선연결되는 버

스 상호접속부.

청구항 18 

제 14 항에 있어서,

상기 논리적인인 전역적 관측가능성 레지스터의 하나 이상의 비트들은 슬래브 디바이스들로부터의 다이나믹 이

진 신호들을 포함하는 버스 상호접속부.

청구항 19 

제 18 항에 있어서,

상기 슬래브 디바이스는 실행에 앞서 데이터 전송 동작들을 버퍼링하도록 동작하며, 상기 슬래브 디바이스는 상

기 버퍼가 비었을 때 다이나믹 이진 신호를 통해 전역적 관측가능성을 나타내는 버스 상호접속부.

청구항 20 

제 12 항에 있어서, 

상기 제어기에 논리적인으로 접속되며 계류중인 데이터 전송 버스 트랜잭션이 상기 슬래브 디바이스로 지향되었

는지를 확인하도록 동작하며, 강하게 오더링된 데이터 전송 버스 트랜잭션들을 검출하도록 동작하는 디코더를

더 포함하는 버스 상호접속부.

청구항 21 

제 14 항에 있어서,

상기 버스 레지스터로부터 데이터 전송 버스 트랜잭션들을 수신하는 버스 스위치를 더 포함하며, 상기 버스 스

위치는 상기 디코더의 제어하에 상기 데이터 전송 버스 트랜잭션들이 상기 슬래브 디바이스들로 지향되게 동작

하는 버스 상호접속부.

청구항 22 

제 13 항에 있어서,

상기 제어기는 강하게 오더링된 데이터 전송 버스 트랜잭션 요청에 응답하여 실행 동기화 버스 트랜잭션을 전역

적으로 관측가능하지 않은 하나 이상의 슬래브 디바이스들로 송출하도록 동작하는 버스 상호접속부.

청구항 23 

하나 이상의 마스터 디바이스들 및 2개 이상의 슬래브 디바이스들을 포함하는 약하게 오더링된 프로세싱 시스템

에서 강하게 오더링된 데이터 전송 버스 트랜잭션을 실행하는 방법으로서,

상기 슬래브 디바이스들이 전역적으로 관측가능하다는 표시를 유지하는 단계; 및

상기 마스터 디바이스로부터 실행 동기화 버스 트랜잭션 요청에 응답하여 실행 동기화 버스 트랜잭션을 전역적

으로 관측가능하지 않은 하나 이상의 슬래브 디바이스들로 송출하는 단계
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를 포함하는, 강하게 오더링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 24 

제 23 항에 있어서,

상기 마스터 디바이스로부터 수신된 각각의 데이터 전송 버스 트랜잭션 요청의 속성을 디코딩함으로써 강하게

오더링된 데이터 전송 버스 트랜잭션을 검출하는 단계를 더 포함하는 강하게 오더링된 데이터 전송 버스 트랜잭

션 실행 방법.

청구항 25 

제 23 항에 있어서,

상기 실행 동기화 버스 트랜잭션은 강하게 오더링된 데이터 전송 버스 트랜잭션 요청을 송출하는 마스터 디바이

스가 데이터 전송 버스 트랜잭션들을 지향시킬 수 있는 전역적으로 관측가능하지 않은 슬래브 디바이스들로만

송출되는 강하게 오더링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 26 

제 23 항에 있어서,

상기 슬래브 디바이스들이 전역적으로 관측가능하다는 표시를 유지하는 단계는 논리적인인 전역적 관측가능성

상태 레지스터를 유지하는 단계를 포함하며, 각각의 슬래브 디바이스에는 하나의 비트가 대으되는 강하게 오더

링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 27 

제 26 항에 있어서,

각각의 슬래브 디바이스의 전역적 관측가능성을 확인하기 위해 초기화 동안 슬래브 디바이스들의 상태 레지스터

들을 조사하는 단계; 및

물리적인 전역적 관측가능성 상태 레지스터를 설정하는 단계

를 더 포함하는 강하게 오더링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 28 

제 26 항에 있어서,

상기 슬래브 디바이스들이 전역적으로 관측가능하다는 표시를 유지하는 단계는 상기 슬래브 디바이스들의 전역

적 관측가능성을 표시하는 하나 이상의 슬래브 디바이스들로부터 다이나믹 이진 신호를 수신하는 단계를 포함하

는 강하게 오더링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 29 

제 23 항에 있어서,

실행 동기화 버스 트랜잭션을 수신하는 각각의 슬래브 디바이스에 대해, 상기 강하게 오더링된 데이터 전송 버

스 트랜잭션 요청을 송출하는 적어도 상기 마스터 디바이스로부터 계류중인 모든 데이터 전송 동작들을 실행하

는 단계를 더 포함하는 강하게 오더링된 데이터 전송 버스 트랜잭션 실행 방법.

청구항 30 

제 23 항에 있어서,

강하게 오더링된 데이터 전송 버스 트랜잭션을 수신하는 슬래브 디바이스에 대해, 상기 강하게 오더링된 데이터

전송 버스 트랜잭션을 실행하기 이전에, 상기 강하게 오더링된 데이터 전송 버스 트랜잭션 요청을 송출하는 적

어도 상기 마스터 디바이스로부터 계류중인 모든 데이터 전송 동작들을 실행하는 단계를 더 포함하는 강하게 오

더링된 데이터 전송 버스 트랜잭션 실행 방법.
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청구항 31 

제 23 항에 있어서,

강하게 오더링된 데이터 전송 버스 트랜잭션 요청을 수신하는 단계를 더 포함하는 강하게 오더링된 데이터 전

송 버스 트랜잭션 실행 방법.

명 세 서

기 술 분 야

본 발명은 전반적으로 컴퓨터 분야에 관한 것으로, 특히 메모리 배리어 버스 동작들을 제약적으로 방송하는 방<1>

법 및 장치에 관한 것이다.

배 경 기 술

컴퓨터들  및  다른  일렉트로닉  시스템들  및  디바이스들은  광범위한  분야들에서  계산  업무들(computational<2>

tasks)을 수행한다.  이러한 시스템들 및 디바이스들은 다양한 독립적인 특정기능 회로들 또는 모듈들, 이를 테

면, 프로세서들, 수학 보조프로세서들(co-processors), 비디오 및 그래픽 엔진들, DMA 제어기들, GPS 수신기들,

전용 압축 또는 암호화 회로들, 및 이와 유사한 것들을 통합시킴으로써 직접적 계산(straight computation)을

능가하는 기능이 점차적으로 통합된다.   이러한 디바이스들과 메모리 사이, 및 디바이스들 자체들 간의 높은-

대역폭 데이터 전송은 원하는 성능 레벨을 달성하는 데 있어 중요하다.  데이터 통신 버스는 프로세싱 시스템의

디바이스들 또는 모듈들 간의 공유형 통신(shared communication) 링크를 제공하는 공지된 구조이다.

공유형  버스상의  디바이스들의  2가지  공통  로직은  "마스터(master)"  및  "슬래브(slave)"  디바이스들을<3>

포함한다.  마스터 디바이스들은 버스 트랙잭션(transaction)을 초기화하며, 버스로의 액세스를 위해, 그리고

일부 시스템에서는 버스 대역폭의 공유를 위해 공통적으로 서로 중재된다.  슬래브 디바이스들은 마스터 디바이

스들에 의해 초기화되는 데이터 전송 버스 트랜잭션에 응답하여, 버스 트랜잭션 기록에 응답하는 마스터 디바이

스로부터 데이터를 허용하고 버스 트랜잭션 판독에 응답하는 마스터 디바이스에 데이터를 제공한다.  대부분의

슬래브 디바이스들은 공유형 버스상에서 해당 버스 트랜잭션이 이루어지는 순서로 데이터 전송 동작들을 실행한

다.

다수의 경우, 시스템 성능은 데이터 전송 동작들, 이를 테면 예를 들어 메모리 액세스들이 비순차적으로(out of<4>

order) 수행되게 함으로써 최적화될 수 있다.  예를 들어, 메모리 동작들의 시퀀스는 새로운 페이지가  개방되

기 이전에, 메모리의 동일한 페이지에 대한 모든 동작들이 실행되도록 재정렬될 수 있다.  일반적으로 메모리

동작들이 재정렬되게 허용되는 프로세싱 시스템들은 "약하게 오더링된(weakly-ordered)"  프로세싱 시스템들로

지칭된다.

반대로,  해당 버스 트랜잭션들과 동일한 순서로 메모리 동작들이 수행될 것을 요구하는 프로세싱 시스템들은<5>

 "강하게 오더링된(strongly-ordered)" 프로세싱 시스템들로 지칭된다.  메모리 동작들이 순서대로 실행되는 경

우 임의의 시간에서 메모리 상태들이 메모리  프로세서(들)에 대해 나타난다면, 강하게 오더링된 시스템들에서

의 슬래브 디바이스들은 실제로 버스 트랜잭션 순서를 벗어나게 메모리 동작들을 수행할 수 있다는 것이 주목된

다.  이러한 특징들은 "전역적 관측가능성(global observability)"으로 공지되어 있다.   항상 수신된 순서로

데이터  전송  동작들을  실행하는  간단한  슬래브  디바이스들은  본질적으로  전역적으로  관측가능하다(globally

observable).  비순차적으로 데이터 전송 동작들을 실행할 수 있는 다른 슬래브 디바이스들은 데이터 전송 동작

어드레스들을 "스누핑(snoop)"하며, 버스 트랜잭션 순서로 동일한 어드레스에 대한 데이터 전송 동작들을 실행

한다.  이러한 형태의 슬래브 디바이스들 또한 전역적으로 관측가능하다.  버스 트랜잭션 순서와 상관없이 데이

터 전송 동작들을 실행하는 슬래브 디바이스들은 전역적으로 관측가능하지 않다.

소정의 경우, 약하게 오더링된 프로세싱 시스템에서도, 데이터 전송 동작 순서는 정확한 동작을 보장해야 한다.<6>

예를 들면, 애플리케이션은 프로세서가 메모리 위치로부터 판독되기 이전에, 프로세서가 메모리에 데이터를 기

록할 것을 요구할 수 있다.  이러한 동작들의 재정렬(reordering)은 판독 동작에서 부정확한 데이터 복귀를 야

기시킬 수 있다.

다양한 종래의 기술들은 약하게 오더링된 프로세싱 시스템에서 오더링된(ordered) 데이터 전송 동작들을 실행하<7>

는데 이용된다.  한가지 기술은 그 이전에 모든 데이터 전송 동작들이 실행될 때까지 특정한 데이터 전송 버스
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트랜잭션을 간단히 지연시키는 것이다.  이전의 예에서, 프로세서는 기록 동작 데이터가 메모리 위치에 기록되

었다는 것을 보증하는 표시를 수신할 때까지, 판독 요청 송출을 지연시킬 수 있다.  명확하게 데이터 전송 동작

을 순서화시키기 위한 프로그램 실행 중단은 성능에 악영향을 미친다.

약하게 오더링된 프로세싱 시스템에서 오더링된 데이터 전송 동작들을 실행하는 또 다른 기술은 버스 프로토콜<8>

의 일부로서 실행 동기화 버스 트랜잭션을 한정하는 것으로, 이는 "메모리 배리어(memory barrier)"로 공지되어

있다.  메모리 배리어는 메모리 배리어의 송출 이전에 마스터 디바이스에 의해 송출된 모든 데이터 전송 버스

트랜잭션들이 실행되게 하거나, 또는 메모리 배리어 이후에 마스터 디바이스에 의해 송출되는 임의의 데이터 전

송 버스 트랜잭션이 실행되었다는 것을 나타내는 버스 트랜잭션이다.  임의의 메모리 배리어는 마스터 및 슬래

이브 디바이스들 간에 임의의 데이터 전송을 수반하지 않는 버스 트랜잭션이다.  메모리 배리어 동작은 마스터

디바이스에 의해 명시적으로 초기화될 수 있다.  대안적으로 또는 부가적으로, 메모리 배리어 동작은 마스터 디

바이스에 의해 초기화되는 강하게 오더링된 데이터 전송 동작에 응답하여 버스 제어기에 의해 발생될 수 있다.

이전 예에서, 메모리 배리어 트랜잭션은 판독 버스 트랜잭션을 송출하기 이전에 프로세서에 의해 송출될 수 있

다. 메모리 배리어는 판독 동작이 실행되기 이전에 기록 동작(및 앞서 송출된 임의의 다른 데이터 전송 동작)이

실행되게  한다.   메모리  배리어들은  본  출원의  양도인에게  양도되었으며  2005년  10월  19일자로  출원된

"Enforcing Strongly-Ordered Requests In A Weakly-Ordered Processing System"란 명칭의 공동-계류중인 미국

특허 출원 시리얼 번호 11/253,307호에 초기화되어 있고, 이는 본 발명에 참조로 통합된다.

메모리 배리어는 다중 슬래브 디바이스들을 갖는 프로세싱 시스템들에서는 불충분할 수 있다.  이러한 시스템들<9>

에서, 오더링 제약을 강화시키기 위해, 메모리 배리어 트랜잭션은 강하게 오더링된 데이터 전송 버스 트랜잭션

또는 메모리 배리어 동작을 송출하는 마스터 디바이스에 의해 액세스될 수 있는 슬래브 디바이스 마다 전송되어

야 한다.  메모리 배리어의 긍정응답(acknowledgment)은 강하게 오더링된 데이터 전송 버스 트랜잭션, 또는 메

모리 배리어 동작에 이은 버스 트랜잭션이 송출되기 이전에 각각의 슬래브 디바이스들로부터 수신되어야 한다.

따라서, 메모리 배리어에 의해 부과되는 지연은 응답에 대해 가장느린 슬래브 디바이스에 의해 결정된다.  이는

특히 느린 슬래브 디바이스가 메모리 배리어와 상관없이 버스 트랜잭션 순서로 데이터 전송 동작을 실행하는 경

우, 성능에 악영향을 미칠 수 있다.

본 출원의 양수인에게 양도되었으며, 본 발명에 전체로서 참조되어 통합되는 2005년 10월 20일자로 "Minimizing<10>

Memory Barriers When Enforcing Strongly-Ordered Requests in a Weakly-Ordered Processing System"이란 명

칭으로 출원된 공동-계류중인 미국 특허 출원 시리얼 제 11/254,939호는 메모리 배리어들을 동적으로 최소화시

키는 시스템 및 방법을 초기화한다.  각각의 슬래브 디바이스와 관련되는 상태 레지스터는 현재의 슬래브가 데

이터 전송 버스 트랜잭션들을 수신할 수 있는 각각의 마스터 디바이스로부터 계류중인(pending)(실행되지 않음)

데이터 전송 동작을 포함하는지 여부를 퍼-마스터 베이시스(per-master basis) 상에 표시한다.  특정 슬래브 디

바이스가  특정  마스터  디바이스로부터  임의의  계류중인  데이터  전송  동작들을  포함하지  않는다는  것을

나타내면, 마스터 디바이스로부터 메모리 배리어는 슬래브 디바이스로 전파될 필요가 없다.  이런 방식에서, 메

모리 배리어들은 버스 트랜잭션 오더링이 요구되는 것이 필요한 경우에만 전파된다.  즉, 메모리 배리어는 강하

게 오더링된 데이터 전송 버스 트랜잭션 또는 메모리 배리어 동작을 요구하는 마스터 디바이스로부터 계류중인

(이전에 송출된) 데이터 전송 동작들을 포함하는 슬래브 디바이스들로만 지향된다.

대부분의 종래의 시스템들은 본질적으로 전역적 관측가능성을 제공하는 적어도 소정의 슬래브 디바이스들을 포<11>

함한다.  이러한 슬래브 디바이스들과 관련하여, 메모리 배리어 트랜잭션이 슬래브 디바이스로 지향되는지 또는

지향되지 않는지 여부를 결정하기 위해, 슬래브 디바이스가 특정 마스터로부터 계류중인 데이터 전송 동작을 포

함하는지 여부를 동적으로 모니터링할 필요는 없다.

발명의 상세한 설명

본 발명에 초기화되는 하나 이상의 실시예들에 따라, 전역적 관측가능성을 보장하는 슬래브 디바이스는 "옵트-<12>

아웃(opt out)"  메모리 배리어 프로토콜일 수 있다.  다양한 실시예들에서, 옵트-아웃 결정은 신호를 어서팅

(asserting)하는 각각의 슬래브 디바이스에 의해 동적으로 이루어지거나, 이들의 전역적 관측가능성을 확인하도

록 슬래브 디바이스들의 상태 레지스터들을 조사함으로써(polling), POST(Power-On Self Test) 동안 시스템-와

이드(system-wide)를  설정하거나,  소프트웨어에  의해  설정되거나,  또는  시스템  설계자들에  의해  배선연결

(hardwired)되어, 비순차적(out-of-order) 데이터 전송 동작들을 실행할 수 있는 슬래브 디바이스들만이 메모리

배리어 프로토콜에 참여할 수 있다.  이러한 옵트-아웃 결정은 시스템 성능을 개선시키며 필요에 따라 메모리

배리어 동작들만이 슬래브 디바이스들로 전파되게 함으로써 전력 소모를 감소시켜, 전역적으로 관측가능한 슬래
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브 디바이스로부터 메모리 배리어 긍정응답(acknowledgment)과 관련된 지연이 소거된다.

일 실시예는 약하게 오더링된 시스템과 관련된다.  시스템은 다수의 슬래브 디바이스들, 및 각각 하나 이상의<13>

슬래브 디바이스들로 데이터 전송 버스 트랜잭션들을 지향시키도록 구성되는 2개 이상의 마스터 디바이스들을

포함한다.  또한, 시스템은 마스터 및 슬래브 디바이스들 간의 데이터 전송 버스 트랜잭션을 실행하고, 또한 마

스터 디바이스로부터의 강하게 오더링된 데이터 전송 버스 트랜잭션 요청에 응답하여 실행 동기화 버스 트랜잭

션을 전역적으로 관측가능하지 않은 하나 이상의 슬래브 디바이스들로 지향시키도록 구성된 버스 상호접속부를

더 포함한다.

또 다른 실시예는 약하게 오더링된 프로세싱 시스템에서 2개 이상의 슬래브 디바이스들로 하나 이상의 마스터<14>

디바이스들로부터의 데이터 전송 버스 트랜잭션들을 지향시키도록 동작하는 버스 상호접속부에 관한 것이다.

버스 상호접속부는 데이터 전송 버스 트랜잭션 요청들을 대기시키도록 동작하는 버스 레지스터, 및 버스 레지스

터로부터 데이터 전송 버스 트랜잭션 송출(issuance)을 제어하도록 동작하며 마스터 디바이스로부터의 강하게

오더링된 데이터 전송 버스 트랜잭션 요청에 응답하여 전역적으로 관측가능하지 않은 하나 이상의 슬래브 디바

이스들로 실행 동기화 버스 트랜잭션을 송출하도록 동작하는 제어기를 포함한다.

또 다른 실시예는 하나 이상의 마스터 디바이스들 및 2개 이상의 슬래브 디바이스들을 포함하는 약하게 오더링<15>

된 프로세싱 시스템에서 강하게 오더링된 데이터 전송 버스 트랜잭션을 실행하는 방법에 관한 것이다.  슬래이

브 디바이스들이 전역적으로 관측가능하다는 표시가 유지된다.  실행 동기화 버스 트랜잭션은 마스터 디바이스

로부터 강하게 오더링된 데이터 전송 버스 트랜잭션 요청에 응답하여 전역적으로 관측가능하지 않은 하나 이상

의 슬래브 디바이스로 송출된다. 

실 시 예

첨부되는 도면들과 관련하여 하기에 초기화되는 상세한 설명은 본 발명의 다양한 실시예들의 설명을 위한 것으<20>

로 본 발명이 실행될 수 있는 실시예만을 나타내고자 하는 것은 아니다.  특히, 설명을 위해, 실시예들은 2개

이상의 메모리 제어기들에 메모리 액세스 요청들을 송출하는 하나 이상의 프로세서들, 및 버스 상호접속부를 포

함하는 프로세싱 시스템과 관련하여 초기화된다.  그러나, 본 발명은 공유형 버스 시스템에서 슬래브 디바이스

들에 대해 데이터 전송 버스 트랜잭션들을 송출하는 임의의 마스터 디바이스들에 적용될 수 있으며, 프로세서들

및 메모리 제어기들로 제약되지 않는다.

도 1은 약하게 오더링된 프로세싱 시스템의 기능 블록도이다.  프로세싱 시스템(100)은 컴퓨터 또는 휴대용 전<21>

자 디바이스, 내장형 시스템, 분산형 시스템, 또는 이와 유사한 것을 포함하는 다른 계산(computional) 시스템

에 배치될 수 있다.  프로세싱 시스템(100)은 집적회로, 이산 부품들(components), 또는 이들의 임의의 조합으

로 구현될 수 있다.  본 발명의 실시예들의 설명을 위해 필요한 프로세싱 시스템(100)의 단지 일부분들만이 도

1에 도시된다.  당업자들은 각각의 특정 분야를 위한 프로세싱 시스템(100)을 구현하는 최상의 방법을 인식할

것이다.

도 1에 도시된 프로세싱 시스템(100)은 공유형 버스(106)를 통해 메모리 디바이스들(104a-104c)과 통신하는 프<22>

로세서들(102a-102c)을 포함한다.  임의의 특정 분야에 요구되는 프로세서들 및 메모리 디바이스들의 실제 개수

는 요구되는 계산 능력(computing power) 및 전체 설계 제약들에 따라 변할 수 있다.  버스 상호접속부(108)는

점-대-점(point-to-point)  스위칭 접속들을 이용하여 프로세서들(102a-102c)과 메모리 디바이스들(104a-104c)

사이에서 버스 트랜잭션들을 관리하는데 이용될 수 있다.  버스 상호접속부(108)의 적어도 일 실시예에서, 2개

이상의 버스 트랜잭션이 동시에 이루어질 수 있도록 다중의 다이렉트 링크들(direct links)이 제공될 수 있다.

하나 이상의 프로세서들(102a-102c)은 운영 체제 또는 다른 소프트웨어의 제어 하에 명령들을 실행하도록 구성<23>

될 수 있다.  명령들은 하나 이상의 메모리 디바이스들(104a-104c)에 상주할 수 있다.  또한, 데이터는 메모리

디바이스들(104a-104c)에 저장될 수 있고 일정 명령들을 실행하도록 프로세서들(102a-102c)에 의해 검색될 수

있다.  이러한 명령들의 실행으로 발생되는 새로운 데이터는 메모리 디바이스들(104a-104c)에 다시 기록될 수

있다.  각각의 메모리 디바이스(104a-104c)는 업계에 공지된 것처럼 메모리 제어기(미도시) 및 저장 매체(미도

시)를 포함할 수 있다.

각각의  프로세서(102a-102c)에는  버스  상호접속부(108)와의  통신을  위해  버스(106)  상에  전용  채널(106a-<24>

106c)이 제공될 수 있다.  유사하게, 버스 상호접속부(108)는 각각의 메모리 디바이스(104a-104c)와의 통신을

위해 버스 상의 전용 채널(106d-106f)을 이용할 수 있다.  예를 들어, 제 1 프로세서(102a)는 버스(106) 상의

전용 채널(106a)을 통해 데이터 전송 버스 트랜잭션 요청을 전송함으로써 타겟 메모리 디바이스(104b)를 액세스

- 8 -

공개특허 10-2009-0051238



할 수 있다.  버스 상호접속부(108)는 데이터 전송 버스 트랜잭션 요청의 어드레스로부터 타겟 메모리 디바이스

(104b)를 결정하고, 버스(106) 상의 적절한 채널(106e)을 통해 타겟 메모리 디바이스(104b)로 데이터 전송 버스

트랜잭션을 송출한다.  데이터 전송 버스 트랜잭션은 기록 트랜잭션, 판독 트랜잭션, 또는 데이터 전송과 관련

된 임의의 다른 버스 트랜잭션일 수 있다.  발신(originating) 프로세서(102a-102c)는 버스(106) 상에 페이로드

(payload)를 갖는 적절한 어드레스를 배치하고 기록 인에이블 신호를 어서팅함으로써 기록 트랜잭션을 타겟 메

모리 디바이스(104a-104c)에 송출할 수 있다.  발신 프로세서(102a-102c)는 버스(106) 상에 적절한 어드레스를

배치하고 판독 인에이블 신호를 어서팅함으로써 판독 트랜잭션을 타겟 메모리 디바이스(104a-104c)에 송출할 수

있다.  판독 요청에 응답하여, 타겟 메모리 디바이스(104a-104c)는 발신 프로세서(102a-102c)에 다시 페이로드

를 전송한다.  또한 발신 프로세서(102a-102c)는 데이터 전송 버스 트랜잭션, 이를 테면 메모리 배리어 트랜잭

션이 아닌 버스 트랜잭션들을 송출할 수도 있다.

프로세싱 시스템(100)의 적어도 일 실시예에서, 프로세서들(102a-102c)은 각각의 메모리 액세스 요청을 갖는 속<25>

성(attribute)을 전송할 수 있다.  상기 속성은 데이터 전송 버스 트랜잭션의 성질을 나타내는 임의의 파라미터

일 수 있다.  상기 속성은 어드레스 채널을 통해 어드레스와 함께 전송될 수 있다.  대안적으로, 상기 속성은

측파대(sideband) 시그널링 또는 소정의 다른 방법을 이용하여 전송될 수 있다.  상기 속성은 데이터 전송 트랜

잭션 요청이 강하게 오더링되었는지 또는 강하게 오더링되지 않았는지를 나타내는데 이용될 수 있다.  "강하게

오더링된(strongly-ordered)" 요청은 비순차적으로 실행될 수 없는 데이터 전송 버스 트랜잭션 요청으로 간주된

다.

버스 상호접속부(108)는 프로세서들(102a-102c)로부터의 각각의 데이터 전송 버스 트랜잭션 요청에 대한 속성을<26>

모니터할 수 있다.  속성이 강하게 오더링된 데이터 전송 버스 트랜잭션 요청을 나타내면, 강하게 오더링된 데

이터 전송 버스 트랜잭션이 지향되는 슬래브 디바이스를 제외하고, 버스 상호접속부(108)는 트랜잭션에 대한 오

더링 제약이 마스터로부터의 버스 트랜잭션들을 허용하는 각각의 슬래브 디바이스에 대해 가해지게 하여, 데이

터 전달 버스 트랜잭션들의 비순차적 실행을 가능케한다.  예로써, 제 1 프로세서(102a)로부터 타겟 메모리 디

바이스(104a)로의 데이터 전송 버스 트랜잭션 요청이 상기 속성에 포함될 수 있다.  버스 상호접속부(108)는 상

기 속성으로부터 트랜잭션이 강하게 오더링되는지 여부를 결정할 수 있다.  버스 상호접속부(108)가 트랜잭션이

강하게 오더링되었다고 결정할 경우, 버스 상호접속부(108)는 타겟 메모리 디바이스(104a)와 달리, 제 1 프로세

서(102a)가 액세스를 가능케하여 버스 트랜잭션 순서를 따르지 않는 데이터 전송 버스 트랜잭션들이 실행될 수

있는 각각의 메모리 디바이스로 메모리 배리어를 전송한다.  또한, 버스 상호접속부(108)는 메모리 배리어없이

강하게  오더링된  데이터  전송  버스  트랜잭션을  타겟  메모리(104a)로  전송하며,  이는  타겟  메모리  디바이스

(104a)는 데이터 전송 버스 트랜잭션과 관련된 속성으로 인해 강하게 오더링된 요청을 절대적으로 처리하기 때

문이다.  대안적으로, 프로세서(102a)는 강하게 오더링된 데이터 전달 버스 트랜잭션을 송출하기 이전에 메모리

배리어 버스 트랜잭션을 송출할 수 있다.

도 2는 약하게 오더링된 프로세싱 시스템에서 예시적인 버스 상호접속부(108)를 나타내는 기능 블록도이다.  버<27>

스 상호접속부가 실제로 구현되는 방식은 디자인 사항과 관련될 수 있다.  당업자들은 다양한 디자인들의 상호

교환성, 및 각각의 특정 분야에 대해 본 발명에서 초기화되는 기능을 구현하는 최상의 방법을 인식할 것이다.

도 2를 참조로, 버스 레지스터(202)는 버스(106)로부터 정보를 수신 및 저장하는데 이용될 수 있다.  버스 레지<28>

스터(202)는 선입선출(FIFO) 메모리와 같은 임의의 형태의 저장 디바이스일 수 있다.  버스 레지스터(202)에 의

해 수신 및 저장된 정보는 임의의 버스 관련 정보일 수 있으나, 보다 특정하게는 각각의 데이터 전송 버스 트랜

잭션 요청, 및 기록 동작의 경우 페이로드에 대한 어드레스 및 속성을 포함할 수 있다.  또한, 버스 레지스터

(202)는 마스터 디바이스에 의해 송출된 메모리 배리어 동작과 같은 논-데이터(non-data) 전송 버스 트랜잭션의

경우 속성을 저장할 수 있다.  각각의 데이터 전송 버스 트랜잭션 요청에 대한 어드레스가 디코더(204)에 제공

된다.  디코더(204)는 버스 레지스터(202)에서 각각의 데이터 전송 버스 트랜잭션 요청에 대한 타겟 메모리 디

바이스를 결정하는데 이용될 수 있다.  이러한 결정은 버스 스위치(206)를 제어하는데 이용된다.  버스 스위치

(206)는 버스 레지스터(202)로부터 타겟 메모리 디바이스에 대한 버스(106)의 적절한 채널로 각각의 데이터 전

송 버스 트랜잭션을 디멀티플렉싱하는데 이용된다.  제어기(208)는 버스 레지스터(202)로부터 방출되는 데이터

전송 버스 트랜잭션의 타이밍을 제어하는데 이용될 수 있다.

도 3은 약하게 오더링된 프로세싱 시스템에 대해 버스 상호접속부(108)에서 제어기(208)의 일 실시예에 대한 기<29>

능 블록도이다.  제어기(208)는 디코더(204)로부터 수신되는 정보를 기초로 메모리 동작들에 대한 오더링 제약

이 이루어지게 한다.  정보는 제 1 입력 레지스터(302)에 저장될 수 있는 각각의 버스 트랜잭션에 대한 속성을

포함할 수 있다.  또한, 정보는 타겟 메모리 디바이스와 달리, 발신 프로세서가 액세스 가능하다는 것을 각각의
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메모리 디바이스가 식별하는 데이터를 포함할 수 있다.  각각의 프로세서에 의해 액세스가능한 특정 메모리 디

바이스들은 디자인 단계 동안 미리구성되어, 디코더(204)로 배선연결 또는 프로그램될 수 있다.  임의의 이벤트

에서, 제 2 입력 레지스터(304)는 이러한 정보를 저장하는데 이용될 수 있다.  제 1 및 제 2 입력 레지스터들

(302, 304)은 도 3에 도시된 개별 레지스터들 또는 대안적으로 단일 레지스터일 수 있다.  제어기(208)의 일부

실시예들에서, 디코더(204)로부터의 정보는 다른 버스 상호접속 기능들을 공유하는 레지스터들에 저장될 수 있

다.  각각의 레지스터는 FIFO 또는 임의의 다른 적절한 저장 매체일 수 있다.

제어기(208)는 버스 레지스터(202)로부터 방출된 데이터 전송 버스 트랜잭션들의 타이밍을 제어함으로써 데이터<30>

전송 동작들에 대한 오더링 제약이 이루어지게 한다.  먼저 프로세스는 강하게 오더링된 메모리 데이터 전송 버

스 트랜잭션이 버스 레지스터(202)로부터 방출될 준비가 되었다는 것을 나타내는 속성과 관련하여 초기화된다.

이 경우, 제 1 입력 레지스터(302)로부터 메모리 배리어 발생기(306)로 인에이블링(enabling) 신호로서 속성이

제공된다.   동시에,  제  2  입력  레지스터(304)에  저장된  데이터가  메모리  배리어  발생기(306)의  입력에

제공된다.  앞서 도시된 것처럼, 제 2 입력 레지스터(304)에 저장된 데이터는 타겟 메모리 디바이스 와 달리,

발신 프로세서가 액세스 가능하다는 것을 각각의 메모리 디바이스가 식별하는 데이터를 포함한다.  메모리 배리

어 발생기(306)가 속성에 의해 인에이블링되면, 이러한 정보는 데이터에 의해 식별되는 각각의 메모리 디바이스

에 대한 메모리 배리어를 생성하는데 이용된다.  각각의 메모리 배리어는 식별된 메모리 디바이스들로 지향되며

강하게 오더링된 요청이 초기화되는 발신 프로세서를 식별하는 속성을 가지는 메모리 배리어 트랜잭션을 송출함

으로써 적절한 메모리 디바이스에 제공될 수 있다.  대안적으로, 메모리 배리어들은 측파대(sideband) 시그널링

을 이용하는 또는 다른 적절한 수단에 의해 적절한 메모리 디바이스들에 제공될 수 있다.  또한 메모리 배리어

발생기(306)는 앞서 초기화된 것과 유사한 방식으로, 버스 레지스터(202)에 저장되는 마스터 디바이스로부터의

메모리 배리어 버스 트랜잭션 요청들에 응답하여 메모 배리어 버스 트랜잭션들을 발생시킬 수 있다.

하나 이상의 실시예들에 따라, 메모리 배리어 발생기(306)는 불필요한 메모리 배리어들을 억제하는데 이용될 수<31>

있다.  예를 들어, 발신 프로세서에 의해 액세스가능한 메모리 디바이스에 대한 메모리 배리어는 불필요하며,

메모리 디바이스가 본질적으로 전역적으로 관측가능한 경우 억제될 수 있다.  전역적으로 관측가능한 슬래브 디

바이스들은 다수의 방식으로 식별될 수 있다.

제어기(208)의 일 실시예에서, 논리적인 전역적 관측가능성 레지스터(307)는 시스템에서 각각의 슬래브 디바이<32>

스에 대한 비트(bit)를 포함한다.  전역적 관측가능성 레지스터 비트 상태는 관련된 슬래브 디바이스가 전역적

으로 관측가능한지 여부를 나타내어, 메모리 배리어 트랜잭션으로부터 제외될 수 있다.  전역적 관측가능성 레

지스터(307)는  메모리  배리어  발생기(306)에  대한  입력(input)이다.   전역적  관측가능성  레지스터(307)는

POST(Power On Self Test) 동안, 이를 테면 각각의 슬래브 디바이스들 내에서 구성 상태 레지스터들(CSRs)을 판

독함으로써, 버스 트랜잭션들의 전역적 관측가능성에 대한 능력 및 이들의 반응(behavior) 을 확인하는 슬래브

디바이스들의 폴(poll)이 뒤따르는  시스템 소프트웨어에 의한 물리적 레지스터 세트를 포함할 수 있다.

ASIC 또는 시스템 온 칩(SOC) 환경에서 특히 바람직할 수 있는 일 실시예에서, 논리적인 전역적 관측가능성 레<33>

지스터(307)는 해당 슬래브 디바이스의 공지된 전역적 관측가능성을 표시하는 예정된 상태로 설계자에 의해 배

선연결될 수 있다.  이는 POST 소프트웨어의 실행 시간 및 복잡성을 감소시킬 수 있다.

또 다른 실시예에서, 논리적인 전역적 관측가능성 레지스터(307)의 하나 이상의 비트들은 슬래브 디바이스로부<34>

터 다이나믹한 이진 신호를 포함할 수 있다.  이는 슬래브 디바이스가 전역적 관측가능성의 주기를 표시하게 한

다.  예를 들어, 슬래브 디바이스는 버퍼에서 데이터 전송 동작들을 대기시킬 수 있고, 버스 트랜잭션 순서를

벗어난 동작들을 실행시킬 수 있다.  계류중인 데이터 전송 동작들이 버퍼에 상주할 때, 슬래브 디바이스들은

전역적 관측가능성 부족을 표시하여, 프로세서가 강하게 오더링된 데이터 전송 버스 트랜잭션 또는 메모리 배리

어 동작을 송출할 경우 메모리 배리어 버스 트랜잭션이 슬래브 디바이스로 지향될 것이 요구된다.  그러나, 버

퍼가 비어 있다면, 슬래브 디바이스는 적어도 다음 발생되는 데이터 전송 버스 트랜잭션에 대한 전역적 관측가

능성을 보증할 수 있다(즉, 슬래브 디바이스는 모든 데이터 전송 동작들이 실행되기 이전에 미리 송출되는 것을

보증한다).  이 경우, 슬래브 디바이스는 메모리 배리어 트랜잭션들을 수신할 필요가 없는 이진 신호를 통해 표

시될 수 있고, 버퍼가 비어있는 동안에만 이러한 표시를 유지할 수 있다.

임의의 주어진 구현에 있어서, 논리적인 전역적 관측가능성 레지스터(307)는 특정 분야에서 요구될 경우 또는<35>

원하는 경우, 시스템 소프트웨어, 배선연결된(hardwired) 비트들, 또는 슬래브 디바이스들로부터의 다이나믹 신

호들에 의해 하나 이상의 물리적 레지스터들의 세트의 임의의 혼합을 포함할 수 있다.

도 1-3을 참조로, 전역적 관측가능성 레지스터 비트들이 메모리 배리어들을 억제하는데 이용될 수 있는 방식을<36>
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설명하기 위한 예가 제공된다.  본 예에서, 프로세싱 시스템은 제 1 프로세서(102a)가 제 1, 제 2 및 제 3 메모

리 디바이스들(104a, 104b, 104c)을 액세스할 수 있도록 구성될 수 있다.  강하게 오더링된 데이터 전송 버스

트랜잭션이 제 1 프로세서(102a)에 의해 제 1 메모리 디바이스(104a)로 송출될 때(또는 대안적으로 제 1 프로세

서(102a)에 의해 송출된 메모리 배리어 동작이 버스 레지스터(202)의 출력에 있을 때),  제 1  입력 레지스터

(302)로부터의 해당 속성은 메모리 배리어 발생기(306)를 인에이블시킨다.  제 2 입력 레지스터(304)로부터 메

모리 배리어 발생기(306)로 제공되는 데이터는 타겟 메모리 디바이스 이외에, 제 1 프로세서(104a)가 액세스될

수 있는 메모리 디바이스들을 식별한다.  이 경우, 데이터는 제 2 및 제 3 메모리 디바이스들(104b, 104c)을 식

별한다.  메모리 배리어 발생기(306)는 어떤 메모리 디바이스(104b, 104c)가 전역적으로  관측가능한지 여부를

결정하기 위해  제 2 및 제 3 메모리 디바이스들(104b, 104c)에 해당하는 논리적인 전역적 관측가능성 레지스터

(307)의 비트들(307b, 307c)을 검사한다.  일례로, 비트(307b)는 전역적 관측가능성을 표시하고 비트(307c)는

전역적 관측가능성을 표시하지 않는다.  따라서, 메모리 배리어 버스 트랜잭션은 제 3 메모리 디바이스(104c)로

송출되며, 제 2 메모리 디바이스(104b)에 대한 메모리 배리어가 억제된다.

도 3을 참조로, 제어기(208)에서의 로직(308)은 메모리 배리어 긍정응답(acknowledgement)을 위해 메모리 디바<37>

이스들로부터의  피드백을  모니터하는데  이용될  수  있다.    "메모리  배리어  긍정응답(memory  barrier

acknowledgement)"은 강하게 오더링된 데이터 전송 버스 트랜잭션을 요구하는 또는 메모리 배리어에 선행되는

메모리 배리어 동작을 송출하는 프로세서로부터의 각각의 데이터 전송 동작이 실행되었다는 것을 나타내는 메모

리 디바이스로부터의 신호이다.  제 2 입력 레지스터(304)로부터의 데이터 및 논리적인 전역적 관측가능성 레지

스터(307)의 비트들은 로직(308)에 의해 메모리 배리어 긍정응답에 대해 메모리 디바이스들이 모니터되어야 하

는지를  결정하기  위해  사용된다.   로직(308)이  필요한  모든  메모리  배리어  긍정응답들이  수신되었다고

결정되면, 로직(308)은 버스 레지스터(202)로부터 해당 데이터 전송 버스 트랜잭션(또는 메모리 배리어 동작이

마스터 디바이스에 의해 직접 송출될 경우 다음 계류중인 데이터 전송 버스 트랜잭션)을 방출하는데 이용되는

트리거를 생성한다.  특히, 제 1 입력 레지스터(302)로부터의 속성이 선택 멀티플렉서(310)의 입력에 제공된다.

멀티플렉서(310)는 상기 속성이 데이터 전송 버스 트랜잭션이 강하게 오더링되었다는 것을 나타낼 때,  로직

(308)에 의해 생성된 트리거를 버스 레지스터(202)와 결합시키는데 이용된다.  또한 멀티플렉서(310)로부터의

해제 신호 출력은 버스 스위치(206)(도 2 참조)의 타이밍을 동기화시키기 위해 디코더와 결합된다.

일단 데이터 전송 버스 트랜잭션은 버스 레지스터로부터 해제되면, 데이터 전송 버스 트랜잭션은 버스 스위치<38>

(206)(도 2 참조)를 통해 타겟 메모리 디바이스로 라우팅된다.  강하게 오더링된 데이터 전송 버스 트랜잭션 또

는 마스터 디바이스-송출 메모리 배리어 동작이 선택 입력에 인가될 때, 타겟 메모리 디바이스로부터 데이터 전

송 긍정응답이 수신될 때까지,  제어기(208)의 제 2 멀티플렉서(312)는  제 1 및 제 2 레지스터들(302, 304)로

부터 데이터 해제를 지연시키는데 이용된다.  앞서 언급한 바와 같이, 버스 트랜잭션에 포함된 속성은 타겟 메

모리 디바이스에 대한 오더링 제약이 이루어지게 한다.  즉, 타겟 메모리 디바이스는 강하게 오더링된 데이터

전송 동작을 실행하기 이전에 발신 프로세서에 의해 송출된 모든 계류중인 데이터 전동 동작들을 실행한다.  데

이터 전송 긍정응답은 강하게 오더링된 데이터 전송 동작의 수행에 이어, 타겟 메모리 디바이스에 의해 발생된

다.  데이터 전송 긍정응답은 제어기(208)에서 멀티플렉서(312)로 다시 공급되며, 멀티플렉서(312)는 버스 레지

스터(202)에서 다음 데이터 전송 버스 트랜잭션에 해당하는 제 1 및 제 2 레지스터들(302, 304)로부터 새로운

데이터를 해제하는 트리거를 생성하는데 이용된다.  새로운 데이터가 버스 레지스터(202)의 해당 데이터 전송

버스 트랜잭션이 강하게 오더링되었거나 또는 마스터 디바이스-송출 메모리 배리어 동작을 포함한다는 것을 나

타내는 속성을 포함할 경우,  동일한 프로세서가 반복된다. 그렇지 않다면, 데이터 전송 버스 트랜잭션은 버스

레지스터(202)로부터 즉시 해제될 수 있다.

제어기(208)는 제 1 입력 레지스터(302)에서의 해당 속성이 요청이 강하게 오더링되지 않았거나 또는 마스터 디<39>

바이스-송출 메모리 배리어 동작이 아니라는 것을 나타낼 때, 버스 레지스터(202)로부터 데이터 전송 버스 트랜

잭션을  즉시  해제하도록  구성된다.   이  경우,  상기  속성은  메모리  배리어  발생기(306)  디스에이블시킨다.

또한, 상기 속성은 멀티플렉서(310)가 데이터 전송 버스 트랜잭션을 방출하도록 버스 레지스터(202)를 내부적으

로 생성된 트리거와 결합되는 상태로 만든다.  데이터 전송 버스 트랜잭션은 버스 스위치(206)(도 2 참조)를 통

해 타겟 메모리 디바이스와 결합되며 버스 레지스터(202)로부터 해제된다.  다음 데이터 전송 버스 트랜잭션에

해당하는 데이터는 제어기(208)에서 제 2 멀티플렉서(312)로부터 내부적으로 생성된 트리거 출력에 의해 제 1

및 제 2 레지스터들(302, 304)로부터 방출된다.

도 4는 약하게 오더링된 프로세싱 시스템에 대한 버스 상호접속부에서 제어기의 또 다른 실시예를 나타내는 기<40>

능 블록도이다.  본 실시예에서, 강하게 오더링된 데이터 전송 버스 트랜잭션은 제어기(208)에 의해 버스 레지
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스터(202)로부터 방출되며, 동시에 메모리 배리어들은 적절한 메모리 디바이스들에 제공된다.  특히, 제 1 입력

레지스터(302)는 데이터 전송 버스 트랜잭션에 대한 속성을 메모리 배리어 발생기(306)에 제공하는데 이용된다.

상기 속성이 해당 데이터 전송 버스 트랜잭션이 강하게 오더링되었다는 것을 나타낼 경우, 메모리 배리어 발생

기(306)는 인에이블된다.  메모리 배리어 발생기(306)가 인에이블될 때, 제 2 입력 레지스터(304)로부터의 데이

터는 타겟 메모리 디바이스 이외에, 발신 프로세서에 의해 액세스 가능한 각각의 메모리 디바이스를 식별하는데

이용된다.  식별된 각각의 메모리 디바이스에 대해, 메모리 배리어 발생기(306)는 논리적인 전역적 관측가능성

레지스터(307)의 해당 비트를 검사한다.  다음 타겟 메모리 디바이스 이외에, (이 때) 전역적으로 관측가능하다

는 것을 나타내지 않는 각각의 메모리 디바이스에 대해 각각의 메모리 디바이스에 대한 메모리 배리어가 생성된

다.

메모리 배리어 발생기(306)가 인에이블되면, 제어기(208)의 로직(314)은 강하게 오더링된 데이터 전송 버스 트<41>

랜잭션이 타겟 메모리 디바이스에 의해 실행될 때까지, 순차적인 데이터 전송 버스 트랜잭션들이 버스 레지스터

(202)로부터 방출되는 것을 방지하는데 이용될 수 있다.  지연(316)은 트리거가 게이트 오프되기(gated off) 이

전에, 내부적으로 발생된 트리거가 속성에 의해 버스 레지스터(202)로부터 강하게 오더링된 데이터 전송 버스

트랜잭션을 해제하게 하는데 이용될 수 있다.  이런 방식으로, 데이터 전송 버스 트랜잭션이 발신 프로세서에

의해 액세스가능한, 남아있는 전역적으로 관측가능하지 않은 메모리 디바이스들에 대해 메모리 배리어들과 동시

적으로 타겟 메모리 디바이스에 제공될 수 있다.

로직(318)은 메모리 디바이스로부터의 데이터 전송 긍정응답 및 메모리 배리어 긍정응답에 대해 메모리 디바이<42>

스들로부터의 피드백을 모니터하는데 이용될 수 있다.  제 2 입력 레지스터(304)로부터의 데이터 및 논리적인

전역적 관측가능성 레지스터(307)의 비트들은 메모리 배리어 확인들을 위해 메모리 디바이스들이 모니터될 필요

가 있는지를 결정하기 위해 로직(318)에 의해 이용된다.  로직(318)이 다양한 데이터 전송 및/또는 메모리 배리

어 긍정응답들을 수신했다고 결정하면, 로직(318)은 버스 레지스터(202)의 다음 데이터 전송 버스 트랜잭션에

해당하는 제 1 및 제 2 입력 레지스터들(302, 304)로부터 새로운 데이터가 방출되도록 트리거를 생성한다.  트

리거는 제 1 입력 레지스터(202)로부터의 속성에 의해 적절한 상태가 되는 멀티플렉서(320)를 통해 결합된다.

새로운 데이터가 버스 레지스터(202)의 해당 데이터 전송 버스 트랜잭션이 강하게 오더링되었다는 것을 나타내

는 속성을 포함하면, 동일한 프로세서가 반복된다.  그렇지 않다면, 데이터 전송 버스 트랜잭션은 로직(314)을

통해 내부적으로 발생된 트리거를 사용하여 버스 레지스터(202)로부터 즉시 방출될 수 있다.  또한, 내부적으로

발생된 트리거는 버스 레지스터(202)의 다음 데이터 전송 버스 트랜잭션을 위해 제 1 및 제 2 입력 레지스터들

(302, 304)로부터 데이터를 방출하도록 멀티플렉서(320)를 통해 결합될 수 있다.

본 발명은 공유형 버스 시스템의 버스 상호접속부(108) 내의 제어기(208)와 관련하여 초기화되었지만, 당업자들<43>

은 본 발명이 이러한 구현으로 제약되지 않는다는 것을 쉽게 인식할 것이다.  특히, 각각의 슬래브 디바이스에

대한 전역적 관측가능성 표시기는 각각의 마스터 디바이스로 전파 또는 각각의 마스터 디바이스에 의해 액세스

가능하여, 메모리 배리어 버스 트랜잭션이 요구되는지 여부를 결정하며, 메모리 배리어 버스 트랜잭션이 요구되

면, 이를 슬래브 디바이스로 지향되게 한다.

본 발명은 본 발명의 특정 특징들, 양상들 및 실시예들과 관련하여 초기화되었지만, 본 발명의 넓은 범주내에서<44>

다양한 변형, 변조 및 다른 실시예들이 가능하며, 모든 변형, 변조 및 실시예들은 본 발명의 범주에 포함되는

것으로 간주된다.  따라서, 본 실시예들은 모든 양상들에서 본 발명에 포함되는 첨부되는 청구항들의 의미 및

등가적 범위내에서 한정되지 않으며 예시되는 모든 변화들로서 해석된다.

도면의 간단한 설명

도 1은 약하게 오더링된 프로세싱 시스템의 기능 블록도이다.<16>

도 2는 약하게 오더링된 프로세싱 시스템에서 버스 상호접속부의 기능 블록도이다.<17>

도 3은 약하게 오더링된 프로세싱 시스템에 대한 버스 상호접속부에서 제어기의 일 실시예에 대한 기능 블록도<18>

이다.

도 4는 약하게 오더링된 프로세싱 시스템에 대한 버스 상호접속부에서 제어기의 또 다른 실시예에 대한 기능 블<19>

록도이다.
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