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(57) Sammendrag

Fremgangsmate for bruk med en datamaskin
som direkte overfgrer innkommende data i datamaskin-
ens lager. En funkéjonsédresse inneholdt i en mot-
tatt melding blir benyttet for & indeksere en posi-
sjonsangiver i en vektortabell. Den indeksede
posisjonsangiveren adresserer en inngangsstyreblokk
tilknyttet funksjonsadressen. Inngangsstyreblokken
blir benyttet for 4 styre strgmmen av data inn i
datamaskinens lager: Inngangsstyreblokken styrer og-~
sd tilgangen til datamaskinens lager for pifglgende

meldinger som har samme funksjonsadresse.
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Foreliggende oppfinnelse angdr fremgangsmidte for
bruk ved en multiplekset databuss som angitt i innledningen
til krav 1.

Ved foreliggende grunnkommando, styrekommando,
kommunikasjons—- og intelligensinformasjonssystem resulterer
den tradisjonelle hierarkiske arkitekturen under styring av
en sentral datamaskin i en ikke-fleksibel systemsammenstil-
ling. En stor prosent av systemets utvikling, anskaffelses-
og vedlikeholdskostnader til slike systemer utgj¢r grense-
snittkretsen, kabler-og tilkoplinger o.l. Typiske system-
spesifikasjoner krever en systemarkitektur som kan fortsette
driften i lgpet av feil og réparasjoner av enkelte enheter
og i lgpet av operasjonsmessige omforminger av systemet.
Dette ngdvendiggjdr en sammenkoplingsstruktur som inneholder
ingen kritiske knutepunkter eller sentrale styreelementer.
Disse kravene kan bli mgtt ved & benytte et sammenkoplings-
system som anvender en databuss som blir delt av alle enhet-
ene og som innbefatter et standardbuss-grensesnitt for hver
enhet.

Ved et system i stor mdlestokk krever tilkoplingen
av.datamaskiner, prosessorer, fremvisningsanlegg og perifere
enheter en unik hierarkalsk anordning hvor funksjonene til en
enhet blir bestemt ved dens stilling i sammenkoplingstopolo-
gien. Tilknyttede grensesnitt til noen av enhetstypene ville
dessuten endre seg avhengig av dets anbringelsessted i topo-
logien. DEt vanlige systemet inneholder en sentral datamaskin
forbundet med minidatamaskiner gjennom grensesnittenheter, som
igjen kommuniserer med perifere anordninger, fremvisningsan-
ordninger og kommunikasjonsutstyr ved hjelp av styrere.

For & sikre kontinuerlig drift ndr feil oppstdar
ved enheten er det konvensjonelle systemet redundant ved at
flere fullstendige systemer er anordnet for & kompensere for
enhetsfeil. N&r antallet enheter i systemet gker, gker antall
punkt-til-punkt-forbindelser med en stgrre hastighet og gj¢r
det sdledes ngdvendig med grensesnittenheter, kort og kabler.
Sammenstillingen av sammenkople&e elementer i topologien kan
variere fra system til system og fglgelig er integrasjonen
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av disse forskjellige systemene svart komplisert.

For & unngd noen av problemene i forbindelse med
disse vanlige systemtypene kan en enkel multiplekset data-
buss bli anvendt for forbindelse mellom enhetene i systemet.
Sentraldatamaskinen kan bli eliminert ved & benytte fordelt
behandling. Datamaskinenhetene er ngdvendige for & grense-
snittforbinde kun med databussen. Enhver datamaskin kan ut-
fpre enhver rolle i systemet siden hver datamaskin er for-
bundet direkte med alle andre datamaskiner, perifere anord-
ninger og fremvisningsanordninger ved hjelp av den multi-
pleksede databussen. Fortsatt operasjon i lgpet av feil ved
en enhet krever kun en ytterligere reserveenhet. Resultatet
er reduksjon av typer og antall enheter i systemet og antall
grensesnittkort pr. enhet. Anskaffelses- og levetidskostnad-
er blir f¢lgelig redusert pd grunn av at inventar- og ved-
likeholdskravene er redusert.

Nar det benyttes en enkel multiplekset databuss,

kan en datamaskins bussgrensesnitt godta meldinger adressert

til den fra enhver enhet forbundet med bussen til enhver tid.
Siden disse meldingene ikke er anmodet om av datamaskinen
tilkoplet det adresserte busgrensesnittet, kan ikke ankomst-
tiden og kilden for meldingen ble bestemt fgr godtagelsen

av meldingen foreligger fra bussen. Nar to eller flere mot-
koplingsmeldinger blir adressert til samme datamaskin, gir
ikke mellommeldingsgapet nok tid for en datamaskin til lag-
ring av motsatte meldinger ved bruk av vanlig lagringsteknikk.
Slik vanlig teknikk innbefatter utfgring av en avbruddsmot-
tagerrutine fulgt av en inngangs-utgangs-driverrutine.

Den vanlige metoden & k¢fgre innkommende meldinger
fgr overfgringen til datamaskinens lager. Dette krever over-
kapasitet for hgyhastighetsbuffere. Siden mellomankomsthas-
tigheten og lengden pd meldingene er ubestemt, gker sannsyn-
ligheten for bufferoverflgmming ndr bithastighetskapasiteten
til databussen gker. Vanlige systemer benytter ogsd betrak-
telige behandlingsoverskudd ved bevegelse av mottatte meld-
inger fra ett sted i lageret (bufferomridet) til et annet sted
(arbeidsomrédet) .
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Flere teknikker blir nd benyttet ved eksisterende
vanlige databusskonstruksjoner for 3 overfgre meldinger til
datamaskinlageret. En metode sgrger for mottatte meldinger
som skal til lageret pd et fast sted i et datamaskinlager
hvoretter software er ngdvendig for & bevege de lagrede meld-
ingene f@gr mottagelse av ytterligere innkommende meldinger.
De nylig innkomne meldingene ville ellers overskrive de tid-
ligere mottatte meldingene og sdledes avbryte datastrgmmen.
En annen teknikk sg¢rger for buffring av é&n eller flere meld-
inger i et ytre lager. N&r bufferen er full, gir overflyt-
meldinger og pdfglgende mottatte meldinger tapt. Meldings-
kilden blir informert om tapet av sendte meldinger og diri-
gert til & sende igjen etter en tidsforsinkelse. En tredje
teknikk tilveiebringer overfgring av et styreord som reser-
verer rom i lageret fg¢gr sendingen av datameldingen. Dette
sikrer at riktig mengde med lagerrom blir tildelt meldingen
som skal bli sendt. Denne metoden krever imidlertid over-
fpring av flere meldinger for & lagre data. Denne metoden
krever ogsd behandlingstid for & sette opp et lageromrade
for data som senker operasjonshastigheten.

US-patent nr. 4 133 030 beskriver et system for
overfgring av data mellom et hovedlager ved databehandlings-
system og kommunikasjonskanaler. Dette blir gjort under
styring av kommunikasjonsstyreblokkene tilveiebrakt i et
hjelpelager. Hovedlageret innbefatter datablokker. Hver
styreblokk innbefatter en startadresse og et omrdde og
statusinformasjon som er anvendt ved overforing av data til
blokken i hovedlageret. Sentralprosessoren styrer lastingen
av styreblokkene i hjelpelageret. Disse ble anvendt ved
dataprosessoren for & holde banen til dataoverferings-
operasjonen. Overfeoring av data blir utfert ved styreblokkene
som anvender s& mange styreblokker som er ngdvendig for hver
kommunikasjonskanal. Startadressen er ikke en funksjonell
adresse. Sentralprosessoren retter lastingen av styreblokker
inn i hjelpelageret.

US-patent nr. 4 155 119 beskriver en anordning ved
hvilken en sentral behandlingsenhet og en inngangs-/utgangs-
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enhet er koblet for toveis kommunikasjon, og er toveis-koblet
med et lager via en virtuell adresseomsetter. Lageradressene
til dataordene som skal bli overfert til eller fra sentral-
behandlingsenheten (digital datamaskin) er eksternt spesifi-
sert ved anordninger forbundet med inngangs-/utgangsenheten.
Ved behandling av eksterne spesifiserte adresser fra
anordningen som virtuell adresse opererer sentralprosessor-
datamaskinen innenfor datamaskinens virtuelle adresserom.
Dette tillater inngangs-/utgangsbehandlingene & bruke
adressekartsystemet til datamaskinen. Den anvendte metoden
anvender her eksterne adresseringer av data i lageret for &
adressere et spesifikt sted i lageret. Dette er en punkt-til-
punkt-adressering.

En artikkel i "IBM Technical Disclosure Bulletin"
av R.E. Birney m.fl.: "Suppress Exception Mgchanism For
Input/Output Devices", vol. 20, nr. 11b, april 1978 beskriver
en anordning ved hvilken en inngangs-/utgangsstyreenhet kan
rette overfgringen av data mellom seqg selv og hovedlager-
enheten til prosessoren ved hjelp av en direkte tilgangs-
lagermekanisme av periodisk-ta-typen. Styreanordningsblokkene
i hovedlageret til prosessoren styrer den periodisk-ta-
overfeoringen av data. Hver styreblokkanordning har sitt eget
datalagerareal og reststatusblokk i hvilken statusinfor-
masjonen blir satt ved fullferelse eller avslutning av
dataoverferingsoperasjonen. Anordningsstyreblokkene kan bli
kjedet sammen om nedvendig. Punkt-til-punkt ekstern adres-
sering blir anvendt. Prosessoren tilforer styreenheten
adressen til den forste anordningsstyreblokken.

Ingen av disse publikasjonene beskriver et system
som har felgende trekk:

1. Funksjonell adressering til forskjell fra punkt-til-
punkt-adressering. Punkt~til-~punkt-adresseringen vil
ikke virke i sammenheng med foreliggende oppfinnelse.

2. Avfpling av meldingen ndr den forplanter seg forbi en
dataprosessor slik at den kan fortsette pd bussen til
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andre prosessorer. Ved punkt-til-punkt-adresseringen
blir meldingen mottatt ved kun et sted.

3. Bestemmelsen av den funksjonelle adressen om eller
ikke meldingen skal aksepteres.

4. Anvendelse av en akseptert funksjonell adresse for &
indeksere en vektortabell for & peke mot en inngangs-
styreblokk.

5. " Bestemmelse av dataprosessoren ved hjelp av en

inngangsstyreblokk som den har blitt pekt mot,
lokalisering i lageret til den dataprosessoren ved
hvilken dataen skal bli lagret.

6.  Lagring av data i de lagerstedene som datameldingen
pad bussen er blitt avfelt.

US-patent nr. 4 084 228 og EP-patentpublikasjon nr.
36766 viser ogsi eksempler pd kjent teknikk.

Det ville derfor vare en forbedring ved databehand-
ling & ha en metode for direkte lagring av mottatte meldinger
i en datamaskins lager ved egnet behandlingsomrdde for
sdledes & unngd unedvendig bevegelse av meldinger i lager fra
et innkommende bufferomrdde til et behandlingsomride.

Det ville ogsd vare en forbedring i forhold til det
tidligere kjente & tilveiebringe en méetode som unngdr behovet
for forsinket gjentakelse av meldinger mens datamaskinen
prepareres og innstilles for mottakelse av meldingen.

For & overvinne problemene med tidligere kjente
lagringstilgangsmetoder er det tilveiebrakt en fremgangsmite
av den innledningsvis nevnte art hvis karakteristiske trekk
fremgdr av krav 1. Ytterligere trekk ved oppfinnelsen fremgdr
av de gvrige uselvstendige kravene. Metoden kan bli anvendt
ved en fordelt, styrt, multiplekset databuss som har flere
databehandlingsenheter koplet dertil.

‘ Metoden sorger for direkte adressering av lager til
en databehandlingsenhet for & lagre en mottatt melding ved
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et forutbestemt sted i det lageret. En funksjonsadresse
inneholdt i den mottatte meldingen blir benyttet for & diri-
gere lagringen av meldingen i lageret. Hver databehandlings-
enheter inneholder et bestemt sett med softwarefunksjoner
{programmer) som behandler data i en mottatt melding i

lgpet av deres utfgrelse. Funksjonsadressen identifiserer
softwarefunksjonen som benytter data inneholdt i den mottatte
meldingen. Hver softwarefunksjon blir pavirket. av mottagel-
sen av en melding som inneholder funksjonsadressen korrespon-
derende med den bestemte softwarefunksjon.

En softwarefunksjon blir skrevet pd en mdte som
blir etablert ved inngangsstyreblokken og en vektor-
tabell som blir benyttet for & lagre en mottatt melding i
et forutbestemt omrdde av lageret. Inngangsstyreblokken og
vektortabellen tilveiebringer de ngdvendige styreord og
posisjonsgivere som bevirker fortsatt funksjon av software-
funksjonen sd snart data har blitt mottatt.

Den mottatte meldingen er innbefattet av funk-
sjonsadressen og dataordene. Funksjonsadressen identifiserer
softwarefunksjonen som skal benytte dataen. Denne funksjons-
adressen blir benyttet av en direkte lagertilgangs- - -
(DMA) -styrerer for a adressere vektortabellen. Vektortabel-
len peker pa inngangsstyreblokken betegnet med det adresser-
te ord. DMA-styreren benytter vektortabellen og inngangs-
styreblokken for & bestemme ut fra funksjonsadressen hvor
dataordene i den mottatte meldingen skal lagres.

Vektortabellen er et lagret sett med forutbestemte
lagersteder for inngangsstyreblokkene som er sgkt tilgang
ved hjelp av DMA-styreren. Inngangsstyreblokken er et lagret
sett med kommandoord som hjelper DMA-styreren med & bestemme
hvor data skal lagres i lageret.

Metoden ifglge foreliggende oppfinnelse omfatter
mottak av en melding som inneholder funksjonsadressen.

For & utfg¢re foreliggende metode har databehand-
lingsenheten et bussgrensesnitt, en DMA~styrer, en behand-
lingsenhet og et lager. DMA-styreren benytter vektortabellen
og en inngangsstyreblokk for & overfgre en melding mottatt
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‘fra bussgrensesnittet til lageret. Meldingen er innbefattet

av en begynnelse av meldingsordet som inneholder funksjons-
adressen fulgt av dataord og avsluttet med slutten av et
meldingsord.

Nér bussgrensesnittet godtar en melding fra data-
bussen, overf¢rer DMA-styreren meldingen til lageret som be-
nytter funkéjonsadressen inneholdt i begynnelsen av meldings-
ordet. Funksjonsadressen indekser en entring i vektortabel-
len. Entringen i vektortabellen identifiserer en inngangs-
styreblokk tilknyttet den bestemte funksjonsadressen. Inn-
gangsstyreblokken inneholder kommandoord benyttet av DMA-
styreren for & lagre data i lageret. Funksjonsadressen til-
svarer softwarefunksjonen som skal behandle den mottatte
data.

Det fgrste dataordet i meldingen blir lagret i et
forutbestemt lagersted bestemt av et ord i inngangssstyre-
blokken. Pafglgende ord i meldingen blir lagret i lager-
steder narliggende det f@grste lagerstedet inntil det siste
ordet i meldingen er mottatt. Lagringen fortsetter alterna-
tivt inntil et maksimalt antall ord har blitt mottatt som
fyller det tildelte lageromradet.

DMA-styreren begrenser ved hjelp av inngangsstyre-
blokken stgrrelsen pd lageromrddet benyttet for & lagre en
bestemt melding og lagrer en indikasjon pd lengden av den
mottatte meldingen for bruk av softwarefunksjonen. Inngangs-
styreblokken . sgrger for en inngang til vektortabellen for &
oppdatere styreblokkindeksen tilveiebragt derved. Denne
virkningen tillater DMA-styreren & identifisere den neste
inngangsstyreblokken som skal bli nyttet for samme funksjons-
adresse. Slutten av meldingsordet blir lagret i en inngangs-
melding avslutning k¢ anordnet i lageret for & angi til soft-
warefunksjonen at data har blitt lagret.

Anvendelsen av den ovenfor beskrevne metode til-
later direkte tilgang til et lager ved en databehandlings-
enhet uten avbrudd ved pdgdende softwareutfgelse. Ovenfor
nevnte metode tillater direkte lagertilgang som sikrer at be-
handlingsenheten kan motta meldinger sd hurtig som de blir
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mottatt over databussen. Denne metoden reduserer administra-
sjonsbehandlingen i behandlingsenheten og unngdr ungdvendig
bevegelse av meldinger fra et innkommende bufferomrdde til
et behandlingsomrdde. Denne metoden eliminerer ogsd behovet
for forsinket mottagelse av en melding mens behandlingsen-
heten setter opp et omrdde for mottagelse av innkomende data.

Oppfinnelsen skal nd beskrives narmere med henvis-—
ning til medfglgende tegninger, hvor:

Fig. 1 viser fordelt styre— multiplekset databuss
0 som kan anvende metoden ifglge foreliggende oppfinnelse.

Fig. 2 viser prosessen med & frembringe en meld-
ing som blir overfgrt over databussen.

Fig. 3 viser sammensetningen av en typisk melding
som blir sendt over databussen.

Fig. 4 viser et diagram som kan anvendes for &
vise fremgangsmdten ifglge foreliggende oppfinnelse.

Fig. 5 og 6 viser flytdiagram som viser fremgangs-
maten ifglge oppfinnelsen.

P4 fig. 1 er vist en multiplekset databuss hvor
20foreliggende oppfinnelse kan bli anvendt. Systemet innbefat-
ter en seriedatabuss 21 som er koplet til flere enheter, slik
som datamaskiner, fremvisningsanordninger og perifere anord-
ninger. Flere datamaskiner 22-1, ... 22~N, flere fremviser-
anordninger 23-1, ... 23-N, og flere perifere anordninger 24-1,
25 ., 24-N kan f.eks. vare forbundet med databussen 2l. Data-
bussen 21 kan vare en vanlig koaksial eller triaksial kabel
med en midtleder omgitt av én eller to jordede skjermer og
egnede transformatorkoplinger anordnet for & forbinde data-
maskiner, fremvisningsanordninger og perifere anordninger
30 med denne. Datamaskinere 22 forbundet til databussen 21 kan
vere av samme type eller vaere av forskjellige typer. Frem-
visningsanordningene 23 kan vere tekstanordninger, grafiske
anordninger eller store skjermer eller lignende. De peri-
fere anordninger 24 innbefatter slikt utstyr som terminaler
35(CRT/tastaturer), modemer, skrivere, diskenheter og magnetiske

bdndenheter eller lignende.

Hver av enhetene forbundet med databussen 21 over-




; | 167946

- fgprer informasjoner langs bussen 21 til hvilke som helst. av

10

15

20

25

30

35

de andre enhetene. Den f¢nste datamaskinen 22-1 kan f.eks.
overfgre informasjon til en av de andre datamaskinene koplet
til bussen 21 eller overfgre informasjon til enhver av de
perifere anordningene 24 eller noen av fremvisningsanord-
ningene 23. Ved en stor systemsammenstilling er det mulig
for flere enheter & overfgre data langs databussen 21 til én
enhet ved hovedsakelig samme tidspunkt. Et riktig konstru-
ert system tillater mottagelse av en rekke meldinger som har
lite eller overhode ikke noe gap derimellom uten tap av
noen form for data.

Fig. 2 viser behandlingen hvor en melding blir
frembragt ved en vanlig sendeenhet. En datamaskin, slik som
den fgrste datamaskinen 22-1, er innbefattet av et lager 31-1,
en behandlingsenhet 32-1, en direkte lagertilgangs(DMA)-styr-
er 33-1 og et bussgrensesnitt 34-1. Behandlingsenheten 32-1
utferer et'program 35 og en inngangs/utgangsinstruksjon gir
DMA-styreren 33-1 stedet for utgangsstyreblokken 38 i lager-
et 31-1. N&r bussgrensesnittet 34-1 overfgrer en melding
39 pd databussen 21, starter meldingen 39 med en synkropuls
(S) 40 fulgt av begynnelsen av et meldingsord (BOM) 41, data-
ord 45, en synkropuls (S) 40' og slutten av et meldings-
(EOM) ord 44.

DMA-styreren 33-1 gjenfinner begynnelsen av meld-
ingsordet 41 fra utgangsstyreblokken 38 for & danne den
fgrste delen av meldingen 39, DMA-styreren 33-~1 gjenfinner
s& startadressen 42 fra utgangsstyreblokken 38. Startadres-
sen 42 angir hvor dataordene 45 er lagret i lageret 31-1 og
hvor mange dataord (ordtelleverdier 43) skulle bli over-
fgrt. Etter begynnelsen av meldingsordet 41 gjenfinner data-
bussgrensesnittet 34-1 dataordene 45 fra lageret 31-1. DMA-
styreren 33-1 gjenvinner sd til slutt slutten av meldings-
ordet 44 fra utgangsstyreblokken 38 for & danne siste del
av meldingen 39.

Meldingen 39 blir mottatt av en bestemt databe-
handlingsenhet, identifisert som datamaskinen 22-N. Buss-
grensesnittet 34-N til mottagerdatamaskinen 22-N mottar den
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sendte meldingen 39 og bestemmer om denne bestemte enheten
skal motta den sendte data heri.. Fig. 3 viser ogsa struk-
turen til den mottatte melding 39. Meldingen 39 omfatter
spesielt den f¢rste synkropulsen 40 fulgt av begynnelsen av
meldingsordet 41 som inneholder en type kode 50 og en funk-
sjonsadresse 49. Dataordene 45 fglger begynnelsen av ordet
41. Den andre synkropulsen 40' fglger dataordene 45, hvor-
etter slutten av meldingsordet 44 avslutter meldingen 39.

Fig. 4 viser et diagram nyttig for & vise frem-
gangsmdten ifglge foreliggende oppfinnelse. Fremgangsmaten
ifplge foreliggende oppfinnelse tillater en direkte adresser-
ing av et datamaskinlager for a lagre meldinger deri. Som
forklart ovenfor inneholder meldingen 39 en funksjonsadresse
49 ner dens begynnelse. S& snart et bestemt bussgrense-
snitt 34 godtar meldingen 39, blir funksjonsadressen 49 be-
nyttet av DMA-styreren 33 som en indeks i en vektor-(posi-
sjonsangiver) tabell 55. Adressen i vektortabellen 55 peker
pé& en inngangsstyreblokk (ICB) 56 som korresponderer med den
bestemte funksjonsadressen 49. Vektortabellen 55 er et lag-
ret sett med forutbestemte lagersteder til inngangsstyre-
blokkene 56 som blir gitt tilgang av DMA-styreren 33. Inn-
gangsstyreblokken 56 er et lagret sett med kommandoord som
hjelper DMA-styreren 33 ved & bestemme hvor mottatte data
skal lagres. Informasjonen lagret i inngangsstyreblokken 56
angir hvor data 45 skal lagres i lageret 31, om eller ikke
behandlingsenheten 32 skal avbrytes etter at data 45 er lag-
ret og hvorledes den skal settes opp for neste innkommende
melding 39 med samme funksjonsadresse 49.

P34 fig. 4 er meldingen 39 vist avtegnende dens
forskjellige deler som er av spesiell viktighet for frem-
gangsmdten ifglge foreliggende oppfinnelse. En software-
funksjon (program) som blir utfgrt ved databehandlingsenheten
er skrevet pd en mdte som etablerer inngangsstyreblokken 56
og vektortabellen 55 benyttet for & lagre en mottatt meld-
ing 39 i1 lageret. Funksjonsadressen 49 inneholdt i melding-
en 39 blir benyttet av DMA-styreren 33 for & indeksere vek-
tortabellen 55. Fuhksjonsadressen 49 blir tilfgrt vektor-
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tabellen 55 som identifiserer lagerstedet 60 til den bestemte
inngangsstyreblokken slik som inngangsstyreblokken 56. Inn-
gangsstyreblokken 56 er en som er utpekt for en bestemt
funksjonsadresse 49.

S& snart identifisert, benytter DMA-styreren 33
inngangsstyreblokken 56 for & styre strgmmen av data 45 fra
den mottatte meldingen 39 inn i inngangsmeldingsomrddet 57
til lageret 31. DMA-styreren 33 lagrer det fgrste data-
ordet til meldingen 39 ved et fgrste lagersted 62 i inngangs-
meldingsomr&det som blir identifisert av et styreord merket
meldings (MSG) -omrddelagersted 61 i inngangsstyreblokken 56.
DMA-styreren 33 fortsetter 3 overfgdre data fra meldingen 39
inn i inngangsmeldingsomrddet 57 pd& narliggende lagersteder
inntil det siste ordet 63 til meldingen 39 har blitt mottatt.
Slutten av meldingsordet 44 blir detektert, som bevirker
DMA-styreren 33 for & lagre slutten av meldingsordet 44, i
et lagersted 68 til en inngangsmeldingsavslutningskg 58 og
avslutter overfgringen av dataord til inngangsmeldingsom-
rddet 57. DMA-styreren 33 lagrer ogsd informasjon angdende
lengden p& mottatt melding i et lagersted 64 til inngangs-
styreblokken 56 slik at softwarefunksjonen som benytter data
45 har en indikasjon av hvor meldingsendene er.

Antall dataocrd 45 i mottatt melding 39 er normalt
lik eller mindre enn stg¢rrelsen pd inngangsmeldingsomrddet
57. Dersom antall ord for dataene 45 inneholdt i mottatt
melding 39 er stgrre enn antall ord inneholdt i inngangs-
meldingsomrddet 57, fortsetter DMA-styreren 33 & lagre data
i inngangsmeldingsomrddet 57 kun inntil omré&det 57 er fullt.
DMA-styreren 33 benytter informasjonen lagret i lagerstedet
65 for & bestemme slutten av omrddet 57. DMA-styreren 33
stopper lagringen av data ndr den ndr ordet i lagerstedet 66.
DMA-styreren 33 avbryter lagringen av mottatte dataord der-
som meldingen overskrider stgrrelsen pd inngangsmeldings-
omrddet 57. Som nevnt tidligere blir informasjon angdende
lengden pd den mottatte melding 39 lagret i inngangsstyre-
blokken 56 av DMA-styreren 33 og slutten av meldingsordet 44
blir lagret i inngangsmeldingsavslutningskgen 58. I begge
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tilfeller blir stedet for den benyttede inngangsstyreblokk
56 lagret 1 inngangsmeldingsavslutningskgen 58 av DMA-styr-
eren 33. Det hjelper softwarefunksjonen i & bestemme om
meldingen 39 har blitt mottatt og hvilken styreblokk som
ble anvendt for & lagre data 45.

DMA-styreren 33 lagrer ord i inngangsmeldings-
avslutningskgen 58 som utpeker lagerstedet 69 som en angiv-
else av den benyttede inngangsstyreblokken 56 og iagerstedet
68 som slutten av meldings- (EOM) ordet 44 for hver mottatt
melding 39. Inngangsmeldingsavslutningskeen 58 blir kontinuerlig
oppdatert hvor den eldste entringen blir gdelagt ved an-
komsten av den nyeste entringen. Inngangsmeldingsavslut-
ningskgen 58 holder orden p& tidligere mottatte meldinger
med hensyn til den bestemte inngangsstyreblokken benyttet
for & lagre meldingen og slutten av meldingsordet.

Ordet i inngangsstyreblokken 56, som blir iden-
tifisert som neste inngangsstyreblokk-(ICB) lagersted 67 ble
lagret i vektortabellen 55 ved hijelp av DMA-styreren 33.
Dette sikrer at neste melding med samme funksjonsadresse
har et gyldig indeks (posisjonsangivelse) for styringen av
lagringen av data inneholdt deri. Dette tillater multippel-
inngangsstyreblokker & bli kjedet sammen eller af samme
samme inngangsstyreblokk blir kontinuerlig benyttet.

Utfgrelsen beskrevet med henvisning til fig. 4
unngéf den ungdvendige bevegelsen av meldinger i lageret
fra et innkommende bufferomrdde til et behandlingsomrdde. Be-
hovet for forsinket mottagelse av meldingen mens behandlings-
enheten blir innstilt for & motta blir ogsd unngdtt. Direk-
te lagring av meldingen ved. bruk av funksjonsadressen eli-
minerer behovet for at behandlingsenheten skal sortere ut
meldinger. Dette systemet tillater ogsd at innkommende meld-
inger direkte oppdaterer en databussfil pd periodisk basis
uten & skape behandlingsadministrasjon eller systemavbrudd.

Fig. 5 viser en generell metode i flytdiagramform.
Metoden innbefatter trinnet med & motta en melding som inne-
holder en funksjonsadresse overfgrt langs en databuss, som
angitt i blokk 75. PFunksjonsadressen inneholdt i den mot-
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tatte meldingen benyttes for 3 indeksere en vektortabell,
som angitt i blokk 76. Vektortabellen adressert pd denne
maten sgrger for adressen til en inngangsstyreblokk som
korresponderer med funksjonsadressen, som angitt i blokk
77. Inngangsstyreblokken angir lagerstedet for lagring av
data inneholdt i den mottatte meldingen, som angitt i blok-
ken 78. Data inneholdt i meldingen blir sd til slutt lag-
ret i lagerstedet, som angitt i blokken 79.

Oppfinnelsen skal forklares nermere med henvis-
ning til fig. 6. Detaljerte trinn ved fremgangsmaten
ifglge oppfinnelsen innbefatter mottagelse av meldingen
fra bussgrensesnittet, som innbefatter godtagelse av meld-
ingen og fgring av funksjonsadressen til DMA-styreren, som
angitt i blokk 75. DMA-styreren benytter funksjonsadressen
for & indeksere vektortabellen, som angitt i blokk 76. Vek-
tortabellen adresserer (peker mot) en inngangsstyreblokk som
inneholder informasjoner angdende hvor data skal lagres, som
angitt i blokk 77. DMA-styreren lagrer det f@grste ordet for
data inneholdt i meldingen wved det forutbestemte lagerstedet
angitt med et ord i inngangsstyreblokken, som angitt i blok-
ken 80. Pafglgende dataord i meldingen blir lagret i lager-
stedene narliggende det fgrste ordet inntil lageromrddet er
fullt eller hele meldingen har blitt lagret, som angitt i
blokk 81.

Ogsd en angivelse av lengden pd den mottatte meld-
ingen blir lagret i inngangsstyreblokken for & sgrge for at
softwarefunksjonen som benytter datene far angitt hvor data-
ene slutter, som angitt i blokken 82. Slutten av meldings-
ordet og stedet for inngangsstyreblokken benyttet for lagret
data blir lagret i en meldingsavslutningskg for & angi for
softwarefunksjonen at data har blitt lagret, som angitt i
blokk 83. Stedet for den neste inngangsstyreblokken som skal
bli benyttet ndr neste melding med samme funksjonsadresse er
mottatt, blir ogsd lagret i vektortabellen, som angitt i
blokk 84. Det siste trinnet tillater at flere inngangsstyre-
blokker kan bli kjedet sammen eller samme inngangsstyreblokk
kan bli kontinuerlig benyttet.
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Det har blitt beskrevet en ny fremgangsmdte for &
benytte direkte lagertilgang for & lagre meldinger mottatt
fra databehandlingsenheter forbundet med en multiplekset
databuss. Foreliggende oppfinnelse unngdar ungdvendig be-
vegelse av meldinger i lageret fra et innkommende bufferom-—
rdde. Foreliggende metode unngdr ogsd behovet for & forsinke
mottagelsen av innkommende meldinger mens en datamaskin pre-

pareres for mottagelse og lagring av meldingene.
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Patentkrayvw

1.

Fremgangsmdte for bruk ved en multiplekset databuss (21) som
har flere tilkoblede databehandlingsenheter som serger for
direkte adressering av respektive datamaskinlagre tilknyttet
hver av databehandlingsenhetene for & lagre deri mottatte
datameldinger (39), idet databehandlingsenheten innbefatter
en vektortabell (55) og en inngangsstyreblokk (56) som er
etablert av software-funksjoner utfert av databehandlings-
enhetene, idet datameldingen (39) innbefatter en funksjons-
adresse (49) som identifiserer databehandlingsfunksjonen som
skal bli utfert pd data som felger funksjonsadressen i
datameldingen og data som skal bli overfdrt til lageret,
karakterisert ved

avfeling (34-N, fig. 2, fig. 4) av datameldingen (39) som
inneholder funksjonsadressen (49) ettersom datameldingen
forplanter seqg p& bussen (21),

bestemmelse (54, fig. 4) om data (45) skal bli akseptert nar
funksjonsadressen (49) blir avfplt,

anvendelse (DMA styrer 33-N, fig. 2) av funksjonsadressen
(49) som en indeks i vektortabellen (55, fig. 6), idet
funksjonsadressen (49) peker pd en inngangsstyreblokk (60)
korresponderende med den bestemte funksjonsadressen (49),
adressering (60 ved 55 til 56) av inngangsstyreblokken‘(56)
designert av funksjonsadressen (49),

anvendelse (DMA styrer 33-N, fig. 2) av 1nngangsstyreblokken
(56) for 8 designere et datamaskinlagersted (57) hvor data
(45) ved en mottatt datamelding (39) skal bli lagretH(62-63),
og

lagring (DMA styrer 33-N, fig. 2) av dataen (45) inneholdt i
datameldingen (39) i datamaskinlagerstedet (57 til lager 31-
N, fig. 2) designert av inngangsstyreblokken (56) ndr
datameldingen pd bussen (21) avfgles.

2.

Fremgangsmdte ifolge krav 1, karakte r 1 sert
ved oppdatering (DMA styrer 33-N, fig. 2) av vektortabel—
len (55, fig. 6) med informasjon (67) utledet fra inngangs-
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styreblokken (56) som er indikativ for lokaliseringen av en

~ inngangsstyreblokk som skal bli benyttet ved neste melding

(39) som inneholder funksjonsadressen (49, fig. 3).

3.
Fremgangsmdte ifelge krav 1 og 2, karakteri-

sert ved lagring (DMA styrer 33-N, fig. 2) av

informasjonen (63 ved 64) som er indikativ for lengden p&
meldingen (39) for bruk av software-funksjonen.

4. ‘

Fremgangsmdte ifelge krav 1, 2 eller 3, karakteri-
sert ved lagring (DMA styrer 33-N, fig. 2) av
informasjon (69) som er indikativ for hvilken inngangsstyre-
blokk (56) som ble benyttet for & lagre den mottatte
meldingen (39).

5.

Fremgangsmdte ifelge krav 1, 2, 3 eller 4, k a rak -
terisert ved lagring (DMA styrer 33-N, fig. 2)
av informasjon (68) som er indikativ for om meldingen har
blitt mottatt.

6.

Fremgangsmite ifglge kravl, karakterisert
ved at lagringen av data innbefatter tilveiebringelse av
dataord (45) i datameldingen (39),

tilveiebringelse av kommandoord (61, 64, 65, 67) i inn-
gangsstyreblokken (56),

lagring (DMA styrer 34-3, fig. 5) av forste dataord (45) i
datameldingen (39) i lagersteder (62-63) angitt sammen-
hengende (62) til det forste dataordet (45) inntil meldings-
arealet (57) er fullt eller inntil siste dataord (45) til
datameldingen (39) er lagret i lageret (31-N, fig. 2).

7.
Fremganqsm&té ifelge krav 2, ved hvilken oppdateringen av
vektortabellen er karakterisert v e d:
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lagring (DMA styrer 34-3, fig. 5) av et kommandoord (67)
inneholdt i inngangsstyreblokken (57) i vektortabellen (55)
for sdledes & oppdatere vektortabellen (55) med en indikasjon
av stedet i lageret (31-N, fig. 2) for neste inngangsstyre-
blokk (56) som skal bli anvendt.

8.

Fremgangsmdte ifelge krav 7, karakterisert
v ed lagring (DMA styrer 34-3, fig. 5) av lengden pd
meldingsindikasjonen (68 ved 58).
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