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measuring (230) elasticity-related data for the first ROI by using a shear wave ultrasonic imaging technique; generating (240) a
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METHOD AND SYSTEM FOR PROCESSING ULTRASONIC IMAGING

DATA

FIELD OF THE INVENTION
The invention relates to an ultrasound-based imaging method and system, and

particularly to the processing of ultrasonic imaging data.

BACKGROUND OF THE INVENTION

Ultrasonic imaging has been widely accepted as an easy-to-use, inexpensive imaging
modality to diagnose malignant cancers such as breast, liver, prostate cancers, etc. However,
clinical doctors still have less confidence in the ability of using ultrasound to differentiate
benign and malignant lesions because ultrasound has relatively poor image quality and
operator-dependence compared to other imaging modalities such as computed tomography
(CT) and Magnetic Resonance Imaging (MRI).

In recent years, a computer aided diagnosis (CAD) system, which is also referred to as
computer decision support (CSD) system, has been developed to help clinical doctors to
detect or diagnose lesions.

The current ultrasound-based CAD system relies on B-mode ultrasonic images. For
example, anatomical information extracted from the B-mode ultrasonic images may be used
for the computer aided diagnosis in a CAD system. In order to obtain the anatomical
information of the relevant tissues, a user needs to manually set a region of interest (ROI) on
the B-mode ultrasonic images. Then the anatomical information for the ROI may be extracted
from the B-mode ultrasonic images and may be used for the computer aided diagnosis in the
CDS system.

However, the anatomical information extracted from the B-mode ultrasonic images
becomes insufficient for the CDS system. It is desirable to improve the performance of
computer aided diagnosis by using for example another category of information in the

ultrasound-based CAD system.
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Ultrasonic elastography, for example a shear-wave ultrasonic imaging technique, is
another ultrasonic imaging mode which can provide elasticity-related data (i.e., stiffness) of
tissues. For example, Philips has developed the shear-wave ultrasonic clastography point
quantification (clastoPQ) technique, which can provide quantitative mechanical information
(i.e., stiffness) of tissues. In order to obtain the elasticity-related information of the relevant
tissues, a user needs to manually set a ROI on the B-mode ultrasonic image to outline the
relevant area, and then the shear-wave ultrasonic imaging procedure may be performed to
obtain the
elasticity-related information for the relevant area.

Our research results indicate that the combination of B-mode imaging technique and
clastoPQ technique can improve the sensitivity and specificity of lesion detection and
differentiation in the ultrasound-based CAD system. However, in order to obtain the
anatomical information and the clasticity-related information, the user, such as the clinical
doctor, needs to set the ROI for obtaining the anatomical information and the ROI for
obtaining the elasticity-related information separately in the above-mentioned procedures to
obtain the two kinds of information. In this way, the user’s operation and experience are
paramount to ensure that the two ROIs target the same relevant tissue area.

Therefore, it is desirable to provide a more efficient and reliable method and system for

providing the two kinds of information to the ultrasound-based CAD system.

SUMMARY OF THE INVENTION

For the sake of the above mentioned purpose, the present invention provides a method
and system for facilitating the ultrasound-based computer aided diagnosis. The present
invention can simplify the operation of the user for setting the two ROIs and make sure that
the two ROIs target the same relevant tissue area.

According to an aspect of the present invention, a method of processing ultrasonic data is
provided, the method comprising: obtaining a B-mode ultrasonic image; setting a first ROI on

the ultrasonic image according to a first input received from a user; measuring elasticity
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related data for the first ROI by using a shear wave ultrasonic imaging technique; generating a
second ROI on the ultrasonic image on the basis of the first ROI; and extracting image
features for the second ROI from the ultrasonic image.

In this method, through using the measurement box, i.c., the first ROI, for one mode of
ultrasonic imaging, i.e., shear wave ultrasonic imaging (elastoPQ as an example) as the basis
for generating the second ROI for the processing of another mode of ultrasonic images, i.c.,
B-mode ultrasonic images, the user only needs to set the ROI once and the second ROI is
automatically generated based on the ROI set by the user. In this way, the user operation is
simplified and the first and second ROIs are sure to target the same or a corresponding
relevant tissue area with respect to the two kinds of information, i.e., the elasticity-related
information and the anatomical information.

According to an embodiment of the present invention, the method further comprises
receiving a second input from the user.

In this embodiment, the step of generating the second ROI comprises:

if the second input indicates a lesion application, generating, on the basis of the first ROI,
a contour of the lesion in the ultrasonic image as the second ROI;

if the second input indicates a non-lesion application, generating the second region of
interest around the first ROI as the second ROI according to a predetermined shape.

In this embodiment, through generating the second ROI in different ways according to
the related clinical applications, the second ROI may be set in a more accurate manner.

According to an embodiment of the present invention, the step of gencrating a
predetermined shape around the first ROI as the second ROI comprises: using the first ROI as
the second ROI; or generating the second region of interest by expanding from the first ROI
by a predetermined factor.

In this embodiment, for the non-lesion application, the simplest way to generate the
second ROI is to use the first ROI as the second ROI. In this way the processing complexity
may be reduced.

According to an embodiment of the present invention, the method further comprises
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receiving a third input from the user, and adjusting the second ROI according to the third
input received from the user.

In this embodiment, the user is allowed to adjust the generated second ROI manually.

According to another aspect of the present invention, a system for processing ultrasonic
data is provided, the system comprising: an ultrasonic probe; a B-mode imaging unit for
obtaining a B-mode ultrasonic image from ultrasonic radio-frequency data collected by the
ultrasonic probe; a user interface for receiving a first input of a user and setting a first ROI on
the ultrasonic image according to the first user input; an elasticity measuring unit for
measuring elasticity-related data for the first ROI by using a shear wave ultrasonic imaging
technique; and an image processing unit for generating a second ROI on the ultrasonic image
on the basis of the first ROI and extracting image features for the second ROI from the
ultrasonic image.

In this aspect, the present invention provides a system in which the
clasticity-related information and the anatomical information may be efficiently obtained and
reliably relate to the same or a corresponding relevant tissue areca . And in this system, the
user only needs to set the first ROI once and the second ROI is automatically generated by an
image processing unit, based on the first ROI; in this way the user operation is simplified and
two ROIs are sure to target the same or a corresponding relevant tissue area.

According to an embodiment of the present invention, the user interface is adapted for
receiving a second user inpui.

And in this embodiment, the image processing unit may be adapted for:

if the second input indicates a lesion application, generating, on the basis of the first ROI,
a contour of the lesion in the ultrasonic image as the second ROI;

if the second input indicates a non-lesion application, generating the second region of
interest around the first ROI according to a predetermined shape.

And in this embodiment, the image processing unit may be further adapted for: using the
first ROI as the second ROI, or for generating the second region of interest by expanding

from the first ROI by a predetermined factor.
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According to an embodiment of the present invention, the user interface may be adapted
for receiving a third input from the user and adjusting the second ROI according to the third
input received from the user.

According to another aspect of the present invention, a computer program product is
provided comprising machine executable instruction codes which, when executed on a
machine, cause the machine to perform the above mentioned methods for processing
ultrasonic data.

According to another aspect of the present invention, an ultrasonic imaging apparatus is
provided which comprises an image processor for processing ultrasonic data, the image
processor being configured to perform the above mentioned methods.

Other objects and advantages of the present invention will become more apparent from
and will be easily understood with reference to the description made in combination with the

accompanying drawings.

DESCRIPTION OF THE DRAWINGS

The present invention will be described and explained hereinafter in more detail by
means of embodiments and with reference to the drawings, in which:

Fig. 1 is a block diagram which illustrates an ultrasonic diagnostic imaging system
constructed in accordance with an embodiment of the present invention;

Fig. 2 is a flowchart of a method for the combined use of shear-wave ultrasonic imaging
technique and B-mode ultrasonic imaging technique in accordance with an embodiment of the
present invention.

The same reference signs in the figures indicate similar or corresponding features and/or

functionalities.

DETAILED DESCRIPTION
Embodiments of the present invention will be described hereinafter in more detail with

reference to the drawings.
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Referring to Fig. 1, an ultrasonic system constructed in accordance with an embodiment
of the present invention is shown in the block diagram.

An ultrasonic probe 100 has a transducer array of transducer c¢lements for transmitting
and receiving ultrasonic signals. The transducer array can be a
one-dimensional or a two-dimensional array of transducer elements. Either type of transducer
array can scan a two-dimensional (2D) plane and the two-dimensional array can be used to
scan a volumetric region in front of the array.

The ultrasonic probe 100 is coupled to a B-mode imaging unit 110. The B-mode imaging
unit 110 may obtain B-mode ultrasonic images from the ultrasonic radio-frequency data
collected by the ultrasonic probe 100. The obtained B-mode ultrasonic images may be
displayed on the display 150 which is coupled to the B-mode imaging unit 110. And the
obtained B-mode ultrasonic images may also be further processed in the image processing
unit 120 which is coupled to the B-mode imaging unit 110.

While viewing the displayed B-mode ultrasonic image, a user such as a clinical doctor or
a radiologist may set a first ROI on the B-mode ultrasonic image via the user interface 130,
which is coupled to the image processing unit 120 and/or to the elasticity measuring unit 140
(not shown in the fig.1). In other words, the user interface may receive a user input and set a
first ROI on the ultrasonic image according to the user input. The first ROI set via the user
interface may be used by the elasticity measuring unit 140 to perform the measurement of
clasticity-related data for the first ROI. The measurement of clasticity-related data may be
performed by using a shear wave ultrasonic imaging technique. Such a shear wave ultrasonic
imaging technique is described in Philips’s patent application WO2011/064688, which is
referred to in this application. And the measurement of elasticity-related data may be
performed by using the shear-wave ultrasonic elastography point quantification (elastoPQ)
technique developed by Phillips. Then the measured elasticity-related data may be provided to
the CDS system 160 for the purpose of computer aided diagnosis.

The image processing unit 120 may generate a second ROI on the ultrasonic image on
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the basis of the first ROI set via the user interface. And the image processing unit 120 may
perform further processing of the B-mode ultrasonic images with respect to the second ROL.
According to an embodiment, the image processing unit 120 may extract image features for
the second ROI from the B-mode ultrasonic images. The extracted image features may
present the anatomical information of the relevant tissue area outlined by the second ROI; for
example, the image features extracted for the second ROI may be morphological features,
texture features, margin features and so on, which may be provided in the CDS system 160
for the purpose of computer aided diagnosis.

In the above embodiment, the extraction of image features is performed by the image
processing unit 120 outside the CDS system 160. However, in a variation of the embodiment,
the functional unit for extracting image features may be implemented in the CDS system 160.
In this variation of embodiment, the image processing unit 120 may provide the B-mode
ultrasonic images having the second ROI thercon to the CDS system 160, and a feature
extracting unit of the CDS system may extract the image features for the second ROI from the
B-mode ultrasonic images.

In the above embodiment, the measured clasticity-related data and the extracted image
features are provided to the CDS system 160 for the computer aided diagnosis. However, it
should be understood that the CDS system should not be considered as a necessary
component for the implementation of the system of the present invention. For example, the
measured elasticity-related data and the extracted image features may be displayed to the user
just for facilitating the user’s diagnosis. And in another example, the measured clasticity-
related data and the extracted image features may be simultancously displayed to the user and
provided to the CDS system.

In an embodiment, the image processing unit 120 may generate the second ROI in
different manners according to different clinical applications. In this embodiment, the user
may specify, via the user interface 130, what kind of clinical application the present diagnosis
relates to; in other words, the user interface may present a prompt to the user to select the type

of clinical application and receive a user input, which is referred to as a second user input
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hereafter.

If the second input indicates that the application is a lesion application, for example, to
differentiate malignant lesion from cirrhosis nodule, then the image processing unit 120 may
generate a contour of the lesion in the ultrasonic image on the basis of the first ROI for
measuring elasticity information and use the contour as the second ROI for extracting
anatomical information. In order to accurately measure the elasticity information of the
relevant tissue area, such as a lesion, the user typically needs to set the first ROI within the
lesion area. Therefore, the contour of the lesion area may be generated by a segmentation
technique based on the first ROI. For example, the segmentation technique may use the first
ROI as the initial contour and achieve the contour of the lesion by expanding the initial
contour to the real contour. It should be understood that in order to achieve the contour of the
lesion, it is not compulsory to sct the first ROI perfectly within the lesion area. The contour of
the lesion may be achieved as long as the first ROI roughly overlaps the lesion arca. An
exemplary segmentation technique for detecting a contour of a subject on the basis of an
initially set contour which roughly covers the subject is provided in “Localizing Region-
Based Active Contours”, Shawn Lankton, et al, IEEE TRANSACTIONS ON IMAGE
PROCESSING, VOL.17, NO.11, NOVEMBER 2008, which is referred to in this application.
And the exemplary segmentation technique may be used by the image processing unit to
generate the contour of the lesion on the basis of the first ROI. In an example, after the
contour is generated as the second ROI, it may be desirable for the user to manually adjust the
second ROI, and in some cases manual adjustment by the user might be needed. Therefore, in
this example, the user may be allowed to adjust the second ROI via the user interface; in other
words, the user interface may receive further input from the user and adjust the second ROI
according to the user’s input.

If the second input indicates that the application is a non-lesion application, for example,
to classify liver cirrhosis, distinguish fatty liver from normal liver, then the image processing
unit 120 may generate the second ROI in a different way. For example, the image processing

unit 120 may generate the second ROI around the first ROI according to a predetermined
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shape. In an example, the image processing unit may use the first ROI as the second ROI. In
another example, the image processing unit may expand the first ROI by a predetermined
factor and use the expanded shape from the first ROI as the second ROI. The factor may be an
experimental value and may be set beforchand. In an example, the user is allowed to adjust
the factor via the user interface in order to adjust the expanded shape; in other words, the user
interface may receive further user input and adjust the second ROI according to the user input.

It is described in the above embodiment that different ways are used to generate the
second ROI according to different clinical applications. However, the present invention is not
limited to a specific way of generating the second ROI. For example, any way of generating
the second ROI as described above may be used in any clinical application. And other ways to

generate the second ROI based on the first ROI are also applicable in the present invention.

Referring to Fig. 2, a method for combined use of a shear-wave ultrasonic imaging
technique and a B-mode ultrasonic imaging technique is shown in the block diagram.

At step 210, a B-mode ultrasonic image may be obtained.

At step 220, a first ROI may be set on the ultrasonic image according to a first input
received from a user.

At step 230, elasticity-related data for the first ROI may be measured by using a shear
wave ultrasonic imaging technique.

At step 240, a second ROI may be generated on the ultrasonic image on the basis of the
first ROL.

At step 250, image features may be extracted for the second ROI from the ultrasonic
image.

Although the steps of the method are shown as sequential steps, it should be understood
that the present invention is not limited to the specific sequence of the steps. For example,
step 230 may be performed in parallel with steps 240 and 250.

According to an embodiment of the present invention, the second ROI may be generated

in different ways according to different clinical applications. In this embodiment, before
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generating the second ROI at step 240, the method may further comprise receiving a second
input from the user. If the second input indicates a lesion application, then at step 240, a
contour of the lesion in the ultrasonic image may be generated on the basis of the first ROI
and may be used as the second ROL. If the second input indicates a non-lesion application, the
second ROI may be generated in a different way at step 240; for example, the second ROI
around the first ROI may be generated according to a predetermined shape. In an example, the
first ROI may be used as the second ROI. In another example, the first ROI may be expanded
by a predetermined factor and the shape expanded from the first ROI may be used as the
second ROI. The factor may be an experimental value and may be set beforehand. And, in an
example, a third input may be received from the user, and the second ROI may be adjusted

according to the third input received from the user.

It should be understood that some units as shown in fig.1 may be implemented in a
processor, or may be implemented in several hardware components; for example, the B-mode
ultrasonic imaging unit 110, the image processing unit 120 and the shear wave ultrasonic
imaging unit 140 may be implemented respectively in a dedicated processing unit such as a
Digital Signal Processor (DSP) or an Application Specific Integrated Circuit (ASIC) or the
like designed specifically for implementing their functions.

It should be understood that method 200 as shown in fig.2 may be implemented in
software as a computer program product, the described process may be stored on or
transmitted as program instructions or codes on a computer-readable medium. And a
processor such as a general purpose processor or a specific purpose processor may be used,
when executing the program instructions, to perform the method as described above.
Computer-readable media include any medium that facilitates transfer of a computer program
from one place to another and that can be accessed by a computer. By way of example, the
computer-readable media may include RAM, ROM, EEPROM, CD-ROM or other optical
disk storage, magnetic disk storage or other magnetic storage devices, or any other medium

that can be used to carry or store desired program codes in the form of instructions or data

10
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structures and that can be accessed by a computer.

It should be noted that the above-mentioned embodiments illustrate rather than limit the
invention and that those skilled in the art will be able to design alternative embodiments
without departing from the scope of the appended claims. In the claims, any reference signs
placed between parentheses shall not be construed as limiting the claim. The word
“comprising” does not exclude the presence of elements or steps not listed in a claim or in the
description. The word “a” or “an” preceding an element does not exclude the presence of a
plurality of such elements. In the system claims enumerating several units, several of these
units can be embodied by one and the same item of software and/or hardware. The usage of
the words first, second and third, et cetera, does not indicate any ordering. These words are to

be interpreted as names.

11
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CLAIMS:

1. A method of processing ultrasonic data, comprising:

Obtaining (210) a B-mode ultrasonic image;

Setting (220) a first region of interest on the ultrasonic image according to a first
input received from a user;

Measuring (230) clasticity-related data for the first region of interest by using a
shear wave ultrasonic imaging technique;

Generating (240) a second region of interest on the ultrasonic image on the basis
of the first region of interest; and

Extracting (250) image features for the second region of interest from the

ultrasonic image.

2. The method according to claim 1, further comprising receiving a second input
from the user,

wherein generating the second region of interest comprises:

if the second input indicates a lesion application, generating, on the basis of the
first region of interest, a contour of the lesion in the ultrasonic image as the second
region of interest;

if the second input indicates a non-lesion application, generating the second
region of interest around the first region of interest according to a predetermined

shape.

3. The method according to claim 2, wherein generating the second region of
interest around the first region of interest according to the predetermined shape
comprises:

using the first region of interest as the second region of interest; or

generating the second region of interest by expanding from the first region of

interest by a predetermined factor.

12
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4. The method according to claim 2, further comprising:
receiving a third input from the user; and
adjusting the second region of interest according to the third input received from

the user.

5. A system for processing ultrasonic data, comprising:

an ultrasonic probe (100);

a B-mode imaging unit (110) for obtaining a B-mode ultrasonic image from
ultrasonic radio-frequency data collected by the ultrasonic probe;

a user interface (130) for receiving a first input of a user and setting a first region
of interest on the ultrasonic image according to the first user input;

an elasticity measuring unit (140) for measuring elasticity-related data for the
first region of interest by using a shear wave ultrasonic imaging technique; and

an image processing unit (120) for generating a second region of interest on the
ultrasonic image on the basis of the first region of interest, and extracting image

features for the second region of interest from the ultrasonic image.

6. The system according to claim 5, wherein the user interface (130) is adapted
for receiving a second user input,

wherein the image processing unit (120) is adapted for:

if the second input indicates a lesion application, generating, on the basis of the
first region of interest, a contour of the lesion in the ultrasonic image as the second
region of interest;

if the second input indicates a non-lesion application, generating the second
region of interest around the first region of interest according to a predetermined

shape.

7. The system according to claim 6, wherein the image processing unit (120) is
further adapted for:

using the first region of interest as the second region of interest; or
13
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generating the second region of interest by expanding from the first region of

interest by a predetermined factor.

8. The system according to claim 6, wherein the user interface (130) is adapted
for receiving a third input from the user and adjusting the second region of interest

according to the third input received from the user.

9. A computer program product comprising instruction codes for performing the

method according to any one of claims 1 to 4.
10. An ultrasonic imaging apparatus comprising

an image processor for processing ultrasonic data, the image processor being

configured to perform the method according to any one of claims 1 to 4.

14
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