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CONTEXT BASED CO-OPERATIVE LEARNING SYSTEM AND
METHOD FOR REPRESENTING THEMATIC RELATIONSHIPS

Field of the Invention:
This invention relates to the field of information systems, computational systems, and
databases.

Additionally, this invention relates to search systems, rankings systems, assessing systems,
organizing systems, relational systems, and the like.

Additionally, this invention relates to machine learning systems, knowledge representation
systems, data representation systems, and decision making systems.

Specifically, this invention relates, in general, to searching objects, ranking one or more
objects and, in particular, to methods and apparatus for relating, assessing, ranking, '
organizing, and presenting object relationships associated with a theme and user context.

More specifically, this invention relates to context based co-operative learning system and
method for representing thematic relationships.

Background of the Invention:

The Internet is a global system of interconnected computer networks that use the standard
Internet protocol suite (often called TCP/IP, although not all applications use TCP) to serve
billions of users worldwide. It is a network of networks that consists of millions of private,
public, academic, busineés, and government networks, of local to global scope, that are linked
by a broad array of electronic, wireless and optical networking technologies. The Internet
carties an extensive range of information resources and services, such as the inter-linked
hypertext documents of the World Wide Web (WWW) and the infrastructure to suppgh )
email. : '

The World Wide Web (or Internet), is a system of interlinked hypertext documents accessed
via the Internet. With a web browser, one can view web pages that may contain text, images,
videos, and other multimedia, and navigate between them via hyperlinks.

The terms Internet and World Wide Web are often used in everyday speech without much
distinction. However, the Internet is a global system of interconnected computer networks
and, in contrast, the Web is one of the services that runs on the Internet. It is a collection of
text documents and other resources, linked by hyperlinks and URLSs, usually accessed by web
browsers from web servers. In short, the Web can be thought of as an application "running"
on the Internet.

Viewing a web page on the World Wide Web normally begins either by typing the URL of
the page into a web browser or by following a hyperlink to that page or resource. The web
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browser then initiates a series of communication messages, behi'nd the scenes, in order to
fetch and display it.

‘Searching’ on the Internet or through the web involves inputting a search parameter, and
further involves the steps of processing the search parameters against the repository of web
pages and their contents and the final step of showing those results through a web browser.
Searching involves the use of search engines developed and deployed for the purpose
mentioned above.

A web search engine is designed to search for information on the World Wide Web. The
search results are generally presented in a line of results often referred to as search engine
results pages (SERPs). The information may be embedded in web pages, images, information
and other types of files. Some search engines also mine data available in databases or open
directories. Unlike web directories, which are maintained only by human editors, search
engines also maintain real-time information by running an algorithm on a web crawler.

A Web crawler is a computer program that browses the World Wide Web in a methodical,
automated manner or in an orderly fashion.

A search engine operates in the following order:
- Web crawling
- Indexing
- Searching

Web search engines work by storing information about many web pages, which they retrieve
‘from‘t'he HTML itself. These pages are retrieved by a Web crawler (sometimes also known as
a spider) — an automated Web browser which follows every link on the site. The contents of
each page are then analyzed to determine how it should be indexed (for example, words can
be extracted from the titles,page content, headings, or special fields called meta tags). Data
about web pages are stored in an index database for use in later queries. A query can be a
single word. The purpose of an index is to allow information to be found as quickly as
possible. Some search engines, such as Google, store all or part of the source page (referred
to as a cache) as well as information about the web pages, whereas others, such as AltaVista,
store every word of every page they find. This cached page always holds the actual search
text since it is the one that was actually indexed, so it can be very useful when the content of
the current page has been updated and the search terms are no longer in it.

When a user enters a query into a search engine (typically by using keywords), the engine
examines its index and provides a listing of best-matching web pages according to its criteria,
usually with a short summary containing the document's title and sometimes parts of the text.
The index is built from the information stored with the data and the method by which the
information is indexed. Most search engines support the use of the boolean operators AND,
OR and NOT to further specify the search query. Boolean operators are for literal searches
- that allow the user to refine and extend the terms of the search. The engine looks for the

2



WO 2014/054052 PCT/IN2013/000599

~words or phrases exactly as entered. Some search engines provide an advanced feature called
proximity search which atlows users to define the distance between keywords. There is also
concept-based searching where the research involves using statistical analysis on pages
containing the words or phrases you search for. As well, natural language queries allow the
user to type a question in the same form one would ask it to a human. A site like this would
be ask.com or chacha.com

The usefulness of a search engine depends on the relevance of the result set it gives back.
While there may be millions of web pages that include a particular word or phrase, some
pages may be more relevant, popular, or authoritative than others. Most search engines
employ methods to rank the results to provide the "best" results first. How a search engine
decides which pages are the best matches, and what order the results should be shown in,
varies widely from one engine to another. The methods also change over time as Internet
_usage changes and new techniques evolve. There are two main types of search engine that
“have evolved: one is a system of predefined and hierarchically ordered keywords that humans
have programmed extensively. The other is a system that generates an "inverted index" by
analyzing texts it locates. This second form relies much more heavily on the computer itself
to do the bulk of the work.

Search techniques and techniques to find relationships among different objects based on
keywords havetheir own limitations. There techniques give same results even if context is
changed. The mere context based techniques without co-operative learning ability could not
handle data coming from more than one source (with different contexts). Since the context is
dynamic. It keeps changing with user, with scenario and even with place and position. Many
" times when anyone starts a search the results are out of the context. There are typical issues
like not providing context, failing to express own context, the inability of engine to process
the context. Simple use of words and key phrases in absence of association cannot provide
the context. Context obtained in absence of co-operative learning is typically not useful in
complex scenarios. '

Furthermore, there are no standard techniques available for defining context, modeling
context, comparing contents across contexts and discovering contextual paiterns from text.
Learning context of the text would be of great help for analyzing the information contained in '
the text. For example, organizing the information according to context would help the search
‘engines for fast and efficient retrieval of information, analyzing the search logs for contextual
 patterns can help a search engine developer to better serve its customers by re-organizing the
search results according to the contexts of a new query. Analyzing the evolution of topics or
decaying of topics in scientific literature would also help researchers to better organize and
summarize the literature and to discover and predict new research trends. Also, analyzing the
sentiments in customer reviews related to products and social events would help in
summarizing the public opinion about them the products. Studying Author-topic patterns can
also make easy the finding of experts and their perceptive of the research communities.
Analyzing the text for knowledge building using information from multiple resources also
helps in inferring a context. '



WO 2014/054052 PCT/IN2013/000599

Designing a context based learning system therefore becomes a great challenging task. In the
process of learning context, several challenges related to text mining need to be addressed,
which includes:

1. High dimensionality of the feature set

2. Feature Extraction and selection issues

3. High computational complexity issues

4. Parameter Estimation issues of Naive Bayesian Model

5. Context Identification

6. Context Modeling

Prior Art:

Today's search engines do not produce search results that are driven, consohdated and
summarized by the major contextual uses based on the overall context and not just phrases.
As a result, search results can be a disorganized sometimes not useful at all. This forces a
user to surf through results without reaching to expected document, object. There were a few
attempts to use simple key phrases for context determination. Without understanding
perspective and in absence of ability to learn co-operatively this search becomes a mere
extension to simple term frequency based searches.

The major problem faced is not just search but learning, understanding context and
establishing contextual relationship to search and keep learning to search in better way with
additional learning. The techmques so far proposed failed to understand thematic
relationship. :

Hence, there is a need for context learning systems and methods, theme learning systems and
methods, topic learning systems and methods, and correlational elements between these
systems and methods, thereof.

Objects of the Invention:
An object of the invention is to provide a system and method which provides iterative
learning capability in a search engine. ; \

Another object of the invention is to provide a system and method which provides co-
operative learning capability in a search engine.

Yet another object of the invention is to provide a system and method which provides
thematic relatlonshlp based search engme

Still another object of the invention is to provide a system and method which provides
thematic relationship based learning capability in a search engine

An additional object of the invention is to provide a system and method which provides
establishment of contextual relationship in a search engine.
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Yet an additional object of the invention is to provide a system and method which provides a
continuous learning search engine.

Still an additional object of the invention is to provide a system and method which provides
understanding of context based learning in a search engine.

Another object is provide thematic association among one or more content documents to
establish contextual ranking and enable user to search based on example

Summary of the Invention: ,

- For the purposes of this invention, the term, “object” refers to documents, images, textual
content, text files, videos, multimedia content, files, folders, and the like searchable content.
Traditionally, all of these are searchable on the Internet through search engines.

For the purposes of this invention, the term, “context” refers to user perspective or user inputs
or learning from a user or any activity in relation to a user profile or user, directly. Context
may be place, situation, meta data, and scenario along with association.

For the purposes of this invention, the term, “theme” refers to database perspective which is
pre-defined and pre-populated and probably classified. Theme is a perspective based
association with reference to objective.

For the purposes of this invention, the term, “topic” refers to a situation or event in relation to
user perspective or system perspective. Topic is a perspective based associated with reference
to objective.

o

‘According to one embodiment, one context may have multiple themes or multiple topics.

According to this invention, there is provided a system and method comprising the step(s) of
data coming from various sources; with ability of co-operative learning allowing to build
context; and has ability to search in repository of objects like documents (but not limited to
documents) based on context with reference to theme. Further can able to represent thematic
relationships and closeness among one or more objects.

Typically, the system and method allows context driven co-operative methodology allows to
determine the contextual relationships between features typically words and word phrases in
case of documents building overall context for objects or documents and ranking them with
reference to user context.

Typically, the system and method allows to learn co-operatively with reference to more than
one source of information and disambiguate to build systemic context. -

Typically, the system and method finds out contextual relationship between/among two or
~ more objects and can rank them with reference to any predefined object.
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Typically, the system and method further ranks individual entities and extract them.

Typically, the system and method helps in thematic representation of context and it allows
searching with reference to user context.

Typically, the system and method comprises context determination means which further
comprises processor and memory coupled processor. The information is requested from client
along with meta data with objects are used to determine the context. The context represented
like a thematic relationship. It has ability to refine the existing object classes and evolve a
new class if necessary with reference to context. '

According to this invention, there is provided a context based co-operative learning system
comprising: .

- identifier means adapted to identify and index objects in accordance with pre-determined
parameters of identification and indexing;

- context determination mechanism adapted to define parameters of identification in order to
determine context topic and / or context theme of said objects based on identifiable features
of said objects;

- information sources’ gathering means adapted to gather sources of information in relation to
or with reference to said identified objects; :

- searching means adapted to search for said objects, in response to at least a user query,
‘within said determined context topic and / or said determined context theme;

- cluster data building mechanism adapted to build clusters of relevant objects and further
adapted to build at least a cluster library based on pre-deﬁned parameters of clustering said
clusters; '

- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined context topic and / or said
determined context theme; and

- co-operative learning means adapted to allow multiple systems to co-operatively learn from
each other based on determined context topic and / or determined context theme.

Typically, said identifier means is adapted to identify and index objects in accordance with
pre-determined parameters of identification and indexing, characterised, in that, said pre-
determined parameters comprises data, meta data, meta tags, and the like identifiable features
of the objects.

Typically, said identifier means is adapted to identify and index objects in accordance with
pre-determined parameters of identification and indexing, characterlsed in that, said
identifier means comprises:

- key features’ identification mechanism adapted to identify key features in said objects,
which key features relate to a topic; and
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- relationship identification mechanism adapted to identify relationships among identified key
topic-based features per object.

Additionally, said identifier means is adapted to identify and index objects in accordance with -
pre-determined parameters of identification and indexing, characterised, in that, said
identifier means comprises:

- establishing means adapted to establish contextual / thematic features for said objects;

- key features’ identification mechanism adapted to identify key features in said objects,
which key features relate to a theme;

- relationship identification mechanism adapted to identify relatlonshlps among identified key
thematic features per object.

Typically, said co-operative learning means is a systemic and iterative machine learning
means.

Typically, said co-operative learning means comprises:

- cluster data building mechanism adapted to build clusters of relevant objects and further
adapted to build at least a cluster library based on pre-defined parameters of clustering said
clusters;

- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined topic;

characterised, in that, said pre-defined parameters of clustering being associated with pre-
determmed factors comprising likelihood factors, statistical factors, and closeness factors.

Additionally, said co-operative learning means comprises:

- cluster data building mechanism adapted to build clusters of relevant objects and further
adapted to build at least a cluster library based on pre-defined parameters of clustering said
clusters;

- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined topic;

characterised, in that, said pre-defined parameters of clustering bemg associated with
identification of multiple clusters having similar behaviour.

Additionally, said co-operative learning means comprises: _

- cluster data building mechanism adapted to build clusters of relevant objects and further
adapted to build at least a cluster library based on pre-defined parameters of clustering said
clusters;

- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined theme;

characterised, in that, said pre-defined parameters of clustering being associated with pre-
determined factors comprising likelihood factors, statistical factors, and closeness factors.
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Additionally, said co-operative learning means comprises:

- cluster data building mechanism adapted to build clusters of relevant objects-and further
adapted to build at least a cluster library based on pre-defined parameters of clustering said
clusters; '
- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined theme;

characterised, in that, said pre-defined parameters of clustering bemg a55001ated with
identification of multiple clusters having similar behawour

Additionally, said co-operative learning means comprises:

- context mapping means adapted to map the association of said query in terms of document
context and / or user context and / or scenario context such that determination of document
context and / or user context and / or scenario context being enabled by pre-determined
factors such as likelihood factors, statistical factors, and closeness factors.

Additionally, said co-operative learning means comprises:

- sharing mechanism to share determined topic and determine theme in order to allow
systems to learn with multiple perspectives;

- feature vectors’ building mechanism to allow intelligent systems to build feature vectors
based on said pre-determined parameters of identification and indexing;

- association mechanism adapted to associate said built feature vectors with probabilistic
weight assignment in order to build representative feature vectors; and

- statistical mechanism adapted to statistically build weights using multi-level apriori and
advanced bias based likelihood algorithm.

Typically, said context determination means comprises semantic determination mechanism
adapted to determine context (and content) based on semantic processing of said identified
objects based on said identifiable features of said identified objects.

Typically, said context determination means comprises syntactic determination mechanism
adapted to determine context (and content) based on syntactic processing of said identified
objects based on said identifiable features of said identified objects.

Typically, said context determination means comprises topic determination mechanism
adapted to determine context topic based on topic-based processing of said 1dentxﬁed objects
based on said identifiable features of said identified objects.

Typically, said context determination mechanism comprises topic determination mechanism
adapted to determine at least a topic that is a representative context of textual content of said
identified objects.
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Typically, said context determination mechanism comprises topic determination mechanism
adapted to determine at least a topic based on at least one of the followmg

- association among key phrases that leads to a context;

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases and
- relation extraction between said occurrences.

Typically, said context determination mechanism comprises theme determination mechanism
adapted to determine at least a theme based on at least one of the following:

- association among key phrases that leads to a context;
- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and
- relation extraction between said occurrences.

Typically, said context determination mechanism. comprises topic determination mechanism
adapted to determine at least a topic based on the following extracted parameters from a set
of identified objects from at least one of the following:

- Top frequency. unigrams;

- Top frequency bigrams;

- Longer key phrases;

- Association among frequently occurring unigrams and frequently occurring bigrams;

- Corpus of frequent objects and their statistical association leading to most relevant
pre-known topics; |

- Likelihood and reinforcement learning mechanisms in order to learn a new topic if
there is no pre-known relevant topic;

- Semi-supervised learning mechanisms in order to learn a new topic; and

- Mapping of key phrases to a pre-known or learnt topic.

Typically, said context determination means comprises thematic determination mechanism
adapted to determine context theme based on thematic processing of said identified objects
based identifiable features of said identified objects.

Typically, said context determination means comprises thematic determination mechanism
“adapted to determine . at least a theme based on at least one of the following extracted

parameters from a set of identified objects:

- local score of words that is computed;

- global score of words, that is‘computed, based on similarity;

- sentence score, that is computed, based on local score, global score, and

normalization; and , '

- - situation representing primary context.

Typically, said context determination mechanism comprises contextual features inference
mechanism adapted to infer contextual features for each of said objects, D;
={Pi, Ti, Si, Ot}............ 0 <i<n ‘
where,
n = no. of doc in class
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Ti = set of temporal features

Si= set of spatial features

Pi= set of protagonist features
Oi= set of organisational features

Typically, said context determination mechanism comprises contextual features inference
mechanism adapted to infer contextual features for each of said objects, D;
Di= {Pi, Ti, Si, Oi}............ 0 <i<n
where,
n = no. of doc in class
Ti = set of temporal features
Si= set of spatial features
Pi= set of protagonist features
Oi= set of organisational features

characterized, in that, said context determination further comprises clustering mechanism
adapted to cluster said inferred features of said objects for a class in to at least the following
the four situation vectors:

Ti={t0, t1, t2,........tn} for temporal features of the class i.

Si= {s0, s1, s2,........sn} for spatial features of the class i.

Pi = {p0, pl, p2,........pn} for protagonist features of the class i.
Oi = {00, ol, 02,........ n} for organisational features of the class i.

wherein, said situation vectors, which define a theme, are generated for each class, said
situation vectors form at least a situation model / thematic model for that Category: '
CSj={Tj,S;,Pj,0j} ..j=1toC '
where,

C = no. of categories

Tj = {t0, t1, t2,....tk}

Sj = {s0, s1, s2,....,sk}

Py = {p0, pl, p2, ...,pk}

0j= {00, o}, 02,...,0k}

Typically, said context determination mechanism comprises thematic relationship
establishment means adapted to establish a theme during the use of said system for searching,
said theme being established based on at least one of the parameters comprising user profile,
scenario, and knowledge base. '

Additionally, said context determination mechanism comprises thematic relationship
determination means adapted to determine a thematic relationship between said objects.

Typically, said system comprises a user input means or a user and information context
defining means adapted to allow a user to input data for topic determination or identification,
thereby allowing said system to form a cluster of objects, based on said topic, to be searched
or retrieved.

10
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Typically, said system comprises a user input means or a user and information context
defining means adapted to allow a user to input  data for theme determination or
identification, thereby allowing said system to form a cluster of objects, based on said theme,
. to be searched or retrieved.

Typically, said system comprises classification mieans adapted to classify a user profile
accessing said system and said searching means.

Typically, said system comprises context based learning means adapted to allow said system
to learn a context from said at least a user query and corresponding output search result, said
context based learning means being an iterative learning mechanism and involving results
based on pre-identified topic defined by said system.

Additionally, said system comprises context based learning means adapted to allow said
system to learn a context from said at least a user query and corresponding output search
result, said context based learning means being an iterative learning mechamsm and
involving results based on pre-identified themes defined by said system.

Typically, said information sources’ gathering means is a theme based information sources’
gathering means.

Additionally, said information sources” gathering means is a topic based information sources’
gathering means.

Additionally, said information sources’ gathering means is a user generated mformatlon
sources’ gathering means.

Additionally, said information sources’ gathering means is a machine based information
sources’ gathering means.

Additionally, said information” sources’ gathering means comprises mechanisms to gather
information from at least the following three information resources: relation extractor, name
entity recognizer, and situation builder; in order to help build a context.

Typlcally, said system comprises searching means adapted to search for said ob_]ects within
the theme clustered objects depending upon user query.

Additionally, said system comprises searching means adapted to search for said objects
within the topic clustered objects depending upon user query.

Typically, said system comprises display means adapted to display searched said objects
from searching means.

11
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Typically, said system comprises ranking means adapted to rank searched said objects, said
ranking being determined in accordance with reference to user context topic. - '

Additionally, said system comprises ranking means adapted to rank searched said objects,
said ranking being determined in accordance with reference to user context theme.

According to this invention, there is also provided a method for context based co-operative
learning method comprising the steps of:

- identifying and indexing objects in accordance with pre-determined parameters of
identification and indexing, using an identifier means; '
- defining parameters of identification in order to determine context topic and / or context
theme of said objects based on identifiable features of said objects, using a context
determination mechanism; '

- gathering sources of information in relation to or with reference to said identified objects,
using information sources’ gathering means;

- searching for said objects, in response to at least a user query, within said determined
context topic and / or said determined context theme, using searching means; '

- building clusters of relevant objects and further adapted to build at least a cluster library
based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism; ’ ‘

- mapping at least a context of said query for said searching means with said clusters from
said cluster library to segregate and poll said objects in response to said search query in line
with at least a determined context topic and / or said determined context theme, using context
mapping means; and ‘

- allowing multiple systems to co-operatively learn from each other based on determined
context topic and / or determined context theme, using co-operative learning means.

Typically, said step of identifying and indexing objects in accordance with pre-determined
parameters of identification and indexing, characterised, in that, said pre-determined
parameters comprising data, meta data, meta tags, and the like identifiable features of the
objects. ‘ _ : ,
Typically, said step of identifying and indexing objects in accordance with pre-determined
parameters of identification and indexing, characterised, in that, said step further comprises
the steps of: ,
- identifying key features in said objects, which key features relate to a topic, using key
features’ identification mechanism; and
- identifying relationships among identified key topic-based features per object, using
relationship identification mechanism.

Additionally, said step of identifying and indexing objects in accordance with pre-determined
parameters of identification and indexing, characterised, in that, said step further comprises
the steps of: ‘ ‘

- establishing contextual / thematic features for said objects, using establishing means;

12
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- identifying key features in sad objects, which key features relate to a theme, using key
features’ identification mechanism;

- identifying relationships among identified key thematic features per object, using
relationship identification mechanism.

Typically, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprising a step of allowing multiple systems to co-operatively learn from
each other, systematically and iteratively, using a systemic and iterative machine learning
means.

Typically, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or- determined context theme, using co-operative
learning means, comprising the sfeps of

- building clusters of relevant objects and further adapted to build at least a cluster library
based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism; '

- mapping at least a context of said query for said searching means with said clusters from
said cluster library to segregate and poll said objects in response to said search query in line
with at least a determined topic, using context mapping means;

characterised, in that, said pre-defined parameters of clustering being assoc1ated with pre-
determined factors comprising likelihood factors, statistical factors, and closeness factors.

Additionally, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprises the steps of: -

- building clusters of relevant objects and further adapted to build at least a cluster llbrary.
based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism,;

- mapping at least a context of said query for said searching means with said clusters from
saxd cluster library to segregate and poll said obJects in response to said search query in line
with at least a determined topic, using context mapping means;

characterised, in that, said pre-defined parameters of clustering being associated with
identification of multiple clusters having similar behaviour.

Additionally, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprises the steps of:
- building clusters of relevant objects and further adapted to build at least a cluster llbrary
~based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism;
- mapping at least a context of said query for said searching means with said clusters from
- said cluster library to segregate and poll said objects in response to said search query in line .
with at least a determined theme, using context mapping means;
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- characterised, in that, said pre-defined parameters of clustering being associated with pre-
determined factors comprising likelihood factors, statistical factors, and closeness factors.

Additionally, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprises the steps of: ' '

- building clusters of relevant objects and further adapted to build at least a cluster library
based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism;

- mapping at least a context of said query for said searchmg means with said clusters from
said cluster library to segregate and poll said objects in response to said search query in line
with at least a determined theme, using context mapping means;

characterised, in that, said pre-defined "parameters of clustering being associated with
identification of multiple clusters having similar behaviour.

Additionally, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprises the steps of: '

' - mapping the association of said query in terms of document context and / or user
context and / or scenario context such that determination of document context and / or
user conteXt and / or scenario context being enabled by pre-determined factors such as
likelihood factors, statistical factors, and closeness factors, using context mapping
means.

Additionally, said step of allowing multiple systems to co-operatively learn from each other
based on determined context topic and / or determined context theme, using co-operative
learning means, comprises the steps of:
- sharing determined topic and determine theme in order to allow systems to learn
with multiple perspectives, using a sharing mechanism;
- allowing intelligent systems to build feature vectors based on said pre-determined
parameters of identification and indexing, using a feature vectors’ building
mechanism; '
- associating said built feature vectors with probabilistic weight assignment in order to
build representative feature vectors, using an association mechanism; and
- statistical mechanism adapted to statistically build weights usmg multi-level
apriori and advanced bias based likelihood algorithm.

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining context (and
content) based on semantic processing of said identified objects based on said identifiable
features of said identified objects, using a semantic determination mechanism,
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Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining context (and
content) based on syntactic processing of said identified objects based on said identifiable
features of said identified objects, using syntactic determination mechanism.

Typically, said step ‘of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining context topic
based on topic-based processing of said identified objects based on said identifiable features
of said identified objects, using topic determination mechanism.

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining at least a topic
that is a representative context of textual content of said identified objects, using topic
determination mechanism. '

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining at least a topic,
using topic determination mechanism, based on at least one of the following:

- association among key phrases that leads to a context; - _

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and

- relation extraction between said occurrences.

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining at least a theme,
using theme determination mechanism, based on at least one of the following:

- association among key phrases that leads to a context;

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and
- relation extraction between said occurrences. -

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining at least a topic,
using topic determination mechanism, based on at least one of the following:

- Top frequency unigrams;

- Top frequency bigrams;

- Longer key phrases;

- Association among frequently occurring unigrams and frequently occurring bigrams;

- Corpus of frequent objects and their statistical association leading to most relevant

pre-known topics;
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- Likelihood and reinforcement learning mechanisms in order to learn a new topic if
there is no pre-known relevant topic;

- Semi-supervised learning mechanisms in order to learn a new topic; and

- Mapping of key phrases to a pre-known or learnt topic.

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining context theme
based on thematic processing of said identified objects based identifiable features of said
identified objects, using theme determination mechanism.

Typiéally, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining at least a theme,
using thematic determination mechanism, based on at least one of the following extracted
parameters from a set of identified objects:

- local score of words that is computed;

- global score of words, that is computed, based on similarity;

- sentence score, that is computed, based on local score, global score, and

normalization; and
- situation representing primary context.

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of inferring contextual features,
using contextual features inference mechanism, for each of said objects, D;
Di={P, T Si Oi}............0 <i<n

where,

n = no. of doc in class

T; = set of temporal features

Si= set of spatial features

P;= set of protagonist features

Oi= set of organisational features

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of inferring contextual features,
using contextual features inference mechanism, for each of said objects, D;
D= {Pi, Ti, S, Oi} ............ 0 <i<n

where,

n = no. of doc in class

T; = set of temporal features

Si= set of spatial features

P;= set of protagonist features
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O;= set of organisational features

characterized, in that, step of defining parameters of identification in order to determine
context topic and / or context theme of said objects based on identifiable features of said
objects, using a context determination mechanism further comprises a step of clustering said
inferred features of said objects for a class in to at least the followmg the four situation
vectors using clustering mechanism:

= {to, ti, tz,........tn} for temporal features of the class i.
SI = {s0, S1, S2,........8n} for spatial features of the class i.
= {po, P15 P2,----.-..pn} fOr protagonist features of the class i.
= {09, O1, 02,........n} fOr organisational features of the class i.

wherem said situation vectors, which define a theme, are generated for each class said
situation vectors form at least a situation model / thematic model for that category:
CS={T;, S, P,O;j} ....j51toC
where,

C =no. of categories

TJ = {t(), ty, to,.. .,tk}

Sj = {So, S1, Sz,....,Sk}

P; = {po, P1> P2, --sPx}

OJ: {Oo, 01., 02,... .,Ok}

Typically, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of establishing a theme during the
use of said method for searching said theme, using thematic relationship establishment
- means, being established based on at least one of the parameters comprising user profile,
scenario, and knowledge base.

Additionally, said step of defining parameters of identification in order to determine context
topic and / or context theme of said objects based on identifiable features of said objects,
using a context determination mechanism, comprises a step of determining a thematic
relationship between said objects, using thematic relationship determination means.

Typically, said method comprises a step of allowing a user to input data for topic
determination or identification, using user input means or a user and information context
defining means, thereby allowing said system to form a cluster of objects, based on said
topic, to be searched or retrieved.

Additionally, said method comprises a step of allowing a user to input data for theme
determination or identification, using user input means or a user and information context
defining means, thereby allowing said system to form a cluster of objects based on said
theme, to be searched or retrieved.
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Typically, said method comprises a step of classifying a user profile accessing said system
and said searching means, using classification means.

Typically, said method comprises a step of allowing said system to learn a context from said
at least a user query and corresponding output search result, using context based learning
means, said context based learning means being an iterative learning mechanism and
involving results based on pre-identified topic defined by said method.

Additionally, said method comprises a step of allowing said system to learn a context from
said at least a user query and corresponding output search result, using context based learning
means, said context based learning means being an iterative learning mechanism and
involving results based on pre-identified theme defined by said method. '

Typically, said step of gathering sources of information in relation to or with reference to said
identified objects, using information sources’ gathering means, comprises a step of gathering
theme based sources of information in relation to or with reference to said identified objects,
using theme based information sources’ gathering means.

Additionally, said step of gathering sources of information. in relation to or with reference to
said identified objects, using information sources’ gathering means, comprises a step of
gathering topic based sources of information in relation to or with reference to said identified
objects, using topic based information sources’ gathering means.

Additionally, said step of gathering sources of information in relation to or with reference to
said identified objects, using information sources’ gathering means, comprises a step of
gathering user generated based sources of information in relation to or with reference to said
identified objects, using user generated information sources’ gathering means.

Additionally, said step of gathering sources of information in relation to or with reference to
said identified objects, using information sources’ gathering means, comprises a step of
gathering machine based sources of information in relation to or with reference to said
identified objects, using machine based information sources’ gathering means.

Additionally, said step of gathering sources of information in relation to or with reference to
said identified objects, using information sources’ gathering means, comprises a step of
gathering information from at least the following three information resources: relation
extractor, name entity recognizer, and situation builder; in order to help build a context.

Typically, said method comprises a step of searching for said objects within the theme
clustered objects depending upon user query, using searching means.

Additionally, said method comprises a step of searching for said objects within the topic
clustered objects depending upon user query, using searching means.
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Typically, said method comprises a step of displaying searched said objects from searching
means, using display means.

Typically, said method comprises a step of ranking searched said objects, said ranking being
determined in accordance with reference to user context topic, using ranking means.

Additionally, said method comprises a step of ranking searched said objects, said ranking
being determined in accordance with reference to user context theme, using ranking means.

Detailed Description of the Invention:
According to this invention, there is provided a context based co-operative learning system
and method for representing thematic relationships.

Figures 1 and 2 illustrate a schematic of the system and method of this invention.

Figure 3 illustrates mechanism for situation determination.

Figure 4 illustrates context based learning mechanism which outputs topic as search results.
F'igure 5 illustrates context based learning mechanism which outputs theme as search results.
Figure 6 illustrates relation extraction for theme.

Figure 7 illustrates relation extraction for topic._

In accordance with an embodiment of this invention, there is provided anidentifier means
adapted to identify and index objects in accordance with pre-determined parameters of
identification and indexing. The identifier means comprises context determination
mechanism(CDM) adapted to determine context (and content) of the objects based on data,
meta data, meta tags, and the like identifiable features of the objects. The context
‘determination means further comprises semantic determination mechanismadapted to
determine context (and content) based on semantic processing of the objects based on data,
meta data, meta tags, and the like identifiable features of the objects. Typically, the semantic
processing is correlated with at least a lexical repository and -at least a sense repository
database. The context determination means further comprises syntactic determination
- mechanismadapted to determine context (and content) based on syntactic processing of the
objects based on data, meta data, meta tags, and the like identifiable features of the objects.
Typically, the syntactic processing comprises the following steps, as seen in Figure 3 of the
accompanying drawings:

1) Search (input) (content) text (corpus) and at least a lexicon file are pre-processed to obtain
tagged text with mosi—likely tag. .

2) The tagged text (contents) with most likely tag and at least a Lexicon rule file are
processed by Bigram approach to obtain tagged text with lexical rule. '
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3) The tagged text with lexical rulealong with at least a contextual rule file are processed with
a rule based corrector to obtain final tagged text. \

The context determination means further comprises topic determination mechanismadapted
to determine context topic based on topic-based processing of the objects based on data, meta
data, meta tags, and the like identifiable features of the objects. This identifier means
involves a establishing means adapted to perform astep of establishing contextual / topic-
based features for the objects. The identifier means involves a key features’ identification
mechanism adapted to performfurther step of identifying key features in the objects, which
key features relate to a topic. The identifier means involves a relationship identification
mechanism adapted to involve still a further step of identifying relationships among identified
key topic-based features per object. According to one embodiment, topics could be
hierarchical topics, in that, a main topic can have sub-topics hierarchically linked to one
another.

Topic determination refers to determination of topic that is a representative context of the
textual content of the objects. The relevant features of the documents/contents are determined
in space of concepts. Interestingly, a topic is not a mere BOW (bag of words) and frequently
occurring key phrases. [t is an association among key phrases and that leads to a context.
Typically, a topic is determined based on the occurrence of bigrams, trigrams, relationship
and occurrence of key words and phrases. There is relation extraction between these
occurrences, Situation model is used to determine the context with reference to situation
parameters. This is shown in Figure 7 of the accompanying drawings. Similarly, a theme is
determined based on the occurrence of bigrams, trigrams, relationship and occurrence of key
words and phrases. There is relation extraction between these occurrences. Situation model is
used to determine the context with reference to situation parameters.This is shown in Figure 6
of the accompanying drawings.

: Typically, the topic determination mechanism determines a topic based on the féllowing
extracted parameters from a set of identified objects: .
- Top frequency unigrams ‘
- Top frequency bigrams
- Longer key phrases
- Association among frequently occurring unigrams and frequently occurring bigrams
- Corpus of frequent objects and their statistical association leading to most relevant
pre-known topics '
- Likelihood and reinforcement learning mechanisms in order to learn a new topic if
there is no pre-known relevant topic
- Semi-supervised learning mechanisms in order to learn a new topic
- Mapping of key phrases to apre-known or learnt topic

Typically, topic determination deals with the construction of concept space i.e. confident
single-value(unigram) words and confident multi-value( bigram, trigram) words.Consider
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documents to be bag of words (ordering of words is maintained). Upper case letters are used
to represent sets and lower case letters are used for elements of the set. Let D = {dl, d2, .
,dm } represent the document set of the input corpus. W={w1, w2, ... ,wn} represents the set
of all the different term features in D. T={ t1, 12, ...., tp} is the concept space. C={cl, c2,

..cm} is the class label. Let tf(di,w) denote the frequency of term feature w € W in the
document di€ D . F = {f1, {2, ...., fm} be the set of names of files such that fi is the
filename of document di € D. Also, DH = {dhl, dh2,.....,dhm} be the set of document header
of files fi € F.

Topic Determination Mechanism is based on either determining topic based on association
among key phrases, occurrence of bigram, trigram, and relationship between them or
extracting relations between key phrases. Topic Detection is also based on extracted
information (like bigram, trigram, and the like,)

The context determination means further comprises thematic determination
mechanismadapted to determine context theme based on thematic processing of the objects
based on data, meta data, meta tags, and the likeidentifiable features of the objects. This
identifier means involves a step of establishing contextual / thematic features for the objects.
The identifier means involves a further step of identifying key features in the objects, which
key features relate to a theme. The identifier means involves a still further step of identifying
relationships. among identified key thematic features per object.According to one
-embodiment, themes could be hierarchical themes, in that, a main theme can have sub- themes
hierarchically linked to one another.

Typically, the theme determination mechanism determines a theme based on the following
extracted parameters from a set of identified objects:
- Local score of words that is com puted /
- Global score of words,that is computed, based on similarity across
- Sentence score, that is computed, based on local score, global score, and
normalization
- The situation represents primary context

The relationship between the concepts and the topics are analyzed to identify context. The
context is that information that describes the relationship between derived concepts and its
associated topics. The relationship is analyzed by considering the documents that are
processed using the TDR élgorithm for finding topics along with the associated concepts. For
each document, a topic and the set of associated concepts are discovered. These topics and
their concepts are maintained. The procedure of identifying the relationship begins by
grouping the 1dentxcal topics together (by identical, it means if two strmgs match).

For example, if for topics like :

21



WO 2014/054052 PCT/IN2013/000599

Topic id | Topic Name Concepts / keyweords

T1 Text Categorization Kl
T2 Unsupervised text calegorization K2
T3 Classification K3
T4 Text Categorization K4
TS Text Mining K5
T6 Information Retrieval ' K6
T7 Text Categorization : K7

T999 | Text Mining . K999

T1000 | Machine Learning K1000 :

K1, K2, —, K1000 contains the list of keywords which are concepts identified during the
word decomposition. Group identical topics.T1, T4 and T7 are identical as all of them have
topic “Text categorization”. Similarly T5 and T999 are identical. By grouping it means, add
their concepts and maintain their occurrence frequency, and the like.

i

Topic Name... Frequency  Coneepts/ keywords list

Text Categorization 3 K1+ K4 + K7
Text Mining* 2 K5+K999

The concept:s;i;lﬂ(], K4 etc are actually replaced by their keyword list. Then ,the system and
method finds out term frequency of every keyword in the list of concepts for each topic. After
that a list of keywords, is obtained, with their frequencies. Set a threshold limit for
appropriatef;"c‘qri{:ept selection considering accuracy. Set a threshold of 50% or 70% -
dynamically based on relevance using gating algorithm. This algorithm dynamically changes
the window based on relevance. Any keyword that has frequency that crosses the threshold is
extracted to be related to the topic. Suppose the threshold is set to 50%, then :

if (((frequency of the concept) / (frequency of the topic)) * 100 > threshold) then
{concepts with frequencies greater than 50% threshold are identified as related to the
topic} o

In the above example, the frequency of the topic i.e., text categorization is 3. Frequency of
the keyword depends upon the number of occurrence of the keyword within the set.

For example, . '

Consider the following, if the topics are:
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Topicid | Topic Name

Concepts / keywords along with
thelr lst

Text Categorization

T1 Text Categorization Kl ( machine learning, text, retrieval,
Classification,.. . )

T2 Unsupervised TC K2 :

T3 Classification K3

T4

K4 (information, retrieval, [measure,
Classification, ...)

T5 Text Mining Ky
T6 Information Retricval | K6
7 Text Categorization K7¢retrieval, naivebayes, classifica-

tion, performance,...)

TO9Y | Text Mining

K999

T1000 | Machine Learning K100

* then after grouping identical topics it would beconﬁe like :

Topic Name Frequency

Concepts/ keywords

Text Categorization | - 3

).

K1 + K4 + K7 ( machine learning,
text, retrieval, Classification, ...) (in-
formation, retricval, fmeasure, Classifi-
cation,...) (retrieval, naivebayes, clas-
sification, performance,.. . )

Text Mining - 2

KS+K999(...)

Frequency of keyword becomes :

Topic Name

Frequency

Concepts (or Key-
words)

frequeney of con-
cept/Keyword

Text Catagorization

K1 + K4 + K7 ma-

“chine learning

1

text

Retrieval

classification

Information.

fmeasure

naivebayes

performance

[ A VN N RS R

Text Mining

+o

K5 + K999

PCT/IN2013/000599

Applying the above formula for threshold = 50; for the above example, following is theresult.

For the conCep.t: retrieval (3-freq) , the formula finds its relatedness as : 3/3 *100 >
=50 then identified it as related. Thus, the related words help identify the context to which the
topic belongs.If an index is created based on the process to extract the relationships , and then
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if the given keywords are as “text categorization”, then the algorithm would return the related
term that are associated with “text categorization ”. Each topic is considered as a cluster with
the related terms.

The Situation Extractor basically aims at finding important components of text from the
chunks of text. That is, it finds important sentences from chunks of text. For finding
important sentences, it uses the score values determined for each sentences. The score values
are calculated using the local and global score values of each word within the sentence. The
local score (LS) of a word within a sentence is calculated by adding the score of the
considered word with the score of the clause in which the word appears. The score of a word
is the frequency of the word and the score of a clause is the addition of scores of all trigrams
and bigrams containing the word. The score for bigrams or trigrams are calculated by adding
the frequency of each word falling in bigram or trigram.

LS(w) = (the_score_given_to_w)+(the_score_given_to_the_clouse_in_which_w_appears)

After local score calculation,global score (GS) for each word has to be calculated. It is
calculated by first finding the similarity of each word with the set of all words in the
document and summing the local score of all those words whose similarity value is greater
than a préd?ﬁqqd threshold. Wordnet path-similarity measure is used for finding similarity
between twc} words

GS(w) = S(LS(w) x Similarity(w, w))

After ﬁnd'i“_n‘g Jocal and global score, sentence score(SV) is determined. It is found by
summing the square root of the product of local and global scores values of all words in the
- sentence.

SV(sy= > VLSw)x GS(w)

w_in_s

The sentence score is simply not calculated by adding the local and global score values of
words in tﬁévgsehtencé. If this is done, a long sentence will get higher importance value as it
contains more words in it. To avoid selection of long sentences,the system and method
normalize the score value using the sentence length as a parameter.

So now there are, in the chunk, sentences with higher score values. For building a situation,
higher sentence score is not the only criteria for adding a sentence in a situation. Initially, the
highest score sentence is added to a situation. Before adding the next higher score value
sentence, a check is performed to find if this considered sentence is connected with the first
highest score sentence by a connective like AND. If so, then the next higher score sentence is
found unnecessary and not added to situation. This is because the words like “AND” may
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speak about things already spoken about and may not add any new information to the
situation. Also, if the next higher score sentence starts with an elaborating connective, it is
found unnecessary and not added to situation by setting its score value to 0. Now, if the next
higher score sentence is simple sentence then it is added to the situation. The procedure is
repeated for all sentences in a chunk. Thus the system and method is able to determine
situation(s) for every incoherent chunk which eventually builds a complete situation for the
input text. ' ‘

Typically, the contextual features are inferred, using contextual features inference
mechanism, for each object D;
D= {Pi, Ti, Si, O.‘} ............ 0 <i<n
where,
n = no. of doc in class
T; = set of temporal features
Si= set of spatial features '
P= set of protagonist features
O; = set of organization features

All the inferred features of the documents for a class are clustered, using clustering
mechanism, into the four situation vectors like: '

T = {to, t1, ta,........ty} for temporal features of the class i.

Si = {0, S1, 52,..--....Sn} for spatial features of the class i.

P; = {po, P1, D2,---.-...pn} for protagonist features of the class i.
O; = {0o, 01, 02,........n} for organisational features of the class i.

Situation vecioré, which define a theme, are generated for each class. These situation vectors

form the situation model / thematic model for that category. \
CS={T;, S;, P, O;} ...j=1toC 4
where,

C = no. of categories
Tj= {to, i, t2,.. .1k}
SJ' = {So, St, Sz,....,Sk}

PJ ={p0, pts P2, "'9pk}
Oj= {009 01, 023"':01\’}

According to a bnon-limiting exemplary embodiment, the context may be based on the
following: . ' '

- proﬁl'e (proﬁle based user clustering)

- query' (Béyesian query based likelihood)

- metadata (closeness based on metadata)

- behf@ior (Behavior based analysis and learning to map behavior)

- usé_r ¢1as$iﬁcation |

- User grouping
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- Co-operative search

In accordance with another embodiment of this invention, there is provided a user input
meansor a user and information context definingmeans (UICM) adapted to allow a user
(U1, U2, U3, Un, Unew) to input data for theme / context determination or identification.
This allows a user to establish a theme or a context with which the system and method of this
invention will form a cluster of objecté (01, 02,....0Onjto be searched or retrieved. This
involves a step of systemic context determination for user and for each of the search object.

The system and method of this invention comprises a classification means adapted to
classify a user profile. This can be determined based on the search query, user history, login
preferences, cache history, IP history, or the like parameters related to a user.A profile
library, a theme library, and the like may be built.

In accordance with yet another embodiment of this invention, there is provided a context
based learning means (CBLM) adapted to allow the system and method of this invention to
learn from user queries and output search results. This learning means is an iterative learning
mechanism and involves results based on pre-identified themes or context defined by the
system and- method of this invention or a user or both. This involves a step of building an
overall search theme Typically, context may be search context or user context or the like.

In accordahc,e with still another embodiment of this invention, there is provided an
information sources’ gathering means adapted to allow the system and method of this
invention to gather sources of information (IS1, 1S2,....ISn) in relation to or with reference
to objects. This information sources’ gathering means comprises theme based or context
~ based mformatron sources’ gathering means. This information sources’ gathering means may
be a user generated information sources’ gathering means. Also or alternatively, this
information sources’ gathering means may be a machine based information sources’

gathering means. Typically, there are at least the following three information resources:
relation extractor name entity recognizer, and situation builder.Knowledge from these "
information resources help to build a context. The relations extracted and extended help to
add up to the knowledge From all this information, the system was satisfactorily able to learn
context specrﬁcally for medical abstract from aimed corpus. For any other text, the context
learned was, the comprehension of the text.

In accordance with an additional embodiment of this mventron there is provided a co-
operative learmng means (CPLM)adapted to allow multiple systems of this invention to co-
operatwely learn theme / context generation, theme / context identification, object theme /
context identification, search analysis based on theme / context and the like means and
mechanisms | in order to ‘train’ the system and method of this invention to output results based
on 1dent1ﬁed,fcr determined themes / contexts.This involves systemic machine learning. This
further invol ,es a step of systemic theme / context determination for user and for each of the
search object_through co-operative learning. Co-operative learning is based on multi level
association’;and it works on information coming from many sources. Co-operative learning
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essentially relates to two or more machines or systems learning / teaching (from) each other.
Further, co-operative learning involves identification of a correct profile, a correct context,
correct theme, and / or the like. This is based on learning from various machines and
eventually uses the concept of iterative learning to progressively or iteratively become more |
intelligent and ‘accurate.The co-operative learning means is adapted to allow multi-level
association so that more than one information sources work with each other. The
information ‘sources are associated with each other in order to build a higher level of co-
operative learning. The co-operative learning meanscomprises sharing mechanism further
adapted to share determined topic and determine theme in order to allow systems to learn
with multiple perspectives. The co-operative learning means, specifically, comprises a feature
vectors’ building mechanism adapted to allow intelligent systems to build feature vectors
based on said pre-determined parameters of identification and indexing. These feature vectors
are associated, by means of association mechanism, with probabilistic weight assignment in
order to build representative feature vectors. Cooperative learning component, comprising
statistical mechanism, will statistically build weights using multi-level apriori and advanced
bias based likelihood algorithm.

In accordan:c;’:e,‘with yet an additional embodiment of this invention, there is provided a
thematic relationship establishment means(TREM)adapted to establish a theme during the
use of the system and method of this invention for searching. The theme may be established
based on the. parameters involving user profile (UP), scenario (SC), knowledge base (KB)
and the like. Learnmg user profile is imperative for the system and method of this invention.
User proﬁle can be learnt by the system of this invention using any techniques. These
techniques may involve reinforcement learning techniques which further include heat maps,
time maps, click maps, access to public data, access to private data, and the like.

In accordance with still an additional embodiment of this invention, there is provided a
thematic rel‘ationship determination means (TRDM) adapted to determine a thematic
rela‘tlonshlp between objects. A plurality of objects may be theme identifies and clustered
based on the theme which is common to the objects. An object may have multiple themes,
and hence an object can be a part of multiple clusters in which each cluster is a theme or a
part of a theme. This involves a step of building an overall search theme.

In accordan with still another embodiment of this invention, there is provided acluster data
building 'm‘,_ch‘amsmadapted to build clusters (C)of relevant data. A cluster library (CL) is
formed baaed on pre- -defined parameters. As a query is input into the search system and
method of ls,nnventlon relevant context determination and thematic determination occurs.
This results 1n ~segregation of searched objects in accordance with various defined themes.
This deﬁned themes may be user defined themes or machine defined themes or both. A
context mappmg means (CMM) maps the context of the query with the clusters (C) in the
cluster hbrary to segregate and poll the objects of search in line with themes.Clustering
(CL)may take place in the co-operative learning means (CPLM) The context mapping means
(CMM) maps the .association of the query in terms of document context and / or user context -
and / or scegarl context. This determination of document context and / or user context and /
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or scenario context is enabled by pre-determined factors such as likelihood factors, statlstrcal.
factors, and closeness factors.

The process of identifying which multrple series have similar behaviour and combining those
series together is called as clustering. When the system and method receives a set of series
with a 51m1tar behavioural patterns, then these series are used to form a representative pattern.
Thisrepresentative pattern can be referred as a cluster. There can be many such patterns.
Thecloseness of such patterns is measured and the system and method may decide to merge
some of thesepatterns All series that have a similar shape form a cluster. Clustering is based
on thecloseness factor. An understanding of the C Value is necessary to comprehend why
clustering works. A Closeness factor (C) can be calculated between two series. This C value
quantifies thedifference in the shape of each series. The lower the C Value, the smaller the
difference.A C value of 0 signifies an exact match of shapes even though the volumes might
bedifferent.

In accordance with another additional embodiment of this invention, there is provided a
‘searchingmeans (SM) adapted to search for objects within the theme clustered objects
depending upon,user query (Q).

In accordance wrth yet another additional embodiment of this invention, there is provided a
dlsplaymean ‘:(DM) adapted to display searched objects from the searching means.

In accordance wrth still another embodiment of this invention, there is provided a rankmg
means (R): adapted to rank searched objects. This may involve user ranking or machine
ranking or both This involves a step of ranking the objects with reference to user context in
overall theme_,_/ toprc.Rankmg (R) may take placealong with context based learning means
(CBLM).Us\en context (UC) can be added to as input to the ranking means (R) and context
based learning means (CNLM). The user context is derived from context mapping means
(CMM).

The apphcatlons of the system and method of this invention are not limited to search but
includes: ‘. .

- object assoclatlon ranking of objects, ranking of text documents, ranking of contents and
. estabhshmg/systemlc relationships

- Web based search

- Co-operative learning based search

- Document and content search

- Document collatton

- Context based groupmg

- Knowledge bunldmg A

- Informatlon based learning

- Document and content representation

- WAN / LAN based systems

- Database management or polling systems
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- Document management systems

The system'a_nd’method of this invention provides searching, arranging and most importantly
ranking objtévct_s,?with reference to context and representing the thematic relationship among
objects. Further the results are arranged and presented with thematic relationship with
reference to user or application context. The ability to build context - learn based on known
context and co-operatively learn to refine context and further thematic relationships. As a
result new search results are generated with reference to theme and the relationships among
different objects are represented with reference to theme for decision-making. The ability of
co—operativej,'_;learning allows to correct wrong results, handle new contexts and scenarios
without compromising accuracy.

The system and method of this invention can be used for the following:
- Can find relationships among documents, contents and relevance based collation on
assorted web documents and contents '
- Can find relationship between objects
- Searchlng document and objects with reference to scope, context and scenario and

- C used to deﬁne scope of relevance
-U tegorlzatlon information filtering

While this_d alled description has disclosed certain specific embodiments of the present
invention for:lll'ustratlve purposes, various modifications will be apparent to those skilled in
the art whnch do .not constitute departures from the spirit and scope of the invention as
defined in. the followmg claims, and it is to be distinctly understood that the foregoing
descrlptlve' ' ,atter is to be interpreted merely as illustrative of the mventlon and not as a

limitation. -
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Claims,

1. A context based co-operative learning system comprising:

- identifier means adapted to identify and index objects in accordance with pre-determined
‘parameters of identification and indexing; .

- context determination mechanism adapted to define parameters of identification in order to
determine context topic and / or context theme of said objects based on identifiable features
of said objects; -

- information sources’ gathering means adapted to gather sources of information in relation to
or with reference to said identified objects;

- searching means adapted to search for said objects, in response to at least a user query,
within said determined context topic and / or said determined context theme;

- cluster data building mechanism adapted to build clusters of relevant objects and further
adapted to build at least a cluster library based on pre-defined parameters of clustering said
clusters;

- context mapping means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined context topic and / or said
determined context theme; and

- co- operatrve learnmg means adapted to allow multiple systems to co- operatlvely learn from
each other b sed on determined context topic and / or determined context theme.

2. A context based co-operative learning system as claimed in claim 1 wherein, said
rdentrﬁer means adapted to identify and index objects in accordance with pre-determined
parameters of identification and indexing, characterised, in that, said pre-determined
parameters -comprrsmg data, meta data, meta tags, and the like identifiable features of the
objects :

3. A context';'based co-operative learning system as claimed in claim 1 wherein, said
identifier means adapted to identify and index objects in accordance with pre-determined
parameters, of ldentrﬁcatlon and indexing, characterised, in that, said identifier means
comprrsmg

es identification mechanism adapted to identify key features in said objects,
which k, "features relate to a topic; and
- re]atronshlp,ldentrﬁcatron mechanlsm adapted to identify relationships among identified

- estabhshmg means adapted to establish contextual / thematic features for said objects;
- key features Jidentification mechanism adapted to identify key features in said ObJCCtS
which key features relate to a theme;
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- relationshi_p‘identiﬁcation mechanism adapted to identify relationships among identified key
thematic features per object.

5. A context based co-operative learning system as claimed in claim 1 wherein, said co-
operative learning means is a systemic and iterative machine learning means.

6. A context based co-operative learning system as claimed in claim | wherein, said co-
operative learning means comprising:

- cluster data building mechanism adapted to build clusters of relevant objects and further

adapted to build at least a cluster library based on pre-defined parameters of clustering said

clusters;

- context mapping means adapted to map at least a context of said query for said searching

means with said clusters from said cluster library to segregate and poll said objects in

response to said search query in line with at least a determined topic;

characterised, in that, said pre-defined parameters of clustering being associated with pre-

determinedmf‘ac__to_rs comprising likelihood factors, statistical factors, and closeness factors.

7. A context “based co-operative learning system as claimed in claim 1 wherein, said co-
operanve learmng means comprising:

- cluster data bulldmg mechanism adapted to build clusters of relevant objects and further

adapted to. bu11d at least a cluster library based on pre-defined parameters of clustering said

clusters; - -

- context’ mappmg means adapted to map at least a context of said query for sa1d searchmg

response. to sa1d search query in line with at least a determined topic;
characterised, in_that, said pre-defined parameters of clustering being associated with
1dent|ﬁcat1‘0n ofmultlple clusters having similar behaviour,

8. A context based co-operative learning system as s claimed in claim 1 wherein, said co-
operatxve_,Learnlng means comprising:

- cluster data Bunldmg mechanism adapted to build clusters of relevant objects and further

adapted to. bu1ld at least a cluster library based on pre-defined parameters of clustering said -

clusters; .

- context mappmg means adapted to ‘map at least a context of said query for sa1d searchmg

response to said search query in line with at least a determined theme;
charactensed in. that sald pre deﬁned parameters of clustermg being associated with pre-

9. A context based co-operative learning system as claimed in claim 1 wherein, said co-
' operat, Ve leammg means comprising:

- cluster data Bunldmg mechanism adapted to build clusters of relevant objects and further

adapted to buxld'at least a cluster library based on pre-defined parameters of clustering said

clusters; ,
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- cpntext?mapﬁing means adapted to map at least a context of said query for said searching
means with said clusters from said cluster library to segregate and poll said objects in
response to said search query in line with at least a determined theme; '
characterised, -in that, said pre-defined parameters of clustering being associated with
identification of multiple clusters having similar behaviour.

10. A context based co-operative learning system as claimed in claim 1 wherein, said co-
operative learning means comprising:
- context mapping means adapted to map the association of said query in terms of
document context and / or user context and / or scenario context such that
determination of document context and / or user context and / or scenario context
being enabled by pre-determined factors such as likelihood factors, statistical factors,
and closeness factors. / '

11. A context based co-operative learning system as claimed in claim | wherein, said co-
operative, leammg means comprising:

“iechanism to share determined topic and determine theme in order to allow

€ y learn with multiple perspectives;

- featuxe yectors’ building mechanism to allow intelligent systems to build- feature

vectors based on said pre-determined parameters of identification and indexing;

- .association mechanism adapted to associate said built feature vectors with

probablhstlc weight assignment in order to build representative feature vectors; and

ical mechanism adapted to statistically build weights using multi-level

?a‘;nld advanced bias based likelihood algorithm.

determine coritext (and content) based on semantic processing of said identified objects
 based.on said identifiable features of said identified objects.

oﬁfext (and content) based on syntactic processing of said identified objects
id identifiable features of said identified objects.

14. A context. b§§éd co-operative learning system as claimed in claim 1 wherein, said context

determina means comprising topic determination mechanism adapted to determine
conte; ased on topic-based processing of said identified objects based on said
identifiable features of said identified objects.

determme atileast a topic that is a representative context of textual content of said
1dent1ﬁed objects
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16. A context based co-operative learning system as claimed in claim 1 wherem said context
dctermmatlon mechanism comprising topic determination mechanism adapted to
determme at Ieast a topic based on at Jeast one of the following:

- assocratron among key phrases that leads to a context;

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and

- relation extractron between said occurrences.

17. A cont'ext‘based co-operative learning system as claimed in claim 1 wherein, said context
determination mechanism comprising theme determination mechanism adapted to
determine at least a theme based on at least one of the following:

- association among key phrases that leads to a context;

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and

- relation extraction between said occurrences.

18. A context,based co-operative learning system as claimed in claim 1 wherein, said context
i r_lon" mechanism comprising topic determination mechanism adapted to
cast a topic based on the following extracted parameters from a set of
ie Jects from at least one of the following:

- Top freqnency unigrams;

- Top- frequency bigrams;

- Longer key phrases;

iati on among frequently occurring unigrams and frequently occurring bigrams;

f frequent objects and their statistical association leading to most relevant
pre !knOWn topics;

1hood and reinforcement learning mechanisms in order to learn a new topic if
bre known relevant topic;

- Semr isupervised learning mechanisms in order to learn a new topic; and

- Mapping of key phrases to a pre-known or learnt topic.

P

19. A conte tﬂ.blaced co-operative learning system as claimed in claim 1 wherein, said context
n means comprising thematic determination mechanism adapted to determine
e based on thematic processing of said identified objects based identifiable
d identified objects.

5,¢d co-operative learning system as claimed in claim 1 wherein, said context
means comprising thematic determination mechanism adapted to determine
me based on at least one of the following extracted parameters from a set of

20. A con
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21. A context bés¢d co-operative learning system as claimed in claim 1 wherein, said context
determiiﬁ_atidn mechanism comprising contextual features inference mechanism adapted to
infer ¢'Qdf§}gtuél features for each of said objects, D;

Di = {Pi, Tis Sis Oi} e eevvnnen 0 <i<n

where, -0

2" n=no. of doc in class

Ti = set of temporal features

Si= set of spatial features

P=set of protagonist features

O;= set of organisational features

22.A contex,t% based co-operative learning system as claimed in claim 1 wherein, said context

€0 .te_p:gtual features for each of said objects, D;
D; ?ﬂ,{,gi T ":Si’ O,} ............ 0<i<n

n = no. of doc in class

T; = set of temporal features

Si= set of spatial features

Pi= set of protagonist features
O;= set of organisational features

characterized, in that, said context determination further comprising clustering mechanism
adapted to cluster said inferred features of said objects for a class in to at least the following
the four situation vectors:
Ti = {to, tr, t2,.+......ty} for temporal features of the class i.
{sp,, _;......._sn} for spatial features of the class i.

D3, ........pn} for protagonist features of the class .
_ ........n} for organisational features of the class i.
wherein, ‘said 'situation vectors, which define a theme, are generated for each class, said
situation vectors form at least a situation model / thematic model for that category:
CS={T;,S;, P, Oj} ...j=1toC
where, ' :

C = no. of categories

Tj = {to, ty, t,.. .}

Sj = {50, S1, S2,....,5k}

Pi= {Po,.P1; P2, --sPx}

0,00, 01,.02,....01}
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23.A context based co-operative learning system as claimed in clalm 1 wherein, said context
determmatton 'mechanism comprising thematic relationship establishment means adapted
to establlsna theme during the use of said system for searching, said theme being
established based on at least one of the parameters comprising user profile, scenario, and
knowledge base. '

24.A context based co-operative learning system as claimed in claim I wherein, said context
determination mechanism comprising thematic relationship determination means adapted
to determine a thematic relationship between said objects.

25. A context based co-operative learning system as claimed in claim 1 wherein, said system
comprising a user input means or a user and information context defining means adapted
to allow a user to input data for topic determination or identification, thereby allowing
said system to form a cluster of objects, based on said topic, to be searched or retrieved.

26. A conte w based co-operative learning system as claimed in claim 1 wherein, said system
: user input means or a user and information context defining means adapted
f‘r to input data for theme determination or identification, thereby allowing

27.A context based co-operative learning system as claimed in claim 1 wherein, said system
comprlsmg,clasmﬁcauon means adapted to classify a user profile accessing said system

28. A context based co-operative learning system as claimed in claim 1 wherein, said system
compmsmg context based learning means adapted to allow said system to learn a context

learning n
1denttﬁ,ed: themes defined by said system.

mformatlon sources’ gathermg means is a theme based information sources’ gathering
me_ans.
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32.A context based co-operative learning system as claimed in claim 1 wherein, said
mformatlon sources’ gathering means is a user generated information sources’
gat_hermg means.

33. A’ context based co-operative learning system as claimed in claim 1 wherein, said
information sources’ gathering means is a machine based information sources’
gathering means.

34. A context based co-operative learning system as claimed in claim 1 wherein, said
mformat10n sources’ gathering means comprises mechanisms to gather information
from at least the following three information resources: relation extractor, name entity
recognizer, and situation builder; in order to help build a context.

35. A context based co-operative learning system as claimed in claim 1 wherein, said
system comprising searching means adapted to search for said objects within the
them . clustered objects depending upon user query.

36. A context ‘based co-operative learning system as clalmed in claim 1 wherein, said
system compmsmg searching means adapted to search for said objects within the topic
clustered objects depending upon user query.

context based co-operative learning system as claimed in claim 1 wherein, said
systemﬂcomprlsmg display means adapted to display searched said objects from
searchmg means

38. A,c\o,ntextmbased co-operative learning system as clalmcd in claim 1 wherein, said

system comprising ranking means adapted to rank searched said objects, said ranking
bemg determmed in accordance with reference to user context topic.

39. A t_ext based co-operative learning system as claimed in claim 1 wherein, said
sys ém comprising ranking means adapted to rank searched said objects, said ranking
b\elvngade\t_ermlned in accordance with reference to user context theme.

40. A con , d co-operative learning method comprising the steps of:

- 1dent|fy1ng ‘and-. indexing objects in accordance with pre-determined parameters of
1dent1ﬁca_' n'a'nd 1ndex1ng, using an identifier means;

- deﬁmng pal meters of identification in order to determine context topic and / or context
theme of “said ob_lects based on identifiable features of said objects, using a context
determmatlon mechamsm

- gathermg sources of mformatlon in relation to or with reference to said identified objects,
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- bu1ldmg”c usters of relevant objects and further adapted to build at least a cluster library
based on’ pre- -defined parameters of clustering said clusters, using cluster data building
mechamsm, :

- mappin'g'"at‘.leaSt a context of said query for said searching means with said clusters from
said cluster library to segregate and poll said objects in response to said search query in line
with at least a determined context topic and / or said determined context theme, using context
mapping means; and :

- allowing multiple systems to co-operatively learn from each other based on determined
context tOprc and / or determined context theme, using co-operative learning means.

41. A context based co-operative learning method as claimed in claim 1 wherein, said step of
identifying and indexing objects in accordance with pre-determined parameters of
identification and indexing, characterised, in that, said pre-determined parameters
comprising data, meta data, meta tags, and the like identifiable features of the objects.

42. A context based co-operative learning method as claimed in claim 1 wherein, said step of

g and indexing objects in accordance with pre-determined parameters of
and indexing, characterised, in that, said step further comprising the steps

ate thb §edw co-operative learning method as claimed in claim 1 wherein, said step of
1dentL£yrng and mdexmg objects in accordance w1th pre-determined parameters of

43.

context toplc and /. or determmed context theme, using co-operative learning means,
comprrsmg a step of allowing multiple systems to co-operatively learn from each other,
syste,mattcalrly,_and_ iteratively, using a systemic and iterative machine learning means.

45. A conte);t'based co-operative learning method as claimed in claim 1 wherein, said step of
allowmg multrple systems to co-operatively learn from each other based on determined
context oprc and / or determined context theme, using co-operative learning means,
comprrsmg the steps of:
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- bu1ldmg clusters of relevant objects and further adapted to build at least a cluster library
based on pre-defined parameters of clustering said clusters, using cluster data building
mechanism; o

- mapping at léast a context of said query for said searching means with said clusters from
said cluster library to segregate and poll said objects in response to said search query in line
with at least a determined topic, using context mapping means;

characterised, in that, said pre-defined parameters of clustering being associated with pre-
determined factors comprising likelihood factors, statistical factors, and closeness factors.

46. A context based co-operative learning method as claimed in claim 1 wherein, said step of
allowlng multiple systems to co-operatively learn from each other based on determined
context topic and / or determined context theme, using co-operative learning means,
comprising the steps of: :

- building clusters of relevant objects and further adapted to build at least a cluster library

based on pre-defined parameters of clustering said clusters, using cluster data building

mechamsm

- mappmgva a’st a context of said query for said searching means with said clusters from

said cluster hbrary to segregate and poll said objects in response to said search query in line

with at least a determmed topic, using context mapping means;

characterrsed m that, said pre-defined parameters of clustering being associated with

1dentnﬂcatlon‘of multlple clusters having similar behaviour.

47. A codteit l)ased ‘co operative learning method as claimed in claim 1 wherein, said step of
allowmg multiple systems to co-operatively learn from each other based on determined
context toprc and / or determined context theme, using co-operative learning means,
compnsmg the‘éteps of:

- bulldmg» lusters of relevant objects and further adapted to build at least a cluster library

based on_ pr eﬁned parameters of clustering said clusters, using cluster data building

mechamsm T

- mappmg ‘at':least a context of said query for sald searchmg means thh said clusters from
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- mappmg_; t least a context of said query for said searching means with said clusters from
said clustemllbrary to segregate and poll said objects in response to said search query in line
with at least'a determmed theme, using context mapping means;

charactensed ‘in ‘that, said pre-defined parameters of clustering being associated with
identification o_f multiple clusters having similar behaviour.

49. A contéXt based co-operative learning method as claimed in claim 1 wherein, said step of
allowmg multiple systems to co-operatively learn from each other based on determined
context topic ‘and / or determined context theme, using co-operative learning means,
comprlsmg the steps of:

- mapping the association of said query in terms of document context and / or user
context and / or scenario context such that determination of document context and / or
user context and / or scenario context being enabled by pre-determined factors such as
likelihood'_factors, statistical factors, and closeness factors, using context mapping
means. . .. .

comprlslng the Méteps of:
- sharlng determined topic and determine theme in order to allow systems to learn
w1th multlple perspectlves using a sharlng mechanism; :

| scntatwe feature vectors, using an association mechanism; and
v-‘stattsttcaL mechanism adapted to statistically build weights using multi-level
apnom ‘and advanced bias based likelihood algorithm.

SILA context based co-operative learning method as claimed in claim 1 wherein, said step of
deﬁmng parameters of identification in order to determine context topic and / or context
them; of: s)_a;df'objects based on identifiable features of said objects, using a context
detertn ¢ 1 _mechanism, comprising a step of determining context (and content) based
on semanttc blrocessmg of said identified objects based on said identifiable features of
said tdenttﬁed cbjccts using a semantic determination mechanism. '
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53.A context based co- operattve learning method as claimed in claim 1 wherein, said step of
defi nmg parameters of identification in order to determine context topic and / or context
theme of sald ‘objects based on identifiable features of said objects, using a context
determmatron ‘mechanism, comprising a step of determining context topic based on topic-
based processmg of said identified objects based on said identifiable features of said
1dent1ﬁed objects, using topic determination mechanism.

54. A context based co-operative learning method as claimed in claim 1 wherein, said step of
defining parameters of identification in order to determine context topic and / or context
theme of said objects based on identifiable features of said objects, using a context
determination mechanism, comprising a step of determining at least a topic that is a
representative context of textual content of said identified objects, using topic
determination mechanism.

55. A context based co- -operative learning method as claimed in claim 1 wherein, said step of
deﬁnmg parameters of identification in order to determine context topic and / or context

objects based on identifiable features of said objects, using a context
determinatiol mechanism, comprising a step of determining at least a topic, using topic
deterrrunat n mechamsm based on at least one of the following:

- assoc1at1on amon ',key phrases that leads to a context;

- occurrence of bigrams, trigrams, relationship and occurrence of key words and phrases; and

- relation extractton between said occurrences.

56. A context d co-operative learning method as claimed in claim 1 wherein, said step of
deﬁnmg parameters of 1dent1ﬁcatton in order to determine context toplc and / or context

determma’non mechamsm comprising a step of determmmg at least a theme using theme
determmatlon ‘mechanism, based on at least one of the following:

- assocratton among key phrases that leads to a context;

- occurrence of blgrams trlgrams relationship and occurrence of key words and phrases; and

determrnatron"mechamsm based on at least one of the following:
- Top frequency unigrams;
- To frequency blgrams,
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- kaehhood and reinforcement learning mechanisms in order to learn a new topic if
there is no pre -known relevant topic;

- S_em»l supervl__s,ed learning mechanisms in order to learn a new topic; and

- Mét'pbing of key phrases to a pre-known or learnt topic.

58. A con;text based co-operative learning method as claimed in claim 1 wherein, said step of
definirig parameters of identification in order to determine context topic and / or context
theme: of sa1d objects based on identifiable features of said objects, using a context
determmatlon mechanism, comprising a step of determining context theme based on
thematic processing of said identified objects based identifiable features of said identified
objects, using theme determination mechanism.

59. A context based co-operative learning method as claimed in claim 1 wherein, said step of
defining parameters of identification in order to determine context topic and / or context
theme of said objects based on identifiable features of said objects, using a context
determmatlon mechamsm comprlsmg a step of determining at least a theme using

- léeafs "Aof words that is computed
- g[obal score of words, that is computed, based on similarity;
- sentergrtce .score that is computed, based on local score, global score, and

defi mng parameters of identification in order to determine context topic and / or context
theme..of. sald -objects based on identifiable features of said objects, using a context
determ' mechamsm compnsmg a step of mferrmg contextual features, using

_/ n}= no. of doc in class

T = set of temporal features
-.-Si= set of spatial features

. P=set of protagonist features
O;= set of organisational features

61. A cot_i_text‘ based vce'-operative learning method as claimed in claim 1 wherein, said step of
defi ni'rl‘g pérameters of identifi cation in order to determine context topic and / or context

determynattqn r}xechamsm comprising a step of inferring contextual features, using
contextual features mference mechanism, for each of said objects, D;
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o “n=ho. of doc in class
o 0. T; = set of temporal features
1. Si=set of spatial features
P= set of protagonist features
 O=setof organisational features

characterized, in that, step of defining parameters of identification in order to determine
context topic and / or context theme of said objects based on identifiable features of said
objects, using a context determination mechanism further comprising a step of clustering said
inferred features of said objects for a class in to at least the following the four situation
vectors usmg clustermg mechanism:

= {to, t;, to,. «......ta} for temporal features of the class i.
S, = {S0, S1, $,........8p} for spatial features of the class i.
Pi= {po, p1, P2,........pn} for protagonist features of the class i.
Oi = {00, 01, 0,........,} for organisational features of the class i.

wherein, said situation vectors, which define a theme, are generated for each class, said
situation vectors form at least a situation model / thematic model for that category:

CS={T,, S;, P;, O } ..j7l1t0C

where, :
C =no. of categories

= {to, 4. tz, otk

S\'-_-:\‘{SOs‘Sb 527 Sk}
{Po: P1o-P2s i}
%Q.‘;’f“o?’,f 0k}

62. A context_based co- operatwe learning method as claimed in claim 1 wherein, said step of
deﬁmng parameters of identification in order to determine context topic and / or context
theme of sald obJects based on identifiable features of said objects, using a context
determméﬁon mechamsm comprising a step of establishing a theme during the use of

said methodl for searchmg said theme, using thematic relationship establishment means,

: ; ed based on at least one of the parameters comprising user profile,
d nowledge base.

B

63. A context based co-operative learning method as claimed in claim ! wherein, said step of
deﬁnmg_( ameters of ldentxﬂcatron in order to determine context toprc and / or context
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65.

66.

67.

A context based co-operative learning method as claimed in claim 1 wherein, said method
comprising a step of allowing a user to input data for theme determination or
identification, using user input means or a user and information context defining means,
thereb;y'allb'wi_ng said system to form a cluster of objects, based on said theme, to be
searched or retrieved.

A context based co-operative learning method as claimed in claim 1 wherein, said method
comprising a step of classifying a user profile accessing said system and said searching
means, using classification means.

A context based co-operative learning method as claimed in claim 1 wherein, said method
comprising a step of allowing said system to learn a context from said at least a user
query and corresponding output search result, using context based learning means, said
context based learning means being an iterative learning mechanism and involving results
basedx_on,pte:‘identiﬁed topic defined by said method.

context based leammg means being an 1terat1ve learning mechanism and involving results
based‘__,Qn,p;(e;_l,_dem; fied theme defined by said method.

step of gathe?mg sources of information in relation to or with reference to said
1dept1ﬁed obJects using information sources’ gathering means, comprises a step of

ga[th mg theme based sources of mformatlon in relatlon to or wnth reference to said

&

steb of gathermg sources of information in relation to or with reference to said

70. A context, based co-operative learning method as claimed in claim 1 wherein, said

j\dﬂe t'ﬁ d,zobJects using 1nformat|on sources’ gathermg means, comprlses a step of

< generated based sources of information in relatxon to or with reference
"'d, objects, using user generated information sources’ gathering means.

72. A ntext based co- operative learnmg method as clalmed in clalm 1 wherein, sald

ldentlﬁed objects, using mformatlon sources’ gathering means, comprises a step of
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gathermg machme based sources of information in relation to or with reference to said
rdentlﬁed obJects using machine based information sources’ gathering means.

73. A' cOntext‘based co-operative learning method as claimed in claim 1 wherein, said
step of gathering sources of information in relation to or with reference to said
identified objects, using information sources’ gathering means, comprises a step of
gathering information from at least the following three information resources: relation
extractor, name entity recognizer, and situation builder; in order to help build a
context.

74. A context based co-operative learning method as claimed in claim 1 wherein, said
method comprising a step of searching for said objects within the theme clustered

objects depending upon user query, using searching means.

75. A context, based co-operative learning method as claimed in 'claim 1 wherein said

71. A context based co-operative learning method as claimed in claim 1 wherein, said

method comprising a step of ranking searched said objects, said ranking being
d_\et,e/rm;ne_d in accordance with reference to user context topic, using ranking means.

‘ ; ed"co -operative learning method as claimed in claim 1 wherein, said
method‘* comprrsmg a step of ranking searched said objects, said ranking being
determmed in accordance with reference to user context theme, using ranking means.
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