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include a header, the probable location of the header in the
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ceived at the ingest server. The first portion is combined with
at least part of the header to produce a first streamable seg-
ment. Prior to receiving the last portion of the media file at
the ingest server, the first streamable segment is transcoded
at a first transcode server to produce a first transcoded
streamable segment.
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SYSTEM AND METHOD FOR DYNAMIC FILE AVAILABILITY DURING
ENCODING

Cross-Reference to Related Applications
[0001] This application claims priority to and the benefit of U.S. Patent Application Serial No.
13/767,363, filed February 14, 2013, and entitled “System and Method for Dynamic File
Availability During Encoding, which claims priority to U.S. Provisional Patent Application
Serial No. 61/599,861, filed February 16, 2012, and entitled “System and Method for Dynamic
File Availability During Encoding,” the disclosure of which is hereby incorporated by

reference in its entirety.
Field of the Invention

[0002] The present disclosure relates generally to computer systems and, more particularly, to a

system and method for file availability during encoding.
Background

[0003] Transcoding is the direct conversion of digital data from one encoding to another, such
as for movie data files or audio files. Transcoding is performed for many reasons, including
cases where a target device (or workflow) does not support the format or has limited storage
capacity or bandwidth that mandates a reduced file size, or to convert incompatible or obsolete
data to a better-supported or modern format. For example, Apple® ProRes is widely used as a
common format for digital video, but the data size of a two-hour movie in those formats can be
substantial. The large size can increase the cost and difficulty of handling movie files.
Transcoding these types of files into, e.g., a MPEG-4 format can compress them to less than

10% of their size.

[0004] Transcoding is commonly a lossy process, introducing generation loss. The process of
lossy-to-lossy transcoding introduces varying degrees of generation loss. In other cases, the

transcoding of lossy to lossless or uncompressed formats is technically a lossless conversion
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because no information is lost, however the process is irreversible and is more suitably known as
"destructive."
[0005] Video transcoding can be a slow process, taking many minutes or hours, even with the fastest
available hardware. File-based transcoding is usually entirely asynchronous— the 5 transcoded file
cannot be used until the process is complete.
[0006] Traditionally, when video files are transcoded: (1) transcoding does not start until the entire
file is available in the transcoding system for transcoding, (2) the resultant transcoded file cannot be
played until transcoding is complete, or (3) both (1) and (2).
[0007] Under current practice, it is difficult to process a file while it is still being written. Existing
approaches can only read in (and process/output) a file in its current, incomplete state, regardless of
whether it is still being written. If an existing technology is able to read in (and process/output) a file
as it is written, there is no available knowledge of when the file has been completely written to non-
transient storage.
[0008] Existing programs assume a file (i.e., not a pipe or stream) is complete or whole and not 15
growing on disk, so the programs typically fail if they try to read a file that is still being written.
This cannot be solved using a chain of pipe commands, or "tee" commands with pipes. If any of the
processes in the pipe-chain fail, the entire set of processes stops. Pipe-based commands do not allow
for retrying from the beginning of the file. Furthermore, some files cannot be processed as a
stream— some level of random access is needed. Further, some 20 existing programs are unable to
read from pipes. When using a named pipe, if a reader stops reading, the buffer fills and tee can no
longer write the file, so processing halts indefinitely.
[0009] Other existing approaches, such as using "cat" and "tail" on a file, also have limitations. Cat
will only read the entire file as it exists at that point in time— it will not wait for the file to finish
being written. Tail (with option "-c 0" to start reading from the beginning of the file, and 25 option
"-f” to continue following the end of the file as it is being written) will wait indefinitely for further
data until it is stopped by an external process.

Summary
[0009a] It is an object of the present disclosure to substantially overcome, or at least ameliorate, at
least one disadvantage of present arrangements.
[0010] A system and method for dynamic file availability during encoding are disclosed. The

systems, methods, features and advantages of the present disclosure will be or will become apparent

10685114 1



2013221337 20 Jan 2016

to one with skill in the art upon examination of the following figures and detailed description. It is
intended that all such additional methods, features and advantages be included within this 5
description, be within the scope of the present disclosure, and be protected by the accompanying
claims. Itis also intended that the present disclosure is not limited to require the details of the
example embodiments.

[0011] Accordingly, in one aspect of the present disclosure, a method for dynamic file availability
during remote transfer and transcoding involves the conversion of a non-streamable media file to a
streamable format prior to transcoding, and the streaming of the transcoded file before ingest and
transcode is complete. A first portion of a non-streamable media file is received at an ingest server
for transcoding. Upon determining that the first portion does not include a header, the probable
location of the header in the media file is determined and a header portion of the file is received at
the ingest server. The first portion is combined with at least part of the header to produce a first
streamable segment. Prior to receiving the last portion of the media file at the ingest server, the first
streamable segment is transcoded at a first transcode server to produce a first transcoded streamable
segment.

[0011a] Another aspect of the present disclosure provides a method for dynamic file availability
during remote transfer and transcoding, the method comprising: receiving, at an ingest server, a first
portion of a non-streamable media file for transcoding; determining that the first portion of the
media file does not include a header; determining a location of the header in the media file;
receiving, at the ingest server, a header portion of the media file, the header portion including the
header; prepending at least part of the header to the first portion of the media file to produce a first
streamable segment; and prior to receiving a last portion of the media file at the ingest server,
transcoding, at a first transcode server, the first streamable segment to produce a first transcoded
streamable segment.

[0011b] Another aspect of the present disclosure provides a system for dynamic file availability
during remote transfer and transcoding, the system comprising: an ingest server for: receiving a
plurality of portions of a non-streamable media file for transcoding, determining whether a first
received portion of the media file includes a header, determining a location of the header in the
media file, receiving a header portion of the media file including the header, and prepending at least
part of the header to the first received portion of the media file to produce a first streamable

segment; and a transcode server for: transcoding the first streamable segment to produce a first

10685114 1
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transcoded streamable segment, wherein the transcode server is configured to transcode the first
streamable segment prior to the ingest server receiving a last portion of the media file.

[0012] In one embodiment of the present disclosure, the first portion of the media file and the header
portion of the media file are received from a remote server.

[0013] In another embodiment of the present disclosure, the location of the header is determined
based on the first portion of the media file.

[0014] In yet another embodiment of the present disclosure, the first transcoded streamable segment
is transmitted. Transmission of the first transcoded streamable segment may occur prior to
transcoding the last portion of the media file. Transmission of the first transcoded streamable
segment may occur 25 prior to receiving the last portion of the media file at the ingest server.

[0015] In further implementations, a second portion of the non-streamable media file is received at
the ingest server for transcoding. The second portion of the media file is combined with at least part
of the header to produce a second streamable segment. Further, the second streamable segment is
transcoded at a second transcode server to produce a second transcoded streamable segment.

[0016] In one aspect, the second portion of the media file is received while simultaneously
transcoding the first portion of the media file.

[0017] In another aspect of the present disclosure, the second portion of the media file is transcoded
while simultaneously transcoding the first portion of the media file.

[0018] In yet another aspect, the second portion of the media file is transcoded while simultaneously
transmitting the first transcoded streamable segment.

[0019] In a further aspect, additional portions of the non-streamable media file are 10 received at the
ingest server, and the additional portions are transcoded at one or more transcode servers until the
media file is fully transcoded. Each additional portion of the non- streamable media file may start at
a keyframe.

[0020] In another aspect, a system for dynamic file availability during remote transfer and
transcoding includes an ingest server and a transcode server. The ingest server is configured to
receive a plurality of portions of a non-streamable media file for transcoding, determine whether a
first received portion of the media file includes a header, determine a location of the header in the
media file, receive a header portion of the media file including the header, and combine the first
received portion of the media file with at least part of the header to produce a first streamable

segment. The transcode server is configured to transcode the first streamable segment to produce a

10685114 1
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first transcoded streamable segment, with the first streamable segment being transcoded prior to the
ingest server receiving the last portion of the media file.

[0021] In one aspect, the first portion of the media file and the header portion of the media file are
received from a remote server.

[0022] In another aspect, the location of the header is determined based on the first 25 portion of the
media file.

[0023] In yet another aspect, the transcode server is further configured to transmit the first
transcoded streamable segment. Transmission of the first transcoded streamable segment may occur
prior to a transcode server transcoding the last portion of the media file.

Transmission of the first transcoded streamable segment may occur prior to receiving the last
portion of the media file at the ingest server.

[0024] In further implementations, the system includes a second transcode server. The ingest server
is further configured to receive a second portion of the non-streamable media file for 5 transcoding
and combine the second portion of the media file and at least part of the header to produce a second
streamable segment. The second transcode server is configured to transcode the second streamable
segment to produce a second transcoded streamable segment.

[0025] In one aspect, the second portion of the media file is received while simultaneously
transcoding the first portion of the media file.

[0026] In another aspect, the second portion of the media file is transcoded while simultaneously
transcoding the first portion of the media file.

[0027] In yet another aspect, the second portion of the media file is transcoded while simultaneously
transmitting the first transcoded streamable segment.

[0028] In a further embodiment, additional portions of the non-streamable media file are 15 received
at the ingest server, and the additional portions are transcoded at one or more transcode

servers until the media file is fully transcoded. Each additional portion of the non- streamable media
file may start at a keyframe.

[0029] Other aspects and advantages of the present disclosure will become apparent from the
following drawings, detailed description, and claims, all of which illustrate certain principles of

various embodiments the invention, by way of example only.

10685114 1
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Brief Description of the Drawings
[0030] The accompanying drawings, which are included as part of the present specification,
illustrate the presently preferred embodiment and, together with the general description given above
and the detailed description of the preferred embodiment given below, serve to explain and teach the
principles of the present invention.
[0031] Figure 1 illustrates an exemplary transcoding architecture for use with the present system,

according to one embodiment.

10685114 1
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[0032] Figure 2 illustrates exemplary ingest and processing modules of a transcoding

architecture for use with the present system, according to one embodiment.

[0033] Figure 3 illustrates an exemplary processing module of a transcoding architecture for

use with the present system, according to one embodiment.

[0034] Figure 4 illustrates exemplary processing and delivery modules of a transcoding

architecture for use with the present system, according to one embodiment.

[0035] Figure 5 illustrates an exemplary computer architecture for use with the present system,

according to one embodiment.

[0036] It should be noted that the figures are not necessarily drawn to scale and that elements
of similar structures or functions are generally represented by like reference numerals for
illustrative purposes throughout the figures. It also should be noted that the figures are only
intended to facilitate the description of the various embodiments described herein. The figures
do not necessarily describe every aspect of the teachings disclosed herein and do not limit the

scope of the claims.
Detailed Description

[0037] The present system provides for a video or audio file to be decodable during the process
of transcoding, including ingest from a remote source. The result is dramatically reduced
latency such that before transcoding (and/or ingest) is complete, a file can be viewed or

decoded for some other purpose (e.g., post-processing).
[0038] The following is a glossary of terms used throughout the present disclosure.

[0039] Headers: (Meta)data included in a file that describes the rest of the data, often including
an indication of the type of data that is in the rest of the file as well as structural information

about the layout of the data in the file.

[0040] MP4: Generic ISO base media container file format commonly used for storage of

audio and video streams.

[0041] Box: In an MP4 file, a specific piece of (meta)data.



WO 2013/123360 PCT/US2013/026391

Atty Docket No. BRC-004PC

10

15

20

25

-7-

[0042] Tee command: A function that takes a stream of input and writes out two copies: one to

a file on disk, and one to an output stream.

[0043] Pipe: An operating-system level (size-limited) buffer that takes the output stream of one

process and sends it to the input stream of another process.

[0044] Fifo: A special file that acts like a pipe (i.e., first-in-first-out), except the processes
interacting with it can access it with normal file-access commands. Fifo is limited in that a
writing process sees it as a write-only stream, and the reading process sees it as a read-only

stream.

[0045] Random access: Instead of reading a file/stream (or writing a stream) in order of the
file/stream data, the data may be read/written from/to different parts of the file at different

times, out of order.

[0046] Cat: A function that reads data from either an input stream or a file on disk, and writes
the data to an output stream. Cat can read multiple files and output them sequentially, hence

the name (from “concatenate”).

[0047] Tail: A function that reads data from the end of a file (starting at a default or pre-
specified point) and writes it to an output stream, and optionally can be put in “follow” mode so

it continues to read more data and output that data as the file is written.

[0048] Lsof: A function that lists files open by the processes on the system. Various options
may be specified to have it only list processes for a single file, to exclude processes from the
list, to run continually so that it periodically outputs an updated list, and also to stop running

once the list it outputs is empty.

[0049] According to one embodiment, the present system enables a video and/or audio file to
be transferred, decoded, viewed, or otherwise used during the transcoding process, and/or while
the file is being transferred from a remote system for ingestion. It will be appreciated that
while the present disclosure utilizes a video as an example, the present system is applicable to
both video, audio, and other media files. Video, as used herein, therefore refers to any video,

audio, or other media file to which the techniques described herein may be applied.
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[0050] According to one embodiment, the present system enables a video to be viewed or
otherwise used before transcoding and/or ingest is complete by using any video streaming
mechanism, e.g., RTP ,RTMP, HTTP Live Streaming, HTTP Dynamic Streaming, Smooth
Streaming, or MPEG DASH.

[0051] According to one embodiment, the present system enables encoding based on
requirements or settings determined just-in-time by an individual user of a video(e.g., detecting
a user’s bandwidth to be 950 kbit/s and encoding a custom version of the video specifically for

that user), and optionally caching the encoded file for other users.

[0052] According to one embodiment, the present system enables on-the-fly rewriting of files
using formats (such as ISO media, MP4) with header data at the end, moving those headers to
the front of the file before the entire file is downloaded in order to allow the file to be

transcoded and viewed using the present process.

[0053] According to one embodiment, the present system enables dynamically adjusting the
number of download connections and the byte ranges downloaded by each connection in order
to either (1) transfer files as quickly as possible, ensuring in-order delivery of bytes by the time
the transcoder gets to each section (when transfer is the bottleneck), or (2) throttle bandwidth

(when transcoding is the bottleneck).

[0054] According to one embodiment, the present system streams a file to a pipe while the file
is still being written (the Streaming File Reader) by utilizing features similar to Unix “cat” and
Unix “tail -f”. The present system reads the file from disk starting from the beginning and
outputs it to an output stream, which can then be piped into other processes. When the system
receives a specific external signal, instead of stopping, the “follow” mode is turned off. This
way, if the system has already read/processed all data from the file, it quits immediately, but if
there is more data in the file, it continues reading/processing until it reaches the end of the file.
This solves the problem of not exiting the Streaming File Reader immediately when the file is

written, since data may still be streaming to another program.

[0055] The present system determines if the file is still being written by using the “lsof”

program, or similar function, and adjusting the lsof options so that the command will wait until
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the Streaming File Reader is the only program accessing the specific file (at which point it can

be assumed that the full file is written). At that point, the system stops reading the file.

[0056] The present system proves useful in any situation where a file needs to be streamed to
another application while it is still being transcoded or otherwise modified. Examples include:
5 (1) streaming a file from a transfer process to a transcode process (including streaming the file
to one or more remote transcode servers) while it is being transferred from a remote server; and
(2) streaming a file from one video processing process to another while the first process is still
happening, such as streaming from a video decode process to a video encode process, or from a

transcode process to a transfer process.

10 [0057] According to one embodiment, the present system rearranges or reconstructs media files
that do not have their headers at the beginning of the file, and can still process them in a

streaming manner.

[0058] Some file formats can have their headers at the end of the file, which means that if the
file is downloaded in order, the information necessary to start processing it is not available until
15  the file has been completely downloaded. In the following explanation, generic MP4 style

formats are used but the feature is applicable to other file formats with a similar structure.

[0059] According to one embodiment, the present system analyzes the beginning of a file, as it
is transferred and determines if the headers are available at the beginning or are elsewhere in
the file. If the headers are not at the beginning, a separate transfer process is launched to

20  retrieve the headers from the file. The headers are rewritten and prepended to streams that are

read/written from the file as it transfers.

[0060] These steps provide for processing the file before the entire file has been transferred.

The steps are described in detail below.
[0061] 1. Determine if the headers are at the beginning of the file:

25  [0062] The present system waits until enough of the file has been downloaded to find at least
one ‘moov’ or ‘mdat’ box. The ‘moov’ box contains headers, and the ‘mdat’ box contains the
media data. In nearly every case, only one of each of these boxes exists in an MP4 file. If the

‘moov’ box precedes the ‘mdat’ box in the file, the headers are at the beginning and no further
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work needs to be done. If the ‘mdat’ box precedes the ‘moov’ box, it is first determined if the
time to transfer the file is above a specific threshold that makes it worth rewriting. This is
calculated based on the file size and the current transfer rate. (When headers are placed at the
end of the file, the ‘mdat’ box will have its size listed before the data). If it is determined it is
worth rewriting the file, then the present system uses the size of the ‘mdat’ box to determine the
location of the ‘moov’ box (possibly preceded or followed by other metadata). One skilled in
the art will appreciate that various other methods are available for determining whether a file is

worth rewriting,
[0063] 2. Launch a separate process to download the headers from elsewhere in the file:

[0064] The present system first determines if the transfer protocol supports downloading partial
files. If so, the present system uses the location/offset determined where the ‘moov’ box
should start and, in a separate thread/process, downloads a partial file starting from that offset
and continuing to the end of the file, or the end of the ‘moov’ box. The transfer may occur
simultaneously with the transfer of other portions of the file. The present system then inspects
this partial file to see if it contains valid MP4 boxes, and if so, whether the ‘moov’ box appears
as expected. If so, the present system continues by rewriting those headers in the separate

process.
[0065] 3. Rewrite the headers and prepend them to the stream:

[0066] The present system recalculates all of the file offset locations of each chunk of data,
because the prepended headers change the absolute offset within the file for each chunk. This
is calculated by using the size of the separately-downloaded headers, plus a small amount of
buffer space, as well as any other initial data preceding the ‘mdat’ box, as the final amount to
adjust the data chunk offsets by. To create new headers, the present system creates a new file
that begins with the ‘ftyp’ box from the beginning of the downloaded file, and then rewrites the
‘moov’ box, by adding the pre-calculated adjustment to each data chunk location specified
anywhere within the tree of headers inside the ‘moov’ box. A ‘free’ box is added with a size
that accounts for the small amount of buffer space added, plus the size of any data preceding
the ‘mdat’ box in the original file. This facilitates ignoring any other header data in the file that

might confuse other processing software down the line. Finally, zeroes are added to the end of
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the new header file to account for the rest of the size of buffer space added. The configuration
of the main processing thread is then altered so that when it reads the data file, it instead reads
both the new headers file and the original data file together, one after the other. Thus, it

appears to other software as if the headers were originally at the beginning of the file.

[0067] The main processing thread also performs an extra step whenever the headers of the file
are rewritten. It joins the new headers and the original file into one new file on-disk, but
excluding the original ‘moov’ box from the original data file because software that reads the
whole file in random-access mode may consider a ‘moov’ box at the end of the file as more
authoritative than one at the beginning of the file. This new file is used for any further on-disk
processing, as well as serves as the authoritative cached version of the file so that header-

rewriting is unnecessary during subsequent actions.

[0068] An advantage of the present system includes enabling watching or other use of the
transcoded file for various purposes (e.g., decoding the file for playback while it is streaming)
before transcoding and/or ingest from a remote server is complete. In other words, portions of
a file can be transcoded prior to receiving the last portion of the file for ingestion. As described
herein, non-streamable formats (e.g., those with headers not at the beginning of the file) are
manipulated into streamable formats prior to transcode. It is to be appreciated that the
techniques described herein are applicable to a variety of streamable and non-streamable media

formats, including those with headers at any position within the file.

[0069] A further advantage of the present system includes enabling a business to defer
transcoding its content until a user actually attempts to play the transcoded version. This
reduces the total amount of transcoding required, e.g. if some versions may never be requested
for playback. Additionally, this reduces the total amount of storage required for the original

video and all transcoded versions thereof.

[0070] A further advantage of the present system includes enabling decisions about resolution
and bitrate to be made on demand based on the exact delivery situation desired. For example,
consider a user operating a computer with 950kbps of available bandwidth and requesting a
video for playback on the computer. According to one embodiment, the present system detects

the 950kbps bandwidth of the user computer and transcodes a new version at that exact bitrate
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and begins playing the 950kbps version immediately. This transcoded file is then cached for
reuse by the next user. In addition to bandwidth/bitrate, the system transcodes custom versions
on demand based on a wide range of other factors, such as resolution, video/audio codec,

video/audio codec profile, and streaming format.

[0071] A further advantage of the present system includes enabling the immediate utilization of

improved encoding software and/or settings without re-encoding the entire content library.

[0072] Figure 1 illustrates an exemplary transcoding architecture for use with the present
system. A transcoding architecture includes an origin system 202 where a file that requires
transcoding resides. The file is uploaded to a transcoding system 201, and while the file is

transcoded, the partially-transcoded file is delivered to a destination system 205.

[0073] Figure 2 illustrates exemplary ingest and processing modules of a transcoding
architecture for use with the present system, according to one embodiment. As the data is
processed, it is streamed in the direction indicated by the arrows and, as such, each step may be
performed on portions of the data in parallel without waiting for prior steps to complete.
According to one embodiment, a video file resides on an origin system 202. The video file is
transferred (step 301) to a transcoding system 201. The video file is transferred via download
(pull) from the origin system 202 or upload (push) from the origin system 202 to the
transcoding system 201. As the video file is transferred, the file is written to a local file (step
302a) within one or more ingest servers 203. Simultaneously (or in parallel) with writing the
file (step 302a), the file is streamed (step 302b) into video transcoding software at one or more

transcode servers 204 while the file is still transferring to the ingest server(s) 203.

[0074] Figure 3 illustrates an exemplary processing module of a transcoding architecture for
use with the present system, according to one embodiment. As the data is processed, it is
streamed in the direction indicated by the arrows and, as such, each step may be performed on
portions of the data in parallel without waiting for prior steps to complete. During processing,
the received video (or audio) file is de-multiplexed (step 303a) to separate individual streams
(video, audio, or other). As an example, a received MP4 file contains an MP3 and an H.264
track, and the individual MP3 and H.264 tracks are extracted. The separated streams are then

transcoded (step 303b) in parallel. Continuing with the previous example, the MP3 audio is
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transcoded to AAC audio, and (in parallel) the H.264 audio at SMbps is transcoded to H.264
video at 2Mbps. The newly transcoded individual streams are combined (or multiplexed) (step
303c¢). Continuing with the previous example, the transcoded H.264 and AAC tracks are
combined into an MPEG-TS file. Optionally, the combined file is post-processed, segmented,
or prepared for streaming (step 303d). Continuing with the previous example, the MPEG-TS
file is segmented into 10 second segments for HTTP live streaming. This results in a finished
file (step 303¢) including one or more transcoded media files or a progressively updated

streaming manifest.

[0075] Figure 4 illustrates exemplary processing and delivery modules of a transcoding
architecture for use with the present system, according to one embodiment. The transcoding
system 201 delivers (step 304) the finished video progressively, before the entire file has
finished transcoding (steps 303a-303¢) or even before the entire file has been transferred from
the origin server 202. Delivery (step 304) is accomplished by streaming to a remote server,
uploading to a remote server, or by making the file available for download or streaming on the

local server (205, 205a, 205b).

[0076] According to one embodiment, the transcoding system 201 outputs a segmented
streaming format such as Apple HTTP Live Streaming. In this case, the video transcoding
system 201 outputs video into multiple segments, ¢.g. a 60 second video is output as 6
individual 10-second segments of video, using a segmented format such as HTTP Live
Streaming or the segmented version of MPEG DASH. The individual video segments are
either uploaded to a remote server immediately after each segment is complete, or else the
segments are hosted locally and made available for download immediately from the local
server. The video transcoding system 201 also outputs a streaming manifest file (e.g. a . M3U8
file for HTTP Live Streaming), and makes the file available for user download before
transcoding is complete. The transcoding system 201 progressively updates the streaming
manifest as new streaming segments are finished, such that each new segment is listed in the

streaming manifest after it is complete, but before the entire file is finished transcoding.

[0077] According to one embodiment, when the transcoding system 201 receives a remote file

(or a portion thereof) that does not have its file metadata at the front of the file, such as MP4
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files with headers (e.g. the moov atom) at the end of the file, the transcoding system 201
initiates a second, separate download, retrieving the headers from elsewhere in the file. The
location of the headers may, in some cases (such as ISO media), be determined by parsing the
beginning of the remote file as it downloads and determining the position of the headers based
on this beginning data. The transcoding system 201 then dynamically creates a new file with
reconstructed headers at the front of the file in order to create a video that is substantially
identical to the original file, but which can be streamed into a decoder. For example, given a
MP4 file with a moov atom at the end of the file, the transcoding system 201 will
simultaneously download the front of the file (the movie data, or mdat atom) and the end of the
file (the moov atom), and will create a new MP4 file with a valid, reconstructed moov atom at
the front, and with the mdat atom appended to the new file as it is downloaded. This new
reconstructed file is then simultaneously streamed into the video transcoding software.
Transcoding of the reconstructed file may occur simultaneously with ingestion of the file, with
transcoding of other reconstructed files, and/or with transmission of reconstructed files from

the transcode server(s) in the transcoding system 201.

[0078] According to one embodiment, a remote file that is streamed into the transcoding
system 201 is incomplete. In this version, the file is transferred to the transcoding system 201
while it is still being streamed into the origin system 202, and the transcoding system 201
transcodes and delivers portions of the file even while the file is still being transferred

(ingested) into the origin system 202.

[0079] According to one embodiment, one remote file is transcoded to multiple derivatives.
Saving to disk occurs over the network rather than over a local file system. In other words, the
remote file is transferred to a single server within the network of the transcoding system 201,
and as bits are transferred in, they are progressively streamed to multiple transcode servers 204,
such that more than one server 204 simultaneously transcodes the original file to one or more

transcoded files for output, each of which follows the rest of the present transcoding process.

[0080] According to one embodiment, the present transcoding process outputs to a range of
streaming formats, including HTTP Live Streaming, HTTP Dynamic Streaming, Smooth

Streaming, MPEG DASH, RTMP, and RTSP.
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[0081] According to one embodiment, the present transcoding process is triggered by an

operator or another software system via an API call.

[0082] According to one embodiment, incomplete files within the present system are
simultaneously served from the transcoding system and delivered to a more permanent

location.

[0083] According to one embodiment, if a file cannot be encoded during the present
transcoding mechanism (e.g. if the format cannot be streamed into the decoder, or cannot be
streamed from the encoder, or requires two passes of encoding in a way that requires the entire
first pass to be complete before the second pass), the system automatically fails over to a
traditional transcoding approach for that portion of the process. Other portions of the present
transcoding mechanism are still used. For example, if an output file cannot be streamed out of
the system in a way that allows for playback or decoding before encoding is complete (e.g. in
the case of MP4 output that will have its moov atom moved to the front of the file after
transcoding), the other portions of the process continue, and this results in faster overall

processing due to the efficiencies of decoding the file during the inbound transfer process.

[0084] According to one embodiment, a file is encoded using multi-pass encoding (two or
more passes). In this case, the second pass may need to wait until the first pass is complete, but
other aspects of the present transcoding mechanism continue, and the file is still playable

before the last pass is complete (though not before the first pass is complete).

[0085] According to one embodiment, each pass of multi-pass encoding is performed in
parallel, in a way that allows the later passes to use as much of the prior passes as is actually
complete. For example, given two pass encoding, the first pass could be performed at a faster
pace and given a head start such that when the second pass starts, it has first pass analysis data
for a portion of the file (but not the complete file). As the first pass runs, the second pass
receives progressively more data. This may result in slightly less efficient placement of bits,

since the second pass will have less data to work with, but will result in less first-pass latency.

[0086] According to one embodiment, individual frames of the video are exported as images
progressively during the transcoding process. For example, the system may export frame 300 as

a PNG file as soon as frame 300 is decoded, but before the remaining frames are all decoded.
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This exported image file may be immediately made available for viewing, and/or transferred to

a remote system.

[0087] According to one embodiment, input or output file transfer is too slow to allow for real-
time playback or decoding of the file created through the present transcoding system. In this
case, the file is processed using the present transcoding system, and is available for decoding at

a slower rate.

[0088] According to one embodiment, the present transcoding system includes a built-in server
for delivering the content. For example, the system may include a HTTP server for HTTP-

based delivery, or a RTMP/RTSP server for RTMP/RTSP streaming delivery.

[0089] According to one embodiment, the present transcoding system is coupled with a hosting
system or origin server that encodes files when requested and caches the encoded files for a
period of time to allow for optimized storage and encoding costs. For example, if a file will
only be requested once, it should be encoded and not cached. If it will be requested many times,

it should be cached so that it does not need to be transcoded again.

[0090] According to one embodiment, the present system supports dynamic transfer
optimization. Rather than downloading the remote file via a single connection, or via two
connections in the case of files which have headers at the end of the file, the present system
employs multiple connections to download the file more quickly. In this case, the byte ranges
retrieved by each connection may be dynamically determined based on the speed of
transcoding and speed of transfer in order to ensure that the video never needs to buffer because
of'a gap between the bits downloaded by an earlier connection. This method ensures that

transfer happens as quickly as possible, and does not become a bottleneck to the transcoder.

[0091] According to one embodiment, the present system includes various workflow details.
Given a file that downloads at X frames per second, and transcodes at Y frames per second, the
present transcoding system opens one download connection for the beginning of the file. The
present transcoding system may open a second download connection to retrieve headers at the
end of the file, if necessary. Once the system has established the approximate transfer rate and
transcoding rate, an optimal number and distribution of download connections is determined.

For example, it can be determined that one connection should download the bytes 0-1,000,000
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of'a video, and the second connection should download the bytes 1,000,001-1,500,000. Based
on transfer speed and transcoding speed, the system does not block before it gets to byte
1,000,000. The system can adaptively start and stop new connections in order to ensure in-

order delivery of the video without buffering.

[0092] Rather than downloading the remote file as quickly as possible, the system may decide
to throttle download to match the actual transcoding or delivery speed. In other words, if the
transcoder can only transcode or deliver 500 kbit/s, and the system can transfer at up to 2000
kbit/s, the system may decide to slow down inbound transfer to 500 kbit/s to preserve network

bandwidth.

[0093] According to one embodiment, when transfer is slower than transcoding, the first
method is used (using multiple connections to download more quickly, while guaranteeing in-
order delivery). When transcoding is slower than transfer, the second method is used (throttling

transfer to match transcoding speed).

[0094] Incomplete, in-progress transcoded files can be made playable in a few ways. Files can
be streamed via HTTP or FTP from the transcoding system to another server. For example, the
output of transcoding software can be piped or streamed directly to upload software, which can
deliver the transcoded bits to the destination server as soon as they are available. The
destination server can then be responsible for making the partial file playable by using a HTTP
or streaming server. Alternately, the transcoding system can stream out the partial file while it
is incomplete, by running a server (e.g. a HTTP or RTMP server) local to the incomplete
transcoded file. The player will reference this temporary location during the transcoding
process. When transcoding is complete and the final file has been delivered to its final location,
the transcoding system will notify the playback system of a new URL - the URL of the
completed file - and the playback system will then switch over to using the new URL. At this
point, the temporary file on the transcoding system may be removed or may be cached for a

period of time.

[0095] Delivery of formats like ISO Media (MP4) is more difficult, because these formats have

headers in one place that need to be written when transcoding is complete, and may need to be
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moved to the front of the file. The following represents a mechanism for applying this process

to ISO Media (MP4) output.

[0096] The transcoded file is uploaded using a multipart upload mechanism. The transcoding
system estimates the size of the final moov atom, and reserves that space at the front of the
final file. Transcoded parts of movie data (mdat atom) are uploaded to the final destination

server first.

[0097] When transcoding is complete, the moov atom is uploaded to the front of the file. If the

previous steps have been successful, at this point, a valid “faststart” MP4 file now exists on the
remote server (that is, a MP4 file with its moov atom moved to the front of the file, to allow for
streaming or progressive download). If the space reserved for the moov atom is inadequate, the

moov/mdat headers are rewritten and the entire file is re-uploaded.

[0098] To make the MP4 file playable, the transcoding system estimates the size of the final
moov atom, and writes a provisional moov atom with as much information as it can possibly
infer ahead of time. Enough information is written to make the MP4 file playable with the

provisional moov atom in front.

[0099] According to one embodiment, the transcoding process is parallelized as follows. At
the beginning of the process, the transcoding system retrieves file metadata, e.g., via headers.
For a range of formats (the Parallel Formats), the system is able to retrieve information about
keyframe placement. The transcoding system uses this keyframe information to download
valid segments of the file onto multiple computers, with each segment starting on a keyframe.
If necessary (e.g., in the case of MP4 content), each computer also downloads the file headers
and dynamically reconstructs a valid file by combining the moov atom from the original file
along with some valid segment of the file to create a shorter, but decodable, file. This
dynamically reconstructed segment is then passed into the transcoding system and is processed
in the manner that is described above. Each segment is uploaded using multipart upload to a

remote server. When the upload of each segment is complete, the server has a single valid file.

[00100] In alternative embodiments, transfer optimization is used for any purpose where
a file is processed at the same time as it is transferred—any process that allows processing via

in-order streaming of a file, rather than requiring random access to the entire file.
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[00101] Figure § illustrates an exemplary computer architecture for use with the present
system, according to one embodiment, and the servers and systems described herein may be
implemented in accordance with the illustrated architecture. One embodiment of architecture
500 comprises a system bus 520 for communicating information, and a processor 510 coupled
to bus 520 for processing information. Architecture 500 further comprises a random access
memory (RAM) or other dynamic storage device 525 (referred to herein as main memory),
coupled to bus 520 for storing information and instructions to be executed by processor 510.
Main memory 525 also may be used for storing temporary variables or other intermediate
information during execution of instructions by processor 510. Architecture 500 also may
include a read only memory (ROM) and/or other static storage device 526 coupled to bus 520

for storing static information and instructions used by processor 510.

[00102] A data storage device 527 such as a magnetic disk or optical disc and its
corresponding drive may also be coupled to computer system 500 for storing information and
instructions. Architecture 500 can also be coupled to a second I/O bus 550 via an I/O interface
530. A plurality of I/O devices may be coupled to I/O bus 550, including a display device 543,

an input device (e.g., an alphanumeric input device 542 and/or a cursor control device 541).

[00103] The communication device 540 allows for access to other computers (servers or
clients) via a network. The communication device 540 may comprise one or more modems,
network interface cards, wircless network interfaces or other well-known interface devices,

such as those used for coupling to Ethernet, token ring, or other types of networks.

[00104] In the description above, for purposes of explanation only, specific
nomenclature is set forth to provide a thorough understanding of the present disclosure.
However, it will be apparent to one skilled in the art that these specific details are not required

to practice the teachings of the present disclosure.

[00105] Some portions of the detailed descriptions herein are presented in terms of
algorithms and symbolic representations of operations on data bits within a computer memory.
These algorithmic descriptions and representations are the means used by those skilled in the
data processing arts to most effectively convey the substance of their work to others skilled in

the art. An algorithm is here, and generally, conceived to be a self-consistent sequence of steps
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leading to a desired result. The steps are those requiring physical manipulations of physical
quantities. Usually, though not necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transferred, combined, compared, and otherwise
manipulated. It has proven convenient at times, principally for reasons of common usage, to

refer to these signals as bits, values, elements, symbols, characters, terms, numbers, or the like.

[00106] It should be borne in mind, however, that all of these and similar terms are to be
associated with the appropriate physical quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as apparent from the below discussion, it
is appreciated that throughout the description, discussions utilizing terms such as “processing”
or “computing” or “calculating” or “determining” or “displaying” or the like, refer to the action
and processes of a computer system, or similar electronic computing device, that manipulates
and transforms data represented as physical (electronic) quantities within the computer
system’s registers and memories into other data similarly represented as physical quantities
within the computer system memories or registers or other such information storage,

transmission or display devices.

[00107] The present disclosure also relates to an apparatus for performing the operations
herein. This apparatus may be specially constructed for the required purposes, or it may
comprise a general purpose computer selectively activated or reconfigured by a computer
program stored in the computer and executed by a processor. Such a computer program may
be stored in a computer readable storage medium, such as, but is not limited to, any type of
disk, including floppy disks, optical disks, CD-ROMs, and magnetic-optical disks, read-only
memories (ROMs), random access memories (RAMs), EPROMs, EEPROMs, magnetic or
optical cards, or any type of media suitable for storing electronic instructions, and each coupled

to a computer system bus.

[00108] The algorithms presented herein are not inherently related to any particular
computer or other apparatus. Various general purpose systems, computer servers, or personal
computers may be used with programs in accordance with the teachings herein, or it may prove
convenient to construct a more specialized apparatus to perform the required method steps.

The required structure for a variety of these systems will appear from the description herein. It
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will be appreciated that a variety of programming languages may be used to implement the

teachings of the disclosure as described herein.

[00109] Moreover, the various features of the representative examples and the dependent
claims may be combined in ways that are not specifically and explicitly enumerated in order to
provide additional useful embodiments of the present teachings. It is also expressly noted that
all value ranges or indications of groups of entities disclose every possible intermediate value
or intermediate entity for the purpose of original disclosure, as well as for the purpose of
restricting the claimed subject matter. It is also expressly noted that the dimensions and the
shapes of the components shown in the figures are designed to help to understand how the
present teachings are practiced, but not intended to limit the dimensions and the shapes shown

in the examples.

[00110] A system and method for dynamic file availability during encoding have been
disclosed. It is understood that the embodiments described herein are for the purpose of
elucidation and should not be considered limiting the subject matter of the disclosure. Various
modifications, uses, substitutions, combinations, improvements, methods of productions
without departing from the scope or spirit of the present invention would be evident to a person

skilled in the art.

[00111] What is claimed is:
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CLAIMS:

A method for dynamic file availability during remote transfer and transcoding, the method
comprising:

receiving, at an ingest server, a first portion of a non-streamable media file for
transcoding;

determining that the first portion of the media file does not include a header;

determining a location of the header in the media file;

receiving, at the ingest server, a header portion of the media file, the header portion
including the header;

prepending at least part of the header to the first portion of the media file to produce a
first streamable segment; and

prior to receiving a last portion of the media file at the ingest server, transcoding, at a
first transcode server, the first streamable segment to produce a first transcoded streamable

segment.

The method of claim 1, wherein the first portion of the media file and the header portion of

the media file are received from a remote server.

The method of claim 1, wherein the location of the header is determined based on the first

portion of the media file.

The method of claim 1, further comprising transmitting the first transcoded streamable

segment.

The method of claim 4, wherein the transmitting of the first transcoded streamable segment

occurs prior to transcoding the last portion of the media file.

The method of claim 5, wherein the transmitting of the first transcoded streamable segment

occurs prior to receiving the last portion of the media file at the ingest server.

10685114 1
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The method of claim 4, further comprising:

receiving, at the ingest server, a second portion of the non-streamable media file for
transcoding;

combining the second portion of the media file with at least part of the header to
produce a second streamable segment; and

transcoding, at a second transcode server, the second streamable segment to produce

a second transcoded streamable segment.

The method of claim 7, wherein the receiving of the second portion of the media file occurs

simultaneously with the transcoding of the first portion of the media file.

The method of claim 7, wherein the transcoding of the second portion of the media file

occurs simultaneously with the transcoding of the first portion of the media file.

The method of claim 7, wherein the transcoding of the second portion of the media file

occurs simultaneously with the transmitting of the first transcoded streamable segment.

The method of claim 7, further comprising:

receiving additional portions of the non-streamable media file at the ingest server;
and

transcoding the additional portions at one or more transcode servers until the media

file is fully transcoded.

The method of claim 11, wherein each additional portion of the non-streamable media file

starts at a keyframe.

A system for dynamic file availability during remote transfer and transcoding, the system
comprising:
an ingest server for:

receiving a plurality of portions of a non-streamable media file for transcoding,

determining whether a first received portion of the media file includes a header,

10685114 1
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determining a location of the header in the media file,

receiving a header portion of the media file including the header, and

prepending at least part of the header to the first received portion of the media file to
produce a first streamable segment; and
a transcode server for:

transcoding the first streamable segment to produce a first transcoded streamable
segment,

wherein the transcode server is configured to transcode the first streamable segment prior to

the ingest server receiving a last portion of the media file.

14.

15.

16.

17.

18.

19.

The system of claim 13, wherein the first portion of the media file and the header portion of

the media file are received from a remote server.

The system of claim 13, wherein the location of the header is determined based on the first

portion of the media file.

The system of claim 13, wherein the transcode server is further for transmitting the first

transcoded streamable segment.

The system of claim 16, wherein the transmitting of the first transcoded streamable segment

occurs prior to a transcode server transcoding the last portion of the media file.

The system of claim 17, wherein the transmitting of the first transcoded streamable segment

occurs prior to receiving the last portion of the media file at the ingest server.

The system of claim 16, further comprising a second transcode server,

wherein the ingest server is further for receiving a second portion of the non-streamable

media file for transcoding and combining the second portion of the media file and at least part of the

header to produce a second streamable segment, and

wherein the second transcode server is for transcoding the second streamable segment to

produce a second transcoded streamable segment.

10685114 1
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24.
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The system of claim 19, wherein the receiving of the second portion of the media file occurs

simultaneously with the transcoding of the first portion of the media file.

The system of claim 19, wherein the transcoding of the second portion of the media file

occurs simultaneously with the transcoding of the first portion of the media file.

The system of claim 19, wherein the transcoding of the second portion of the media file

occurs simultaneously with the transmitting of the first transcoded streamable segment.

The system of claim 19, wherein the ingest server is further for receiving additional portions
of the non-streamable media file, and wherein the additional portions are transcoded at one

or more transcode servers until the media file is fully transcoded.

The system of claim 23, wherein each additional portion of the non-streamable media file

starts at a keyframe.

Brightcove, Inc.
Patent Attorneys for the Applicant
SPRUSON & FERGUSON
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