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CONTROLLERELECTION 

BACKGROUND 

0001 Computer networks provide a number of users oper 
ating computer devices the ability to communicate with other 
computing devices connected to that network. A wireless 
network further offers the benefit of communication without 
cables between the various access points and the individual 
systems accessing that network. Implementing a wireless 
network avoids the costly process of having to install cables 
and equipment in a building where the network would oper 
ate. Additionally, this avoids the need for a user to be stationed 
in a permanent location while gaining access to the network. 
0002. However, some components of a wired or wireless 
network may, at times, fail temporarily or permanently due to 
manufacturing defects or operator errors. One example of a 
component that might fail is a controller. A controller is a 
device within a wired or wireless computer network that 
performs automatic adjustments to radio frequency (RF) 
power, channels, authentication, and security. The controller 
further configures and manages access points (APs) which 
may allow a user of a computing device to access the network. 
If the controller fails, at least some portion of the network is 
rendered inoperable. Consequently, if a portion of the com 
puter network is rendered inoperable, then the entity or busi 
ness that utilizes the computer network will experience a 
decrease in productivity and efficiency. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0003. The accompanying drawings illustrate various 
examples of the principles described herein and are a part of 
the specification. The illustrated examples are merely 
examples and do not limit the Scope of the claims. 
0004 FIG. 1 is a diagram of an illustrative system for 
configuring and electing a controller within a network to be a 
master controller, according to one example of principles 
described herein. 
0005 FIG. 2 is a diagram of the illustrative system of FIG. 
1, in which the master controller has failed and a slave con 
troller has been promoted as an elected master, according to 
one example of principles described herein. 
0006 FIG. 3 is a diagram of an illustrative system of FIG. 
2, depicting the promotion of an elected controller to a master 
controller, according to one example of principles described 
herein. 
0007 FIG. 4 is a flowchart depicting a method of promot 
ing one controller to be an elected master controller when a 
master controller has failed, according to one example of 
principles described herein. 
0008 FIG. 5 is a flowchart showing a method of config 
uring a group of controllers within a network, electing one 
controller to be an elected master controller when a master 
controller has failed and promoting the elected master con 
troller to a master controller, according to another example of 
principles described herein. 
0009 Throughout the drawings, identical reference num 
bers designate similar, but not necessarily identical, elements. 

DETAILED DESCRIPTION 

0010. The present specification discloses systems and 
methods of dealing with the failure of a master controller 
within a team of controllers. Upon failure of a master con 
troller device, another controller device is automatically 
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elected as an elected master controller giving the ability for 
the network administer to access the team of controllers and 
address the failure of the master controller. However, the 
network administrator may be prevented from configuring 
any settings on the elected master controller or any other 
controller until either the original master controller rejoins 
the team or the failure of the master controller is deemed 
permanent and the elected master is promoted to be the new 
master controller. Thus, any synchronization issues may be 
handled by the new master controller in a deterministic and 
easy to understand fashion. 
0011. As briefly discussed above, various components of a 
network may fail either do to manufacturing defects, user 
errors or other circumstances which may be experienced in a 
computer network. One of these devices may be a controller 
which has been teamed with a group of other controllers. 
Teaming of controllers enables an authorized administrator to 
easily configure and monitor multiple controllers and the 
respective access points that each controller Supports, thereby 
providing a number of benefits. Some of these benefits may 
include centralized management and monitoring, service 
Scalability, and redundancy in cases where a controller may 
fail. 

0012. In the case of redundancy, if one of the controllers in 
a team becomes inoperative, its access points (APs) may 
automatically look to migrate to another controller in the 
team so that these access points may continue to provide 
services to those users accessing the network. However, for 
this to work, sufficient capacity must be available on the 
remaining controllers in the team to support those additional 
access points (APs) migrating from the inoperative controller. 
0013 Additionally, if a controller were to fail, the ability 
of an administrator to configure and monitor the rest of the 
controllers as well as their respective access points (APs) may 
be limited or completely lost. Therefore, the present specifi 
cation discloses a configuration system and method of pro 
moting a slave controller, which, after failure of the master 
controller, provides for that controller's status to be upgraded 
to an elected master controller status. Consequently, the net 
work administrator may then be able to view the network's 
configuration status and monitor the remaining units in the 
controller group instead of loosing all ability to access the 
group of controllers. This all may be done while a determi 
nation is being made by the administrator as to whether the 
failed master controller will be available in the future or 
whether the elected master controller is to be upgraded to the 
status of master controller. 

0014 If the network administrator has determined that the 
failure of the master controller is permanent, the administra 
tor may then choose to upgrade the elected master controller 
to a master controller and then be able to configure the group 
of controllers once again. However, if the network adminis 
trator determines that the failure of the master controller is 
temporary, then the network administrator may investigate 
how to bring the failed master controller back online and join 
the group again. If the network administrator Successfully 
brings the failed master controller back on-line, then the 
elected master may then be downgraded to the status of a 
slave controller once again and the once failed master con 
troller regains control of the entire group of controllers. The 
network administrator is then allowed to configure the group 
of controllers once again and have the configuration settings 
pushed down to each of the slave controllers and their respec 
tive access points. 



US 2012/02601.20 A1 

0015. In the following description, for purposes of expla 
nation, numerous specific details are set forth in order to 
provide a thorough understanding of the present systems and 
methods. It will be apparent, however, to one skilled in the art 
that the present apparatus, systems and methods may be prac 
ticed without these specific details. Reference in the specifi 
cation to “an example' or similar language means that a 
particular feature, structure, or characteristic described in 
connection with an example is included in at least that 
example, but not necessarily in others. 
0016. As used in the present specification and in the 
appended claims the term “controller is meant to be under 
stood as any device that coordinates and controls the opera 
tion of one or more input/output devices and synchronizes the 
operation of such devices within the operation of a computer 
network. For example, a controller may be a blade unit, a 
personal computer, or some other stand-alone appliance 
device. Additionally, with regard to a wireless access point, 
the controllers may perform automatic adjustments to radio 
frequency (RF) power, channels, authentication, and security. 
0017 Additionally, as used in the present specification 
and in the appended claims the term “administrator or "net 
work administrator” is meant to be understood broadly as any 
person responsible for administrative tasks such as access 
authorization, content management, and configuration of a 
group of components within a network including, but not 
limited to, a controller. “Administrators' may also oversee the 
synchronization of the various controllers and access points 
in a computer network and may further have the ability to 
change the status level of any individual controller on a wire 
less network. 

0018 Turning now to the figures, FIG. 1 is a diagram of an 
illustrative system (100) for configuring and electing a con 
troller (115, 120-1, 120-2, 120-3) within a network (140) to 
be a master controller (115), according to one example of 
principles described herein. As briefly discussed above the 
system (100) is composed of a number of wired or wireless 
components. Examples of wireless components may include 
any device that is capable of sending and receiving wireless 
communications to or from the network (140). Particular 
examples may include, but are not necessarily limited to, 
desktop computers, laptop computers, mobile phones, or an 
access point (125-1, 125-2, 125-3). Examples of wired com 
ponents may also include any device that is capable of send 
ing and receiving wired communications to or from the net 
work (140) over some cable. Particular examples of wired 
components may also further include, but may not necessarily 
be limited to desktop computers, laptop computers, control 
lers (115, 120-1, 120-2, 120-3), access points (125-1, 125-2, 
125-3) or a servers (145). Therefore, as depicted in FIG. 1, the 
individual components may send and receive communica 
tions to or from each other either wired or wirelessly. How 
ever, as depicted in FIG. 1 and for purposes of simplicity, the 
individual components will be described as being wired com 
ponents. 
0019. The system (100) may include, a group of control 
lers (115, 120-1, 120-2, 120-3) communicatively coupled to a 
network (140), a number of servers (145) located within or 
accessible through that network, a number of access points 
(125-1, 125-2, 125-3) communicatively coupled to the group 
of controllers (115, 120-1, 120-2, 120-3), and a number of 
wired or wireless client computing devices (135-1, 135-2) in 
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communication with one of the access points (125-1, 125-2, 
125-3). Each of these components will now be described in 
more detail. 
0020 Acting as intermediary devices between the com 
puting devices (135-1, 135-2) and the controllers (115, 120-1, 
120-2, 120-3), the access points (125-1, 125-2, 125-3) allow 
the computing devices (135-1, 135-2) to connect to the net 
work (140). The access points (125-1, 125-2, 125-3) may 
communicate wirelessly with the computing devices (135-1, 
135-2) using, for example, IEEE 802.11 standards (devel 
oped by Wi-Fi Alliance(R) (commonly referred to as Wi-FiR)), 
or IEEE 802.15 standards (developed by Bluetooth Special 
Interest Group (commonly referred to as Bluetooth R)), 
among others. 
0021. Each access point (125-1, 125-2, 125-3) is commu 
nicatively coupled to one of the controllers (115, 120-1, 120 
2, 120-3) and can relay data between the computing devices 
(135-1, 135-2) and wired devices on the network (140) such 
as, for example, the server (145). In another example, the 
access points (125-1, 125-2, 125-3) communicate with the 
computing devices (135-1, 135-2) through a wired system 
Such as, for example, an Ethernet connection (standardized as 
IEEE 802.3) or a fiber optic connection (standardized as IEEE 
802.8), among other standards. 
(0022. The access points (125-1, 125-2, 125-3) are man 
aged by a group of controllers (115, 120-1, 120-2, 120-3). The 
controllers (115, 120-1, 120-2, 120-3) may configure and 
manage RF power, channels, authentication, and security 
used within the system (100). As previously mentioned, the 
group of controllers (115, 120-1, 120-2, 120-3) form a team. 
Among the members of the team, one controller may be 
assigned as the master controller (115), and the other control 
lers are initially assigned as slave controllers (120-1, 120-2, 
120-3). Each controller (115, 120-1, 120-2, 120-3) includes a 
processor used to performat least the function of creating and 
propagating configurations for a number of access points 
(125-1, 125-2, 125-3) and controllers (115, 120-1, 120-2, 
120-3) as will be discussed in more detail below. 
(0023. Although four controllers (115, 120-1, 120-2, 120 
3) are depicted in FIG. 1, any number of controllers may be 
included within the system (100) with any number of access 
points (125-1, 125-2, 125-3) communicatively coupled to 
each controller (115, 120-1, 120-2, 120-3). For example, any 
number of slave controllers (120-1, 120-2, 120-3) may be 
included in addition to the master controller (115). Further, 
any number of access points (125-1, 125-2, 125-3) may be 
communicatively coupled to each controller (115, 120-1, 
120-2, 120-3). For example, as depicted in FIG. 1, two slave 
controllers (120-1, 120-3) each have a respective access point 
(125-2, 125-3) communicatively coupled thereto. However, 
any number of access points (125-1, 125-2, 125-3) may be in 
communication with each slave controller (120-1, 120-2, 
120-3). Further, as depicted in FIG. 1, the master controller 
(115) has one access point (125-1) communicatively coupled 
thereto. However, any number of access points (125-1, 125-2. 
125-3) may be serviced by the master controller (115). 
(0024. The controllers (115, 120-1, 120-2, 120-3) may 
each include a data storage device (150-1, 150-2, 150-3, 
150-4) for storing configuration data as will be discussed in 
more detail below. In the present example, for the purposes of 
simplicity in illustration, the data storage devices (150-1, 
150-2, 150-3, 150-4) are separate computing devices com 
municatively coupled to each respective controller (115, 120 
1, 120-2, 120-3). However, the principles set forth in the 
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present specification extend equally to any alternative con 
figuration in which a controller (115, 120-1, 120-2, 120-3) 
and a data storage device (150-1, 150-2, 150-3, 150-4) are 
each implemented by a single computing device. The data 
storage devices (150-1, 150-2, 150-3, 150-4) may be various 
types of memory modules, including Volatile and nonvolatile 
memory that store the configuration data relating to the access 
points (125-1, 125-2, 125-3) and the controllers (115, 120-1, 
120-2, 120-3) themselves. For example, the data storage 
devices (150-1, 150-2, 150-3, 150-4) of the present example 
may include Random Access Memory (RAM), Read Only 
Memory (ROM), Hard Disk Drive (HDD) memory, and com 
binations of these. Many other types of memory are available, 
and the present specification contemplates the use of many 
varying types of memory in the data storage devices (150-1, 
150-2, 150-3, 150-3, 150-4) as may suit a particular applica 
tion of the principles described herein. In certain examples, 
different types of memory in the data storage devices (150-1, 
150-2, 150-3, 150-4) may be used for different data storage 
needs. 

0025 Generally, data storage devices (150-1, 150-2, 150 
3, 150-4) may include a computer readable storage medium. 
For example, the data storage devices (150-1, 150-2, 150-3, 
150-4) may be, but are not limited to, an electronic, magnetic, 
optical, electromagnetic, infrared, or semiconductor system, 
apparatus, or device, or any Suitable combination of the fore 
going. More specific examples of the computer readable stor 
age medium may include, for example, the following: a por 
table computer diskette, a hard disk, a random access memory 
(RAM), a read-only memory (ROM), an erasable program 
mable read-only memory (EPROM or Flash memory), a por 
table compact disc read-only memory (CD-ROM), an optical 
storage device, a magnetic storage device, or any Suitable 
combination of the foregoing. In the context of this document, 
a computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device Such as, for example, a processor. In one example, 
the data storage devices (150-1, 150-2, 150-3, 150-4) are 
non-transitory data storage media. 
0026. The client computing devices (110, 135-1, 135-2) 
may, as mentioned, be either wired or wireless. Additionally, 
the computing devices (110, 135-1, 135-2) may also include 
a computer readable storage medium as defined above. The 
computing devices (110, 135-1, 135-2) each include a num 
ber of ports through which the computing devices (110, 135 
1, 135-2) communicate with other network elements. The 
ports may be serial or parallel ports including, but not limited 
to, a USB port, and an IEEE-1394 port. 
0027. The system (100) also includes a network (140) to 
which the computing devices (135-1, 135-2) gain access 
through the access points (125-1, 125-2, 125-3) and control 
lers (115, 120-1, 120-2, 120-3). The network (140) may be 
any network, including, for example, a local area network 
(LAN), a wide area network (WAN), a virtual private network 
(VPN), and the Internet, among others. The network (140) 
provides the wired and/or wireless computing devices (110. 
135-1, 135-2) with access to the server (145). In one example, 
the server (145) is a web server located within, for example, 
the Internet. In such an example, the computing devices (110. 
135-1, 135-2) request data from the server (145) over the 
network (140) using the appropriate network protocol (for 
example, Internet Protocol ("IP")). 
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0028. As depicted in FIG. 1, the computing devices (135 
1, 135-2) may be operated by a number of users (130-1, 
130-2). Certain users may be given administrative rights to 
configure the system (100) along with the administrator 
(105). In one example, however, the administrator (105) may 
be the sole person who is given the authority to configure the 
various settings of the controllers (115, 120-1, 120-2, 120-3) 
and access points (125-1, 125-2, 125-3). Specifically, the 
administrator (105) may be the sole person to whom is given 
the authority to team the controllers (115, 120-1, 120-2, 120 
3) together, select a master controller (115) out of the number 
of teamed controllers (115, 120-1, 120-2, 120-3), generate 
configuration settings for the individual controllers (115, 
120-1, 120-2, 120-3)and access points (125-1, 125-2, 125-3), 
propagate those configuration settings throughout the team of 
controllers (115, 120-1, 120-2, 120-3) and access points (125 
1, 125-2, 125-3), and, when appropriate, promote an elected 
controller (FIG. 2, 210-1') as the groups new master control 
ler. Promotion of an elected controller (FIG. 2, 210-1') to a 
master controller (115) will be discussed later in connection 
with FIG. 2. 

0029. As will be discussed in more detail in connection 
with FIG. 5, the administrator is first responsible for teaming 
a group of controllers (115, 120-1, 120-2, 120-3) together and 
choosing amongst those controllers (115, 120-1, 120-2, 120 
3) a master controller (115). It is through the master controller 
(115) that the administrator configures the rest of the control 
lers (120-1, 120-2, 120-3). The administrator (105) may 
therefore direct a computing device (110) to send, for 
example, a Simple Object Access Protocol (SOAP) message 
to the master controller (115), upon which the master con 
troller (115) may push those configuration settings and data to 
the slave controllers (120-1, 120-2, 120-3) that have been 
teamed with the master controller (115). In this way, the 
administrator (105) may configure all the controllers (115, 
120-1, 120-2, 120-3) within the network (140) through a 
single controller (115) without having to configure each con 
troller (115, 120-1, 120-2, 120-3) individually. Additionally, 
because the controllers (115, 120-1, 120-2, 120-3) are in 
communication with their respective access points (125-1, 
125-2, 125-3) the configuration is also propagated to them 
once their respective controller (115, 120-1, 120-2, 120-3) 
has obtained the configuration. 
0030 The administrator (105) may access the team of 
controllers (115, 120-1, 120-2, 120-3) through an appropriate 
computing device (110). In order to simplify access to the 
team of controllers (115, 120-1, 120-2, 120-3), a single Inter 
net Protocol address (IP address) may be assigned to the 
whole team. This address may be referred to as the team 
Internet Protocol address (team IP address). Because this 
Internet Protocol address (team IP address) is independent of 
any other addresses assigned to any of the components on the 
network (140), the team IP address may be transferred from 
one controller (115, 120-1, 120-2, 120-3) to another control 
ler (115, 120-1, 120-2, 120-3). Consequently, if the master 
controller (115) is unavailable or fails, the team IP address 
may be transferred to another controller (120-1, 120-2, 120 
3) thereby allowing the administrator (105) to gain access to 
the team once again. In one example, the team IP address may 
be propagated to each controller (115, 120-1, 120-2, 120-3) 
after the administrator (105) has assigned a controller (115, 
120-1, 120-2, 120-3) to be the master controller (115). 
0031. Through the master controller (115), the adminis 
trator may both monitor the individual units connected to the 
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controller (115, 120-1, 120-2, 120-3) group as well as con 
figure them as needed. However, as will be discussed later in 
connection with FIG. 2. failure of the master controller (115) 
may result in the administrator gaining only monitoring 
access to the system (100) via an elected controller (FIG. 2, 
210-1'); the elected controller (FIG. 2, 210-1') being auto 
matically elected by the system (100) upon the failure of the 
master controller (115). 
0032 Failure of the master controller (115) may be tem 
porary such that the administrator (105) does not have time to 
address the situation before the master controller (115) comes 
back online and rejoins the team of controllers (120-1, 120-2, 
120-3). When the master controller (115) does fail, one of the 
other controllers (120-1, 120-2, 120-3) is chosen as an elected 
master controller. However, when the master controller (115) 
come back online, the elected master is downgraded or 
demoted to a slave controller again and the master controller 
(115) regains the ability for the administrator (105) to con 
figure the controllers. 
0033. Additionally, failure of the master controller (115) 
may prompt the network administrator (105) to investigate 
the reasons for the failure and address the problem appropri 
ately. If, for example, the administrator (105) determines that 
the failure of the master controller (115) is temporary, then the 
administrator (105) may do what is necessary to bring the 
master controller (115) back online. When the master con 
troller (115) has once again rejoined to the group, the status of 
the elected master FIG. 2, 210-1') will be downgraded to that 
of a slave controller (120-1, 120-2, 120-3). Therefore the 
administrator (105) can, if necessary, continue to configure 
the team of controllers. 

0034 Still further, if, for example, the administrator (105) 
determines that the failure of the master controller (115) is not 
temporary, then the administrator (105) may promote the 
elected controller to be a new master controller (115). With 
the promotion of the elected controller to be the master con 
troller, the administrator (105) can once again, if necessary, 
continue to configure the team of controllers. These scenarios 
therefore prevent two master controllers from being chosen 
on a single network (140) thereby preventing any split-brain 
issue that might arise under those conditions. 
0035 FIG. 2 is a diagram of the illustrative system (100) of 
FIG. 1, in which the master controller (115) has failed (205) 
and a slave controller (120-1) has been promoted as an elected 
master (120-1'), according to one example of principles 
described herein. As mentioned above, failure (205) of the 
master controller (115) (indicated by an “X” along the net 
work connection between the master controller (115) and the 
network (140)) may have occurred for a myriad of reasons, 
examples of which may include operator error and manufac 
turing defects of the master controller (115). Loss of the 
master controller (115) results in the promotion of one of the 
slave controllers (120-1, 120-2, 120-3) to the status of an 
elected master controller (120-1'). In one example, promotion 
of a slave controller (120-1, 120-2, 120-3) may be the result of 
an action taken by the administrator (105) to manually pro 
mote the controller (120-1, 120-2, 120-3) via a user computer 
(110) having either wired or wireless access to the controller 
(120-1, 120-2, 120-3). In yet another example, promotion of 
a slave controller (120-1, 120-2, 120-3) may be the result of 
an automatic election of a slave controller (120-1, 120-2, 
120-3) by the team of controllers (120-1, 120-2, 120-3) still 
operating. 
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0036 Which slave controller (120-1, 120-2, 120-3) is to be 
automatically elected by the team of controllers (120-1, 120 
2, 120-3), may be determined by the Media Access Control 
address (MAC address) assigned to each slave controller 
(120-1, 120-2, 120-3). Therefore, in one example, the con 
troller (120-1, 120-2, 120-3) having the lowest value Media 
Access Control address (MAC address) will be chosen as the 
elected master controller (120-1'). In another example, the 
controller (120-1, 120-2, 120-3) having the highest value 
Media Access Control address (MAC address) will be chosen 
as the elected master controller (120-1'). 
0037. Once the master controller (115) has failed, the 
administrator (105) may gain access to the team of controllers 
(120-1, 120-2, 120-3) via either a wired or wireless connec 
tion. Additionally, because the team of controllers (115, 120 
1, 120-2, 120-3) has a single team IP address associated with 
them as mentioned previously, the administrator (105) may 
gain access immediately to an elected master controller (120 
1) and monitor or otherwise address any issue with the net 
work (140). 
0038 Turning now to FIG. 3, a diagram of an illustrative 
system of FIG. 2 is shown, depicting the promotion of an 
elected controller (FIG. 2, 210-1') to a master controller (120 
1"), according to one example of principles described herein. 
As will be discussed later in connection with FIG.5, once the 
administrator (FIG. 1, 105) has gained access to the group of 
controllers (120-1, 120-2, 120-3) still in operation, the admin 
istrator (FIG. 1, 105) may choose whether to promote the 
elected controller (FIG. 2, 120-1') to be the new master con 
troller (120-1") on the network. Promotion of the elected 
controller (FIG. 2, 120-1') to the new master controller (120 
1") will result in the administrator (FIG. 1, 105) being able to 
monitor the individual controllers (120-1", 120-2, 120-3) 
remaining, as well as also propagate new configurations and 
updates through the system (100) if necessary. The decision 
to promote the elected controller (FIG. 2, 120-1') to be the 
new master controller (120-1") may be dependent on the 
status or future anticipated Status of the failed master control 
ler (115). 
0039. If, for example, the administrator (105) has deter 
mined that the failure of the master controller (115) is tem 
porary, the administrator (105) may then either do nothing 
and wait until the master controller (115) rejoins the group of 
controllers (120-1", 120-2, 120-3) or physically access the 
master controller (115) and attempt to reconnect it to the 
group. If the master controller (115) rejoins the group of 
controllers (120-1', 120-2, 120-3), the elected controller 
(120-1') may be downgraded to the status of a slave controller 
(FIG. 1, 120-1) while the reconnected master controller (115) 
takes over the monitoring and configuration of the group of 
controllers (FIG. 1, 120-1, 120-2, 120-3) as before. 
0040. Therefore, the group of controllers (FIG. 1, 120-1, 
120-2, 120-3) may have either only one master controller 
(115) or no master controller (115) having the ability to set 
configuration settings for the rest of the controllers (FIG. 1, 
120-1, 120-2, 120-3). Either promotion of the elected con 
troller (120-1') to a master controller status or rejoining of the 
master controller (115) to the controller group (FIG. 1, 120-1, 
120-2, 120-3), and not both, prevents the system (100) from 
having two master controllers. This avoids the scenario where 
the system (100) comprises two master controllers, both of 
which may set and propagate configuration settings. This in 
turn prevents a split-brain scenario where configuration set 
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tings amongst the individual controllers (FIG. 1, 115, 120-1, 
120-2, 120-3) will be in conflict with each other. 
0041 Turning now to FIG. 4, a flowchart depicting a 
method of promoting (Block 405) one controller to be an 
elected master controller when a master controller has failed, 
according to one example of principles described herein is 
shown. In managing the system (FIG. 1, 100), the adminis 
trator (FIG. 1, 105) may team the group of controllers 
together as discussed earlier. Teaming Teaming of the group 
of controllers provides for easy access to the controllers (115, 
120-1, 120-2, 120-3) by the administrator (FIG. 1, 105). 
Additionally, because the administrator (FIG. 1, 105) may 
select one of the controllers in the group as a master controller 
(FIG. 1, 115), the group of controllers (115, 120-1, 120-2, 
120-3) may then be centralized and a single team IP address 
may be used to address the entire team. 
0042. The system (FIG. 1, 100) may further monitor the 
master controller (FIG. 1, 115) to determine if and when it has 
failed. If the master controller (FIG. 1, 115) does fail as has 
been depicted in FIG. 2, then one of the slave controllers 
(FIG. 1, 120-1, 120-2, 120-3) is promoted (Block 405) to be 
the elected master controller (FIG. 2, 120-1'). As previously 
discussed, this may be accomplished automatically by the 
team of controllers (FIG. 1, 120-1, 120-2, 120-3). Specifi 
cally, each controller (115, 120-1, 120-2, 120-3) has a Media 
Access Control address (MAC address) assigned to each of 
them. As a result, in one example, the controllers (FIG. 1, 
120-1, 120-2, 120-3) within the team may choose amongst 
themselves which controller (FIG. 1, 120-1, 120-2, 120-3) 
has the lowest valued number Media Access Control address 
(MAC address) assigned to it and automatically promote that 
controller (FIG. 1, 120-1, 120-2, 120-3) to be the elected 
master controller (FIG. 2, 120-1'). 
0043. In another example, the controllers (FIG. 1, 120-1, 
120-2, 120-3) within the team may choose amongst them 
selves which controller (FIG. 1, 120-1, 120-2, 120-3) has the 
highest valued number Media Access Control address (MAC 
address) assigned to it. The controller (FIG. 1, 120-1, 120-2, 
120-3) having the highest valued number Media Access Con 
trol address (MAC address) is then automatically promoted 
(Block 405) to be the elected master controller (FIG. 2, 120 
1'). 
0044. Once the elected master has been promoted (Block 
405), without intervention from the network administrator 
(FIG. 1, 105) the master controller (FIG. 2, 115) may come 
back online and rejoin the team of controllers (FIG. 1, 120-1, 
120-2.120-3). When this occurs, the elected master (FIG. 2, 
120-1') is downgraded or demoted to a slave controller (FIG. 
1, 120-1, 120-2, 120-3) and the master controller (FIG. 1, 
115) continues to operated a described above. 
0045 Turning to FIG. 5, a flowchart depicting a method of 
promoting (Block 505) one controller to be an elected master 
controller when a master controller has failed, according to 
another example of principles described herein is shown. In 
FIG. 5, a network administrator (FIG. 1, 105) may intervene 
and determine if the failure of the master controller (FIG. 1, 
115) is temporary or not. If the network administrator (FIG. 1, 
105) determines that the failure of the master controller (FIG. 
1, 115) is temporary, he or she may do nothing and wait until 
the master controller (FIG. 1, 115) rejoins the group. When 
the master controller (FIG. 1, 115) rejoins the group, the 
elected master controller (FIG. 2, 120-1') is demoted or down 
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graded (Block 510) to a slave controller (FIG. 1, 120-1, 120 
2, 120-3) and the master controller (FIG. 1, 115) continues to 
operated a described above. 
0046 FIG. 6 is a flowchart depicting a method of promot 
ing (Block 605) one controller to be an elected master con 
troller when a master controller has failed, according to 
another example of principles described herein is shown. In 
FIG. 6, a network administrator (FIG. 1, 105) may intervene 
and determine if the failure of the master controller (FIG. 1, 
115) is temporary or not. If the network administrator (FIG. 1, 
105) determines that the failure of the master controller (FIG. 
1, 115) is not temporary, then the administrator may promote 
(Block 410) the elected master controller (FIG. 2, 120-1') as 
a master controller (FIG. 3, 120-1") by accessing the elected 
master controller (FIG. 2, 120-1') and designating it as such. 
0047. Because configuration in FIGS. 1, 2, 3, 4, 5, and 6 is 
only performed with a master controller (FIG. 1, 115; FIG. 3, 
120-1) and not with an elected master (FIG. 2, 120-1'), the 
prevention of a scenario where two masters are present on the 
network (FIG. 1, 140) may avoid many issues. Some of these 
issues may include, for example, synchronization issues such 
as split brain as well as possible loss of changes due to 
intermittent network failures. Implementation of this method 
therefore assures that there will always be a single controller 
(FIG. 1, 115, 120-1, 120-2, 120-3) responsible for configu 
ration within the network. 
0048 Turning now to FIG. 7 a flowchart showing a 
method of configuring a group of controllers (FIG. 1, 115, 
120-1, 120-2, 120-3) within a network (FIG. 1, 140), electing 
one controller (FIG. 1, 115, 120-1, 120-2, 120-3) to be an 
elected master controller (FIG. 2, 120-1') when a master 
controller (FIG. 1, 115) has failed, and promoting the elected 
master controller (FIG. 2, 120-1') to a master controller (FIG. 
3, 120-1"), according to one example of principles described 
herein is shown. In managing the system (FIG. 1, 100), the 
administrator (FIG. 1, 105) may first team the group of con 
trollers (FIG. 1, 115, 120-1, 120-2, 120-3) together (Block 
705) as discussed earlier. Teaming of the group of controllers 
(FIG. 1,115, 120-1, 120-2, 120-3) provides for easy access to 
the controllers (115, 120-1, 120-2, 120-3) by the administra 
tor (FIG. 1, 105). Additionally, because the administrator 
(FIG. 1, 105) selects (Block 710) a master controller (FIG. 1, 
115) out of the group of controllers (FIG. 1, 115, 120-1, 
120-2, 120-3), the group of controllers (115, 120-1, 120-2, 
120-3) may then be centralized and a single team IP address 
may be used to address the entire team. 
0049. During operation, the administrator (FIG. 1, 105) 
may need to update firmware and configuration settings on 
the individual controllers (115, 120-1, 120-2, 120-3). To 
accomplish this, the administrator (FIG. 1, 105) accesses the 
master controller (FIG. 1, 115) and updates that controller 
(FIG. 1, 115) as appropriate. The master controller (FIG. 1, 
115) will then propagate (Block 715) or push those settings 
and updates to each controller (115, 120-1, 120-2, 120-3) in 
the group as well as any access points (125-1, 125-2, 125-3) 
that may be connected to individual controllers (115, 120-1, 
120-2, 120-3). 
0050. After the individual controllers (115, 120-1, 120-2, 
120-3) have been grouped (Block 705) and a master control 
ler (FIG. 1, 115) has been selected (Block 710), the system 
(FIG. 1, 100) may automatically monitor (Block 715) each 
controllers (FIG. 1,115, 120-1, 120-2, 120-3) for any failures 
that may occur. When a slave controller (FIG. 1, 120-1, 120-2, 
120-3) fails, the system may notify the administrator (FIG. 1, 
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105) of the failure and inform the administrator (FIG. 1, 105) 
that action may need to be taken. The administrator (FIG. 1, 
105) may then address the problem of a failing or failed slave 
controller (FIG. 1, 120-1, 120-2, 120-3) by either replacing 
that slave controller (FIG. 1, 120-1, 120-2, 120-3) or moni 
toring the failed slave controller(FIG. 1, 120-1, 120-2, 120-3) 
to determine whether it will come back online and join the 
team of controllers (115, 120-1, 120-2, 120-3) again. 
0051. The system (FIG. 1, 100) may also monitor (Block 
715) the master controller (FIG. 1, 115) to determine if it has 
failed. The system (FIG. 1, 100), therefore, may constantly 
determine whether the master controller (FIG. 1, 115) has 
failed (Block 720). If it has not (Block 720, Determination 
No), then the system may continue to monitor (Block 715) the 
master controller (FIG. 1, 115) until it does fail. 
0052) If the master controller (FIG. 1, 115) does fail 
(Block 720, Determination Yes), as has been depicted in FIG. 
2, then one of the slave controllers (FIG. 1, 120-1, 120-2, 
120-3) is chosen (Block 725) and promoted to an elected 
master controller (FIG. 2, 120-1') status. As previously dis 
cussed, this may be accomplished automatically by the team 
of controllers (FIG. 1, 120-1, 120-2, 120-3). Specifically, 
each controller (115, 120-1, 120-2, 120-3) has a Media 
Access Control address (MAC address) assigned to each of 
them. As a result, in one example, the controllers (FIG. 1, 
120-1, 120-2, 120-3) within the team may choose (Block 725) 
amongst themselves which controller (FIG. 1, 120-1, 120-2, 
120-3) has the lowest valued number Media Access Control 
address (MAC address) assigned to it and automatically pro 
mote that controller (FIG. 1, 120-1, 120-2, 120-3) to the 
elected master controller (FIG. 2, 120-1'). In another 
example, he controllers (FIG. 1, 120-1, 120-2, 120-3) within 
the team may choose (Block 725) amongst themselves which 
controller (FIG. 1, 120-1, 120-2, 120-3) has the highest val 
ued number Media Access Control address (MAC address) 
assigned to it and automatically promote that controller (FIG. 
1, 120-1, 120-2, 120-3) to the elected master controller (FIG. 
2, 120-1'). 
0053. Upon promotion (Block 725) of one of the operating 
controllers (FIG. 1, 120-1, 120-2, 120-3) to be the elected 
master controller (FIG. 2, 120-1'), the system may then send 
an alert to the administrator (FIG. 1, 105) instructing the 
administrator (FIG. 1, 105) that the system (FIG. 1, 100) 
requires attention due to the fact that the master controller 
(FIG. 1,115) has failed. The administrator(FIG. 2, 105) need 
not reconfigure any of the controllers (FIG. 2, 120-1", 12b, 
120-3) due to the elected master controller (120-1') compris 
ing the same configuration settings as those which the master 
controller (115) comprised and had propagated to the other 
controllers (FIG. 1, 120-1, 120-2, 120-3). The administrator 
(FIG. 2, 105) may only be allowed to monitor the network, 
controllers (FIG. 2, 120-2, 120-3), and access points (FIG. 2, 
125-1, 125-2, 125-3) through the elected master (FIG. 2, 
120-1') to determine how best to deal with the failure of the 
master controller (FIG. 2, 115). The elected master (FIG. 2, 
120-1') therefore prevents that administrator from configur 
ing any controller (FIG. 1, 120-1, 120-2, 120-3) within the 
group in case the master controller (115) come back online 
and rejoins the group. 
0054) The administrator (FIG. 2, 105) may specifically 
address the failure of the master controller (FIG. 2, 115) 
appropriately by determining (Block 730) whether the failure 
of the master controller (FIG. 2, 115) is temporary. If the 
administrator (FIG. 2, 105) determines that the failure of the 
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master controller (FIG. 2, 115) is temporary (Block 730, 
Determination No), the administrator (FIG. 2, 105) may 
investigate (Block 740) how to reconnect the master control 
ler (FIG. 2, 115). In one example, the administrator (FIG. 2, 
105) may simply wait for the master controller (FIG. 2, 115) 
to rejoin the group of operating controllers (FIG. 1, 120-1, 
120-2, 120-3). In this example, the administrator can access 
the group of controllers (FIG. 1, 120-1, 120-2, 120-3) via the 
elected master controller (FIG. 2, 120-1') and monitor when 
the master controller (FIG. 1, 115) joins the group. If the 
master controller (FIG. 1, 115) rejoins the group, the system 
does not require interaction with the administrator (FIG. 1, 
115) and further prevents configuration changes to be made 
within the group of controllers (FIG. 1, 120-1, 120-2.120-3) 
while an elected master controller is operating. 
0055. In another example, the administrator (FIG. 2, 105) 
may physically access the hardware associated with the mas 
ter controller (FIG. 2, 115) to determine what is to be done to 
render it operational again. 
0056. Once the master controller (FIG. 1, 115) has rees 
tablished connection with the rest of the controllers (FIG. 1, 
120-1, 120-2, 120-3) the elected master controller (FIG. 2, 
120-1') may be downgraded or demoted (Block 745) to the 
status of a slave controller (FIG. 1, 120-1, 120-2, 120-3) and 
the master controller (FIG. 1, 115) may take over monitoring 
the system and the administrator may once again set configu 
ration settings and have them propagated throughout the 
number of controllers (FIG. 1, 120-1, 120-2, 120-3). 
0057) If, however, the administrator (FIG. 2, 105) deter 
mines that the failure of the master controller (FIG. 2, 115) is 
permanent (Block 730, Determination Yes), the administrator 
(FIG. 2, 105) may then take action and promote (Block 735) 
the elected master controller (FIG. 2, 120-1') as the new 
master controller (120-1") as depicted in FIG.3. Through this 
method, the administrator (FIG. 3, 105) may be certain that 
there is never more than one master controller (FIG. 1, 115; 
FIG. 3, 120-1) in operation within the system (FIG. 1, 100). 
Additionally, promotion of the elected master controller 
(FIG. 2, 120-1') to a master controller (120-1") status gives 
the administrator (FIG. 3, 105) the ability to monitor the 
network as well as the ability to once again propagate updates 
and configurations to all other controllers (120-2, 120-3) and 
access points (FIG. 3, 125-1, 125-2, 125-3). 
0.058 Because configuration is to be done through a mas 
ter controller (FIG. 1, 115; FIG. 3, 120-1) and because the 
master controller (FIG. 1, 115; FIG. 3, 120-1") pushes con 
figuration and updates out to the other controllers (FIG. 1, 
120-1, 120-2, 120-3) in the group, many issues may be 
avoided. Some of these issues may include, for example, 
synchronization issues such as split brain and possible loss of 
changes due to intermittent network failures. In this way, 
there will always be a single controller (FIG. 1, 115, 120-1, 
120-2, 120-3) responsible for configuration within the net 
work. 

0059. The principles, methods and embodiments 
described above may also be accomplished by a computer 
program product comprising a computer readable storage 
medium having computer usable program code embodied 
therewith that, when executed by a processor, performs the 
above methods. Specifically, computer usable program code 
may be used by a processor to team a group of controllers 
(FIG. 1, 115, 120-1, 120-2, 120-3) together and promote one 
of the controllers to a master controller (FIG. 1, 115). The 
computer usable program code may further be used by a 



US 2012/02601.20 A1 

processor to propagate configuration data to the group of 
controllers via the master controller (FIG. 1, 115). Still fur 
ther, the computer usable program code may be used by a 
processor to, upon failure of the master controller (FIG. 2, 
115) promote an elected controller (FIG. 2, 120-1') form the 
group of controllers (FIG. 1, 120-1, 120-2, 120-3). Even 
further, the computer usable program code may be used by a 
processor to promote an elected master controller (FIG. 2, 
120-1') to a new master controller (FIG. 2, 120-1"). 
0060. The preceding description has been presented only 

to illustrate and describe embodiments and examples of the 
principles described. This description is not intended to be 
exhaustive or to limit these principles to any precise form 
disclosed. Many modifications and variations are possible in 
light of the above teaching. 
What is claimed is: 
1. A method of controller election comprising: 
upon failure of a master controller within a team compris 

ing a number of controllers, automatically promoting 
another of the number controllers to serve as an elected 
master controller; and 

designating the elected master controller as a new master 
controller if it is determined that the failure of the master 
controller is not temporary. 

2. The method of claim 1, further comprising, designating 
the elected master controller as a slave controller if the master 
controller rejoins the team of controllers. 

3. The method of claim 1, further comprising, designating 
the elected master controller as a slave controller if it is 
determined that the failure of the master controller is tempo 
rary. 

4. The method of claim 1, further comprising, with the 
master controller, propagating configuration data throughout 
the team of controllers. 

5. The method of claim 4, in which the master controller 
propagates configuration data throughout the team of control 
lers using simple object access protocol (SOAP). 

6. The method of claim 1, further comprising, upon failure 
of the master controller, allowing administrator access to the 
team of controllers through the elected master controller. 

7. The method of claim 1, in which the team of controllers 
as a whole are assigned a single IP address. 

8. The method of claim 7, in which access to the team of 
controllers is gained by a network administrator via the single 
IP address. 

9. The method of claim 1, in which promoting another of 
the number controllers to serve as the elected master control 
ler is preformed based on relative values of a media access 
control (MAC) address for each of the controllers within the 
team. 
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10. A system comprising: 
a number of controllers grouped as a team; 
in which, upon failure of a master controller within the 

team of controllers, another of the controllers in the team 
is automatically promoted as an elected master control 
ler, and 

in which the elected master controller is designated as a 
slave controller if it is determined that the failure of the 
master controller is temporary. 

11. The system of claim 10, in which the elected master 
controller is designated as a new master controller if it is 
determined that the failure of the master controller is not 
temporary. 

12. The system of claim 10, in which the elected master 
controller is designated as a slave controller if the master 
controller rejoins the team of controllers. 

13. The system of claim 10, in which the master controller 
propagates configuration data throughout the team of control 
lers. 

14. The system of claim 13, in which the master controller 
propagates configuration data throughout the group of con 
trollers using simple object access protocol (SOAP). 

15. The system of claim 10, in which, upon failure of the 
master controller and promotion of the elected master con 
troller, access to the team of controllers by a network admin 
istrator is accomplished through the elected master controller. 

16. The system of claim 10, in which the team of control 
lers as a whole are assigned a single IP address. 

17. The system of claim 16, in which a network adminis 
trator gains access to the team of controllers via the single IP 
address. 

18. The system of claim 10, in which the elected master 
controller is selected based on relative values of media access 
control (MAC) addresses of the controllers available to serve 
as the elected master controller. 

19. A computer program product comprising a non-transi 
tory computer readable storage medium having computer 
usable program code embodied therewith, the computer 
usable program code, when executed by a processor of a 
controller programmed to Support a number of network 
access points, cases that processor to: 

determine failure of a master controller within a team of 
controllers to which said controller belongs; and 

automatically determine which other controller in said 
team of controllers is designated as an elected master 
controller. 

20. The computer program product of claim 18, in which 
the elected master controller is selected based on relative 
values of media access control (MAC) addresses of the con 
trollers in said team available to serve as the elected master 
controller. 


