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ABSTRACT
A system for buffering data received from a network comprises a network socket, a plurality of buffers, a buffer pointer pool, receive logic, and packet delivery logic. The buffer pointer pool has a plurality of entries respectively pointing to the buffers. The receive logic is configured to pull an entry from the pool and to perform a bulk read of the network socket. The entry points to one of the buffers, and the receive logic further configures to store data from the bulk read to the one buffer based on the entry. The packet delivery logic is configured to read, based on the entry, the one buffer and to locate a missing packet sequence in response to a determination, by the packet delivery logic, that the one buffer is storing an incomplete packet sequence. The packet delivery logic is further configured to form a complete packet sequence based on the incomplete packet sequence and the missing packet sequence.
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SYSTEM AND METHOD FOR BUFFERING DATA RECEIVED FROM A NETWORK

CROSS REFERENCE TO RELATED APPLICATION

[0001] This application is a divisional of U.S. patent application Ser. No. 10/361,742, entitled “System and Method for Buffering Data Received from a Network,” and filed on Feb. 8, 2003, which is incorporated herein by reference.

RELATED ART

[0002] In some communication systems, such as networked graphical rendering systems, for example, large amounts of data are transmitted from a transmitting unit through a network to at least one receiving unit. For example, a graphics application at a transmitting unit may transmit graphical data to at least one remote receiving unit that renders the graphical data to form a rendered image. In such a system, communication of large amounts of graphical data at a relatively high transmission rate may be needed in order to provide a suitable frame rate for the rendered image.

[0003] Performance of a system's transmitting and receiving units in transmitting data to and receiving data from a network is typically an important factor in whether graphical data can be successfully rendered via a remote receiving unit at suitable frame rates. Unfortunately, achieving a suitable transmission rate for the data communicated from the transmitting unit to the receiving unit or units can sometimes be problematic, particularly in instances where a large number of receiving units are to receive the graphical data. In such situations, the transmitting unit may be configured to transmit each graphics command multiple times through the network (e.g., once for each destination receiving unit that is to receive the command). The multiple transmissions of the graphics commands can significantly increase the amount of data that is to be communicated through the network.

SUMMARY OF THE INVENTION

[0004] Thus, better techniques for communicating with a network to achieve a higher network throughput are generally desirable. Generally, embodiments of the present invention provide a system and method for buffering data received from a network.

[0005] An exemplary system in accordance with one embodiment of the present invention comprises a network socket and receive logic. The receive logic is configured to perform a bulk read of the network socket and to store data from the bulk read into one of a plurality of buffers. The receive logic is further configured to perform a scan of the one buffer and to detect, based on the scan, a partial packet stored in the one buffer. The receive logic is further configured to write the partial packet to a second one of the buffers in response to a detection of the partial packet.

[0006] Another exemplary system in accordance with another embodiment of the present invention comprises a network socket, a plurality of buffers, a buffer pointer pool, receive logic, and packet delivery logic. The buffer pointer pool has a plurality of entries respectively pointing to the buffers. The receive logic is configured to pull an entry from the pool and to perform a bulk read of the network socket. The entry points to one of the buffers, and the receive logic is further configured to store data from the bulk read to the one buffer based on the entry. The packet delivery logic is configured to read, based on the entry, the one buffer and to locate a missing packet sequence in response to a determination, by the packet delivery logic, that the one buffer is storing an incomplete packet sequence. The packet delivery logic is further configured to form a complete packet sequence based on the incomplete packet sequence and the missing packet sequence.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The invention can be better understood with reference to the following drawings. The elements of the drawings are not necessarily to scale relative to each other, emphasis instead being placed upon clearly illustrating the principles of the invention. Furthermore, like reference numerals designate corresponding parts throughout the several views.

[0008] FIG. 1 is a block diagram illustrating an exemplary communication system in accordance with the present invention.

[0009] FIG. 2 is a block diagram illustrating an exemplary transmitting unit, such as is depicted in FIG. 1.

[0010] FIG. 3 is a block diagram illustrating an exemplary data packet that may be transmitted from a transmitting unit, such as is depicted in FIG. 2.

[0011] FIG. 4 is a block diagram illustrating an exemplary buffering system, such as is depicted in FIG. 1.

[0012] FIG. 5 is a block diagram illustrating an exemplary buffer pointer entry, such as is depicted in FIG. 1.

[0013] FIG. 6 is a block diagram illustrating an exemplary rendering element, such as is depicted in FIG. 1.

[0014] FIG. 7 is block diagram illustrating an exemplary computer system that may be used to implement a buffering system, such as is depicted in FIG. 4.

[0015] FIG. 8 is a flow chart illustrating an exemplary architecture and functionality of receive logic, such as is depicted in FIG. 1.

[0016] FIG. 9 is a flow chart illustrating an exemplary architecture and functionality of flow control logic, such as is depicted in FIG. 4.

[0017] FIG. 10 is a flow chart illustrating an exemplary architecture and functionality of packet delivery logic, such as is depicted in FIG. 4.

DETAILED DESCRIPTION

[0018] The present invention generally pertains to a system and method for efficiently buffering data packets. Indeed, FIG. 1 depicts a communication system 20 that employs a buffering system 30 in accordance with an exemplary embodiment of the present invention in order to buffer data packets that are received from a network 33. As shown by FIG. 1, the buffering system 30 resides within a receiving unit 35 that is communicatively coupled to the network 33, and a transmitting unit 38 is configured to transmit at least one sequence of data packets through the network 33 to the receiving unit 35. The buffering system 30 is then configured to temporarily buffer the received data packets before various processing is performed on the data packets by the receiving unit 35 or by various components (not specifically shown) further downstream of the receiving unit 35.

[0019] For illustrative purposes, the system 20 will be described hereafter as communicating graphical data from the transmitting unit 38 to the receiving unit 35 for rendering of the graphical data at the receiving unit 35. However, it should be emphasized that other types of data may be com-
municated by the system 20 and buffered by the buffering system 30 in other embodiments.

[0020] As shown by FIG. 2, the transmitting unit 38 comprises a graphics application 44 that is configured to produce graphical that is to be communicated to the receiving unit 35 of FIG. 1. During operation, the graphics application 44 stores sets of graphical data in different blocks 46 of memory 48, referred to hereafter as “buffers 46.” As an example, the graphics application 44 may produce several image frames and store each of the image frames within a different buffer 46.

[0021] Packetization logic 52 retrieves graphical data from the buffers 46 and packetizes the retrieved data into data packets. The packetization logic 52 then communicates the data packets to a network interface 55, which interfaces the data packets with the network 33 such that the data packets are transmitted to the receiving unit 35.

[0022] As shown by FIG. 3, each of the transmitted data packets 61 preferably comprises a data portion 63 and a header 66. When packetizing the graphical data retrieved from the buffers 46, the packetization logic 52 inserts a portion of the retrieved data in the data portion 63 and inserts various control information within the header 66 for enabling the packet to be communicated through the network 33 to the receiving unit 35. In the exemplary embodiment depicted by FIG. 3, the packetization logic 52 inserts, into the header, an end of buffer indicator 67, a sequence indicator 68, and a packet length indicator 70.

[0023] The end of buffer indicator 67 preferably comprises a pointer, which the packetization logic 52 preferably initializes to a particular value, such as a null value, for example. Utilization of such a pointer will be described in more detail hereinafter.

[0024] To uniquely identify each packet 61, the packetization logic 52 assigns each packet 61 a sequence indicator 68 that indicates the packet’s position within a sequence of packets transmitted from the transmitting unit 38. In an exemplary embodiment, the packetization logic 52 assigns each packet 61 a sequence indicator 68 that is incremented with respect to the preceding packet 61 packetized by the packetization logic 52. Further, the transmitting unit 38, except when retransmitting a packet 61 in response to a retransmission request, as will be described in more detail hereinbelow, generally transmits packets 61 in the same order that such packets 61 were packetized. Thus, in general, the difference between the sequence indicators 68 of two packets 61 consecutively transmitted by the transmitting unit 38 is one (1), unless one of the data packets is a retransmission in response to a retransmission request.

[0025] Each data packet 61 also comprises a packet length indicator 70 indicative of the packet’s length. For example, the packet length indicator 70 may comprise a value corresponding to the number of bytes defining the packet 61. As an example, if the packet 61 is fifty (50) bytes long, the packet length indicator 70 of the packet 61 may be fifty (50).

[0026] As shown by FIG. 4, the buffering system 30 of the receiving unit 35 comprises a network interface 81 for receiving, from the network 33 (FIG. 1), the packets transmitted from the transmitting unit 38. In one exemplary embodiment, the network interface 81 has a network interface card (NIC) 84 comprising hardware components for establishing at least one physical connection with the network 33. The network interface 81 also comprises a network protocol layer 86, which may be implemented in hardware, software, or any combination thereof. Data received from the network 33 may be read from a data socket 88 of the network protocol layer 86, and data to be transmitted to the network 33 by the receiving unit 35 may be written to the socket 88. As shown by FIG. 4, the network protocol layer 86 also preferably comprises a second socket 89, referred to as a “retransmission socket 89,” for handling the retransmissions of missing packets, as will be described in more detail hereinafter.

[0027] Receive logic 92 within the buffering system 30 periodically performs a bulk read of data from the socket 88 and stores the data from this bulk read into one of a plurality of blocks 94 of memory 93, referred to hereafter as “buffers 94.” Each buffer 94 is preferably pre-allocated and sized such that the buffer 94 may store a large number (e.g., several hundred) of data packets. Furthermore, the buffering system 30 also comprises a buffer pointer pool 98, which stores a plurality of buffer pointer entries 99 that respectively point to the buffers 94.

[0028] In this regard, as shown by FIG. 5, each pointer entry 99 in the buffer pointer pool 98 preferably has a header 101 and a pointer 102 that points to an available one of the buffers 94 (i.e., one of the buffers 94 that may be written to without corrupting data in the buffer 94). Initially, all of the buffers 94 are available, and the buffer pointer pool 98 comprises a pointer entry 99 for each of the buffers 94. However, when a buffer 94 is written to, as will be described in more detail hereinbelow, the pointer entry 99 associated with (i.e., pointing to) this buffer 94 is pulled from the pool 98 and is not returned to the pool 98 until the buffer 94 is again available. Thus, the entries 99 of the buffer pointer pool 98 may be analyzed to determine which of the buffers 94 may be written to without corrupting valid data.

[0029] Note that it is not necessary for the buffers 94 to be pre-allocated. In this regard, it is possible for the receive logic 92 to dynamically allocate a buffer 94 and an associated pointer entry 99 as packets are received. However, the allocation of buffers 94 and buffer pointer entries 99 consumes time and processing resources potentially slowing the rate at which the receive logic 92 can process data packets. Furthermore, slowing the packet processing rate of the receive logic 92 can increase the number of lost data packets thereby resulting in a higher number of retransmission requests that can significantly degrade the performance of the communication system 20. Thus, pre-allocating buffers 94 and buffer pointer entries 99 helps to improve the performance of the receive logic 92 and of the system 20 as a whole.

[0030] When the receive logic 92 is ready to perform a bulk read of the socket 88, the receive logic 92 pulls a pointer entry 99 from the buffer pointer pool 98. The receive logic 92 then performs a bulk read of the socket 88 while writing the data read from the socket 88 into the buffer 94 pointed to by the pointer 102 of the pulled entry 99. Note that, during this bulk read, a large number (e.g., several hundred) of data packets may be written to the foregoing buffer 94.

[0031] Furthermore, to reduce the time it takes for the receive logic 92 to read data from of the socket 88, it is desirable for the receive logic 92 to perform the bulk read without performing multiple passes of the data on the socket 88. However, without performing multiple passes of such data, the receive logic 92 may not be aware of when it has reached the end of the last packet that is to be stored to the foregoing buffer 94. Therefore, it is possible for the data at the end of the buffer 94 (i.e., the last data stored to the buffer 94)
to define a partial data packet. Exemplary techniques for accommodating partial packets will be described in more detail hereafter.

[0032] After performing the bulk read, the receive logic 92 scans the data stored in the buffer 94 in order to identify each packet within the buffer 94. In this regard, the receive logic 92 locates the first packet written to the buffer 94 based on the pointer 102 of the pulled entry 99. The receive logic 92 then locates and reads the packet length indicator 70 (FIG. 3) of the first packet. Based on the starting address of the first packet and the packet length indicator 70 of the first packet, the receive logic 92 can determine the memory address where the next sequential packet (i.e., the second packet) is stored. The receive logic 92 may scan through the buffer 94 via similar techniques for each packet within the buffer 94 in order to identify each of the packets stored therein.

[0033] While the receive logic 92 is identifying the data packets via a scan of the buffer 94, the receive logic 92 preferably reads the sequence indicator 68 of each packet and provides this information to flow control logic 112, which will be described in more detail hereinbelow. The receive logic 92 also identifies the last complete packet stored in the buffer 94. Note that a packet is referred to as “complete” if all of the bytes of the packet are stored in the buffer 94. Thus, if the number of bytes of the last packet is below the number indicated by the packet’s length indicator 70, then the last packet is a partial packet and is, therefore, not the last complete packet. In such an example, the last complete packet is actually the preceding packet or, in other words, the penultimate packet stored in the buffer. However, if the number of bytes of the last packet is equal to the number indicated by the packet’s length indicator 70, then the last packet in the buffer 94 is indeed the last complete packet.

[0034] After identifying the last complete packet, the receive logic 92 adjusts this packet’s end of buffer indicator 67 (FIG. 3) in order to mark this packet as the last complete packet of the buffer 94. In one exemplary embodiment, the receive logic 92 adjusts the foregoing indicator 67 such that it points to the starting address of the buffer 94 (e.g., the first packet stored in the buffer 94). Thus, all of the packets stored in the buffer 94 have an indicator 67 initialized to a null value except the last complete packet, which has an indicator 67 pointing to the start of the buffer 94. Utilization of the adjusted end of buffer indicator 67 of the last complete packet will be described in more detail hereinbelow.

[0035] If the last packet of the buffer 94 is a partial packet and, therefore, not the last complete packet of the buffer 94, then the receive logic 92 preferably copies the data of this partial packet to the next buffer 94 to be written into upon the performance of the next bulk read of the socket 88. Thus, the receive logic 92 pulls another entry 99 from the buffer pointer pool 98 and writes the partial packet at the first or starting memory address of the buffer 94 pointed to by this entry 99. Then, the receive logic 92 initiates another bulk read of the socket 88 while writing the data read from the socket 88 to the foregoing buffer 94, and the receive logic 92 repeats the process described above for this buffer 94. In other words, the receive logic 92 scans the buffer 94 and identifies the packets stored therein. Then, the receive logic 92 adjusts the end of buffer indicator 67 of the last complete packet and moves the last packet to another buffer 94, if the last packet is a partial packet.

[0036] Based on the sequence indicators 68 provided to it by the receive logic 92, the flow control logic 112 may determine whether there are any packets missing from the sequence of packets being read by the current bulk read of the socket 88. In this regard, in the example described above, the sequence indicator 68 of each packet transmitted by the transmitting unit 38 is incremented relative to the sequence indicator 68 of the preceding data packet. In such an example, the flow control logic 112 may detect a missing data packet by determining when the sequence indicators 68 of two consecutive data packets processed by the receive logic 92 are not consecutive.

[0037] For example, if a set of three consecutively received data packets have sequence indicators 68 corresponding to the values of “10,” “11,” and “12,” then the flow control logic 112 determines that there are no missing data packets between the first and last packets of the set. In particular, the sequence indicator 68 of each consecutive data packet is incremented relative to the sequence indicator 68 of the preceding packet received before it. However, if the set of sequence indicators 161 instead corresponds to the values of “10,” “101,” and “102,” then the flow control logic 112 preferably detects that a sequence of ninety (90) packets having indicators 68 from eleven (11) to one-hundred (100) is missing.

[0038] When the flow control logic 112 detects a sequence of missing data packets, the logic 112 generates a retransmission request that requests the retransmission of the missing sequence. This retransmission request is transmitted over the network 33 to the transmitting unit 38, which retransmits the sequence of missing data packets in response to the retransmission request. The retransmitted sequence of missing data packets is received by the receiving unit 35 and stored into a buffer 94 of the receiving unit 35. Utilization of the foregoing missing packet sequence will be described in more detail hereinbelow.

[0039] Once the receive logic 92 has completed a bulk read of the socket 88 and has stored the data from the bulk read into a buffer 94, as described above, the receive logic 92 inserts, into a queue 122 the aforementioned pulled entry 99 that points to the foregoing buffer 94. The receiving unit 35, for each bulk read of the socket 88 performed by the receive logic 92, repeats the aforementioned process of pulling an entry 99 from the pool 98 and then inserting the pulled entry 99 into the queue 122 after writing data from the bulk read to the buffer 94 identified by the pulled entry 99. Thus, the queue 122 may comprise several entries 99 that point to buffers 94 storing data packets read from the socket 88.

[0040] Packet delivery logic 134 is preferably configured to sequentially pull the aforementioned entries 99 from the queue 122. For each entry 99 pulled from the queue 122, the packet delivery logic 134 analyzes the data packets within the buffer 94 pointed to by the entry 99 and determines whether this buffer 94 has a complete sequence of data packets stored therein. Note that a buffer 94 has such a complete sequence of data packets when each packet of the sequence was successfully received by the receiving unit 35 and stored in the buffer 94.

[0041] When the packet delivery logic 134 determines that the buffer 94 identified by the pulled entry 99 is storing an incomplete packet sequence, the packet delivery logic 134 is configured to construct a complete packet sequence comprising the packets of the incomplete packet sequence as well as the data packets missing from this incomplete packets sequence. Various techniques for achieving the foregoing may be performed by the packet delivery logic 134. Exem-
pler techniques for constructing a complete packet sequence will now be described in more detail below.

[0042] In this regard, as described above, the flow control logic 112 preferably requests retransmission of missing data packets when such missing data packets are detected by the logic 112. In response, the transmitting unit 38 retransmits the requested packets to the retransmission socket 89. The flow control logic 112 preferably monitors this socket 89 and stores each complete sequence received by this socket 89 to one of the buffers 94. In this regard, when a retransmitted packet sequence received by the socket 89, the flow control logic 112 pulls an entry 99 from the buffer pointer pool 98. The logic 112 then reads the retransmitted packet sequence from the socket 89 and stores this sequence in the buffer 94 identified by the pulled entry 99. The flow control logic 112 then stores information indicative of the retransmitted sequence (e.g., information indicative of the range of sequence indicators 68 of the packets in the retransmitted sequence) in the header 101 of the pulled entry and inserts the pulled entry 99 into the queue 122. This entry 99 later will be used by the packet delivery logic 134 to construct a complete packet sequence from the aforementioned incomplete packet sequence.

[0043] More specifically, in constructing such a complete packet sequence, the packet delivery logic 134 may pull an entry 99 from the buffer pointer pool 98 and copy, into the buffer 94 identified by this entry 99, referred to hereafter as the “new buffer 94,” each packet of the incomplete packet sequence. Further, the packet delivery logic 134 may search the queue 122 for the entry 99 having a header 101 (FIG. 5) identifying the missing packet sequence. Note that, according to the techniques described above, the flow control logic 112 requests retransmission of the missing packet sequence and inserts the foregoing entry 99 when the logic 112 receives the retransmission of the missing packet sequence. When the packet delivery logic 134 locates the entry 99 having a header 101 identifying the missing packet sequence, the logic 134 may pull this entry 99 from the queue 122 and then retrieve the missing packet sequence from the buffer 94 identified by the pulled entry 99. The packet delivery logic 134 may then insert the missing packet sequence into its proper place (i.e., within the hole of the incomplete packet sequence) within the new buffer 94. Thus, a complete packet sequence is constructed within the new buffer 94.

[0044] After constructing a complete packet sequence based on an incomplete packet sequence and a missing packet sequence, as described above, the packet delivery logic 134 preferably writes the entries 99 identifying the buffers 94 used to store the incomplete and missing packet sequences into the buffer pointer pool 98. In this regard, as described above, the end of buffer indicator 67 of the last complete packet is preferably set, by the receive logic 92, to point to the starting address of the buffer 94 in which the last complete packet is stored. For each of the foregoing buffers 94, the packet delivery logic 134 may write, to the buffer pointer pool 98, an entry 99 pointing to the same address as the indicator 67 of the buffer's last complete data packet (i.e., pointing to the starting address of the buffer 94). Such an action has the effect of freeing the foregoing buffers 94.

[0045] Further, after constructing a complete packet sequence, as described above, the packet delivery logic 134 preferably transmits, to the rendering element 153, the entry 99 pointing to the new buffer 94. In response, the rendering element 153 retrieves the complete packet sequence stored in the new buffer 94 and renders the graphical data of this sequence. In this regard, as shown by FIG. 6, the rendering element 153 preferably comprises a graphics adapter 105 and rendering logic 107. The rendering logic 107 may be configured to drive the graphical data through the graphics adapter 105, which accelerates and renders the graphical data to the display device 156 (FIG. 4) via known or future-developed techniques. Note that after graphical data from the new buffer 94 is retrieved, the rendering element 153 preferably writes, to the buffer pointer pool 98, an entry 99 pointing to the new buffer 94 thereby freeing the new buffer 94 for reuse by the receive logic 92. Similar to the packet delivery logic 134, the rendering element 153 may utilize the end of buffer indicator 67 of the last complete data packet in the new buffer 94 to define the pointer 102 (FIG. 5) of the entry 99 writing to the pool 98 by the rendering element 153.

[0046] Note that when the flow control logic 112 receives a retransmission of missing data packets, the flow control logic 112 preferably stores the data of the retransmission into a buffer 94 to the exclusion of other packets that are not part of the missing sequence. Thus, the foregoing buffer 94 stores only the missing packet sequence. Such a feature helps to facilitate construction of a complete packet sequence based on the missing packet sequence and facilitates the configuration of the packet delivery logic 134. In this regard, storing a missing packet sequence into a buffer 94 to the exclusion of other packets keeps the retransmitted missing data packets separate from other data packets that may not be inserted into the same buffer 94 that is being used to construct the complete packet sequence.

[0047] In addition, it should be noted that different protocols may be used to communicate retransmissions as compared to original transmissions of data packets. For example, the transmitting unit 38 may be configured to communicate original transmissions via user datagram protocol-multicast (UDPm) to data socket 88, and the transmitting unit 38 may be configured to communicate retransmissions via transmission control protocol (TCP) to retransmission socket 89, although other types of protocols may be employed in other embodiments.

[0048] It should be further noted that writing an entry 99 into the pool 98, as described above, has the effect of freeing the corresponding buffer 94 (i.e., the buffer 94 identified by the entry 99) for reuse by the receive logic 92. In this regard, each buffer 94 is preferably identified by only one entry 99 in the pool 98. Thus, when the receive logic 92 pulls an entry from the pool 98 in order to write to the buffer 94 identified by the entry 99, as described above, the receive logic 92 is disabled from writing to the same buffer 94 when performing future bulk reads of the socket 88 until the entry 99 is returned to the pool 98 by the either packet delivery logic 134 or the rendering element 153. In this regard, the receive logic 92 is configured to write into a buffer 94 only when the logic 92 is able to pull the corresponding entry 99 from the pool 98. Thus, if a corresponding entry 99 is not in the pool 98, then the receive logic 92 is effectively disabled from writing to the corresponding buffer 94 (i.e., the buffer identified by the foregoing entry 99). As result, by pulling entries 99 from the pool 98 and not returning the entries 99 to the pool until the data stored in the corresponding buffers 94 has been retrieved and used by either the packet delivery logic 134 or the rendering element 153, corruption of valid data in the buffers 94 by the receive logic 92 is prevented.
In addition, it should be noted that not all buffers storing data from a bulk read will have an incomplete sequence stored therein. Indeed, by using techniques, such as those described herein, for increasing the rate at which the receive logic is able to read packets off of the socket, buffers storing incomplete packet sequences may be relatively rare. In any event, when the packet delivery logic determines, after pulling an entry 99 from the queue, that the buffer identified by the entry 99 is storing a complete packet sequence, the packet delivery logic may simply pass the foregoing entry to the rendering element. In response, the rendering element preferably sends the data stored in the buffer identified by the foregoing entry. The rendering element also preferably writes the entry to the buffer pointer pool thereof freeing the buffer identified by this entry, as described above.

Furthermore, before providing an entry to the rendering element, the packet delivery logic may first analyze the packets of the corresponding buffer to determine whether the buffer is storing data packets that were packetized via data from multiple buffers via the transmitting unit. In some cases, for example, when each buffer stores a different image frame, it may be desirable for each buffer rendered by the rendering element to similarly comprise a different image frame. In such embodiments, the packet delivery logic may be configured to ensure that each entry provided to the rendering element points to a buffer that only stores packets that have been packetized from a single buffer.

As an example, if a buffer stores packetized data from two buffers, the packet delivery logic may move the packets associated with one of the buffers to a new buffer by pulling a new entry from the buffer pointer pool thereof and storing such packets into the buffer identified by the new entry. The entries pointing to each of the foregoing buffers may then be provided to the rendering element, which renders the data in the buffers and then returns the entries to the pool, as described above. Note that to enable the packet delivery logic to determine whether the packets in a buffer have been packetized from the same buffer, the packetization logic (FIG. 2) may be configured to insert into each data packet a value indicative of the total number of packets that were packetized from data via the same buffer.

It should be noted that the network interface, receive logic, flow control logic, packet delivery logic, and rendering element can be implemented in software, hardware, or a combination thereof. In an exemplary embodiment illustrated in FIG. 7, the network protocol layer, receive logic, flow control logic, packet delivery logic, and rendering element can be implemented in software, hardware, or a combination thereof. In an exemplary embodiment, the computer-readable medium can be any means that can contain, store, communicate, propagate, or transport a program for use by or in connection with the instruction execution system, apparatus, or device. The computer-readable medium can be, for example but not limited to, an electronic, magnetic, optical, electromagnetic, infra-red, or semiconductor system, apparatus, device, or propagation medium. The computer-readable medium can even be paper or another suitable medium upon which the program is printed, as the program can be electronically captured, via for instance optical scanning of the paper or other medium, then compiled, interpreted or otherwise processed in a suitable manner if necessary, and then stored in a computer memory.

The exemplary embodiment of the computer system depicted by FIG. 7 comprises at least one conventional processing element such as a digital signal processor (DSP) or a central processing unit (CPU), that communicates with and drives the other elements within the system via a local interface. The interface can include at least one bus. Furthermore, an input device, for example, a keyboard or a mouse, can be used to input data from a user of the system, and the display device, can be used to output data to the user.

As shown by FIG. 7, the network protocol layer and receive logic preferably run on a first operating system (OS) thread, and the flow control logic and packet delivery logic preferably run on at least one other OS thread that is a thread of execution separate from the OS thread. Note that having the receive logic run on a thread different than the one used to run the flow control logic and the packet delivery logic can help to improve the operational performance of the receiving unit. In such an embodiment, the OS thread running the receive logic is not burdened with the tasks performed by the flow control logic and the packet delivery logic. Thus, tasks performed by the flow control logic and the packet delivery logic do not substantially usurp the processing resources used to run the receive logic. As a result, the receive logic is able to process data packets at a faster rate thereby potentially decreasing the number of retransmission requests generated by the flow control logic.

An exemplary use and operation of the communication system and associated methodology are described herein.

Initially, the graphics application writes a set of graphical data to a buffer. The packetization logic retrieves this data and then packetizes the data into a plurality of data packets. For each such data packet, the logic initializes the end of buffer indicator based on the sequence that the packets are formed and transmitted from the transmitting unit. For example, assume that the packetization logic assigns each packet a sequence indicator that is incremented with respect to the preceding packet formed by the logic.

After packetizing the graphical data retrieved from the aforementioned buffer, the packetization logic transmits the packets to the network via a network interface. The packets are preferably transmitted to the network in the same sequence that they were formed such that each transmitted packet generally has a sequence indicator with a higher value as compared to the sequence indicators of the packets transmitted before it. Thus, by analyzing the sequence indicators of the transmitted packets, it is possible to determine the sequence that the packets were transmitted from the transmitting unit.
When the transmitted sequence of packets arrives at the receiving unit 35, the packets are received by the socket 88 (FIG. 4). As shown by decision block 312 and blocks 313 and 314 of FIG. 8, the receive logic 92 performs a bulk read of the socket 88 thereby storing at least a portion of the transmission sequence into one of the pre-allocated buffers 94. In this regard, the receive logic 92 pulls a buffer pointer entry 99 from the buffer pointer pool 98 and writes the data read from the socket 88 during the bulk read to the buffer 94 identified by the pointer 102 (FIG. 5) of the pulled entry 99. As shown by block 314, the receive logic 92 preferably continues with the bulk read until the foregoing buffer 94 is full or until all of the data has been read from the socket 88. Note that pulling the entry 99 from the pool 98 has the effect of disabling the receive logic 92 from overwriting the data stored in the foregoing buffer 94 until an entry 99 with the same pointer 102 is later inserted into the buffer pointer pool 98.

After performing the bulk read, the receive logic 92 scans the buffer 94 and identifies each packet within the buffer 94, including the last complete packet stored in the buffer 94, as shown by block 317. While scanning the buffer 94, the receive logic 92 provides, to the flow control logic 112, the sequence indicator 68 of each packet in the buffer 94. As will be described in more detail hereinbelow, the flow control logic 112 determines whether there are any packets missing from the sequence of packets stored in the buffer 94.

As shown by block 318, the receive logic 92 updates the end of buffer indicator 67 (FIG. 3) of the last complete data packet stored in the buffer 94 such that this indicator 67 points to the first memory address of the buffer 94. Note that, by changing the value of the indicator 67 to a value other than the initialized value (i.e., the null value in the examples described above), the indicator 67 indicates that its data packet is the last complete packet of the buffer 94 or, in other words, that the foregoing packet is not followed in the buffer 94 by a complete data packet.

In decision block 321, the receive logic 92 determines whether the last packet stored in the buffer 94 is an incomplete or partial packet. If so, the receive logic 92 copies the data defining the partial packet into the next buffer 94 to be used for storing the data from the next successive bulk read performed by the receive logic 92. In this regard, in block 324, the receive logic 92 pulls, from the buffer pointer pool 98, an entry 99, referred to hereafter as the “new entry 99.” The receive logic 92 then writes the partial packet into the first memory address of the buffer 94, referred to hereafter as the “new buffer 94,” identified by the new entry 99, as shown by block 327. Then, the receive logic 92 inserts, into the queue 122, the pointer entry 99 that points to the scanned buffer 94 (i.e., the pointer entry 99 previously described as being pulled from the pool 98 in block 313), as shown by block 329. The receive logic 92 then proceeds to block 314 and performs a bulk read of the socket 88.

Note that the first set of data read during this bulk read corresponds to the remaining portion of the partial packet copied to the new buffer 94 in block 327. This first set of data is preferably written immediately following the partial packet such that the partial packet is transformed into a complete packet via the addition of the first set of data. The remainder of the data read from the socket 88 may be stored in the following memory addresses of the new buffer 94 until the new buffer 94 is full or until the socket 88 is empty.

If the receive logic 92 determines, in decision block 321, that the last packet is not incomplete, then receive logic 92 skips steps 324 and 327. In this regard, as shown by block 332, the receive logic inserts, into the queue 122, the pointer entry 99 that points to the scanned buffer 94 (i.e., the pointer entry 99 previously described as being pulled from the pool 98 in block 313). The receive logic 92 returns to block 312 and repeats the aforesaid process such that data read from the socket 88, via another bulk read, is stored into a different buffer 94.

As described above, the receive logic 92 transmits, to the flow control logic 112, the sequence indicators 68 of the packets stored in the buffer 94 being scanned via block 317. Based on this information, the flow control logic 112 determines whether there are any data packets missing from the sequence stored in the foregoing buffer 94, as shown by decision blocks 352 and 354 of FIG. 9. If there is a missing sequence of data packets, the flow control logic 112 submits a retransmission request, as shown by block 357.

The foregoing retransmission request is communicated to the transmitting unit 38 (FIG. 1) and identifies the missing sequence of packets. In response, the transmitting unit 38 retransmits the missing sequence of packets. As described above, the retransmitted sequence of data packets preferably arrives at the retransmission socket 89, and the flow control logic 112 stores the retransmitted sequence to a buffer 94 that is temporarily dedicated to this sequence.

In this regard, upon detection of the retransmission sequence, the flow control logic 112 pulls a buffer pointer entry 99 from the buffer pointer pool 98 and writes the entire retransmitted sequence into the buffer 94 identified by the pulled entry 99, as shown by decision blocks 362, 363, and 367. In block 372, the flow control logic 112 preferably adjusts the end of buffer indicator 67 (FIG. 3) of the last packet of the retransmitted sequence such that the indicator 67 points to the first address of the foregoing buffer 94 thereby indicating that this packet is the last packet of the buffer 94. The flow control logic 112 then inserts, into the queue 122, the pulled entry 99 that identifies the buffer 94 storing the retransmitted sequence, as shown by block 376. Before storing this entry 99 into the queue 122, the flow control logic 112 preferably inserts, into the entry’s header 101 (FIG. 5), information indicating that the entry 99 points to the missing packet sequence. In this regard, the information may indicate the range of sequence indicators 68 of the packets stored in the buffer 94 identified by the foregoing entry 99.

The packet delivery logic 134 checks the queue 122 and pulls an entry 99 from the queue 122 if such an entry 99 is available. The packet delivery logic 134 then scans the buffer 94 identified by the entry 99 and determines whether there are any data packets missing from the packet sequence stored in the scanned buffer 94, as shown by blocks 412 and 415. If there are no missing packets, the packet delivery logic 134, as shown by block 422, provides the entry 99 pulled from the queue 122 via block 408 to the rendering element 153 (FIG. 4). The rendering element 153 then renders the data stored in the buffer 94 identified by the foregoing entry 99. Upon rendering such data, the rendering element 153 returns the entry 99 to the buffer pointer pool 98 thereby freeing the foregoing buffer 94.

However, if the packet delivery logic 134 detects that a sequence of data packets are missing from the foregoing buffer 94 or, in other words, detects that the sequence of data packets in the buffer 94 is incomplete, then the logic 134 pulls an entry 99, referred to as “new entry 99,” from the pool 98 in
block 430 and constructs a complete packet sequence in block 431. In this regard, the packet delivery logic 134 locates and retrieves the missing packet sequence and combines this missing packet sequence with the incomplete packet sequence to form a complete packet sequence. The logic 134 then stores the complete packet sequence into the buffer 94, referred to as the “new buffer 94,” that is identified by the new entry 99.

As an example, assume that the incomplete packet sequence has indicators 68 ranging consecutively from one-hundred (100) to one-hundred-fifty (150) and from three-hundred (300) to four-hundred (400). In such an example, the buffer 94 storing this sequence is missing the packets having sequence indicators 68 ranging from 151 through 299.

In such an example, the flow control logic 112 requests retransmission of the missing packet sequence (i.e., the packets having sequence indicators 68 ranging consecutively from one-hundred-fifty-one (151) to two-hundred-ninety-nine (299)) in block 357 of Fig. 9. The flow control logic 112 also stores the missing packet sequence to one of the buffers 94 in block 367 and inserts, into the queue 122, an entry 99 identifying this buffer 94. Moreover, in implementing block 431 of Fig. 10, the packet delivery logic 134 locates the foregoing entry 99 based on the entry's header 101 and then pulls this entry 99 from the queue 122. The packet delivery logic 134 then retrieves the missing packet sequence from the buffer 94 identified by the foregoing entry 99 and writes these packets, along with the incomplete packet sequence stored in the buffer 94 scanned via block 412, into the new buffer 94. Therefore, the new buffer 94 stores the complete packet sequence (i.e., a packet sequence having each indicator 68 ranging consecutively from one-hundred (100) to four-hundred (400)).

In block 436, the packet delivery logic 134 returns the two entries 99 that identify the buffers 94 storing the missing packet sequence and the incomplete packet sequence. Further, in block 439, the packet delivery logic 134 provides the remaining entry 99 (i.e., the new entry 99 that points to the new buffer 94, which is storing the complete packet sequence) to the rendering element 153. The rendering element 153 then renders the graphical data stored in the new buffer 94 and returns the new entry 99 to buffer pointer pool 98 thereby freeing the new buffer 94. Thus, the packet delivery logic 134 ensures that each entry 99 provided to the rendering element 153 points to a buffer 94 storing a complete packet sequence.

1. A system for buffering data from a network, comprising: a network socket; a plurality of pre-allocated buffers; a buffer pointer pool having a plurality of entries respectively pointing to the buffers; receive logic configured to pull an entry from the pool and to perform a bulk read of the network socket, the entry pointing to one of the buffers, the receive logic further configured to store data from the bulk read to the one buffer based on the entry; and packet delivery logic configured to read, based on the entry, the one buffer and to locate a missing packet sequence in response to a determination, by the packet delivery logic, that the one buffer is storing an incomplete packet sequence, the packet delivery logic further configured to form a complete packet sequence based on the incomplete packet sequence and the missing packet sequence.

2. The system of claim 1, wherein each of the buffers is pre-allocated.

3. The system of claim 1, wherein the receive logic is configured to insert the entry into a queue, and wherein the packet delivery logic is configured to pull the entry from the queue.

4. The system of claim 3, wherein the packet delivery logic is configured to search the queue, in response to the determination, for an entry pointing to at least one data packet within the missing packet sequence.

5. The system of claim 1, wherein the receive logic is configured to run on a first operating system thread, and wherein the packet delivery logic is configured to run on a second operating system thread.

6. The system of claim 1, wherein the receive logic is configured to perform a scan of the one buffer and to identify, based on the scan, a partial packet stored in the one buffer, the receive logic further configured to write the partial packet to another of the buffers.

7. The system of claim 1, wherein the receive logic is configured to perform a scan of the one buffer and to identify, based on the scan, a last complete packet of the one buffer, the receive logic further configured to store, in the one buffer, data indicative of the last complete packet, wherein the packet delivery logic is configured to identify the incomplete packet sequence based on the data that is indicative of the last complete packet.

8. The system of claim 7, wherein the data indicative of the last complete packet comprises a pointer pointing to a starting address of the one buffer.

9. The system of claim 1, wherein the missing packet sequence comprises at least two data packets consecutively transmitted from a remote transmitting unit.

10. The system of claim 1, wherein the packet delivery logic is configured to form the complete packet sequence by inserting data packets of the missing packet sequence between data packets of the incomplete packet sequence.

11. The system of claim 1, wherein the packet delivery logic is configured to push the entry to the pool once the data has been read from the one buffer thereby freeing the one buffer for storing other data.

12. The system of claim 1, wherein the receive logic is configured to store the missing packet sequence to one of the buffers, and wherein the packet delivery logic is configured to search the entries in response to the determination to locate an entry pointing to one buffer storing the missing packet sequence.

13. The system of claim 12, wherein the packet delivery logic is configured to retrieve, based on the one entry, the missing packet sequence and to insert the retrieved missing packet sequence between data packets of the incomplete packet sequence.

14. A method for buffering data from a network, comprising: storing, into a buffer pointer pool, entries respectively pointing to one of a plurality of buffers; pulling an entry from the pool, the entry pointing to one of the buffers; storing data, from a bulk read of a network socket, to the one buffer based on the entry; inserting the entry into a queue; reading the one buffer based on the inserted entry; determining, based on the reading, that the one buffer is storing an incomplete packet sequence, the incomplete packet sequence comprising at least two non-sequential data packets; and
forming, in response to the determining, a complete packet sequence based on the incomplete packet sequence.

15. The method of claim 14, further comprising pre-allocating each of the buffers.

16. The method of claim 14, wherein the storing to the one buffer is performed by logic running on a first operating system thread, and wherein the determining is performed by logic running on a second operating system thread.

17. The method of claim 14, further comprising: scanning the one buffer; identifying a partial packet based on the scanning; and writing the partial packet to another of the buffers.

18. The method of claim 14, further comprising: identifying a last complete packet of the one buffer; and storing, in the one buffer, data indicative of the last complete packet.

19. The method of claim 18, wherein the data indicative of the last complete packet comprises a pointer pointing to a starting address of the one buffer.

20. The method of claim 14, further comprising freeing the one buffer for storing other data, wherein the freeing comprises pushing the entry to the pool.

21. The method of claim 14, wherein the forming comprises locating a sequence of data packets missing from the incomplete packet sequence.

22. The method of claim 21, wherein the forming comprises inserting the sequence of data packets between the at least two non-sequential data packets.

23. The method of claim 21, wherein the forming comprises inserting the sequence of missing data packets between the at least two non-sequential data packets.

24. The method of claim 21, wherein the locating comprises searching the queue for an entry pointing to at least one of the data packets within the sequence of missing data packets.

25. The method of claim 24, wherein the searching is performed in response to the determination.
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