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ABSTRACT

A system for processing a packet, including a network interface card (NIC), including a plurality of hardware receive rings, a classifier configured to classify the packet and send the packet to one of the plurality of hardware receive rings, and a host, operatively connected to the NIC, including a virtual network stack including a virtual serialization queue, a virtual network interface card (VNIC) associated with the virtual serialization queue, a device driver associated with the VNIC and configured to store a function pointer and a token associated with one of the plurality of hardware receive rings, where the VNIC is configured to perform at least one selected from a group consisting of enabling bypass mode and disabling bypass mode by changing the function pointer stored in the device driver, where the function pointer is used to send the packet to the virtual serialization queue if the bypass mode is enabled.
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include the following information about each active connection: (i) the queue associated with the connection; and (ii) information necessary to process the packets on the queue associated with the connection.

[0007] Depending on the implementation, the connection data structure may include additional information about each active connection. Such queues are typically implemented as first-in first-out (FIFO) queues and are bound to a specific central processing unit (CPU) on the receiving computer system. Thus, all packets for a given connection are placed in the same queue, and are processed by the same CPU. In addition, each queue is typically configured to support multiple connections.

[0008] Once the classifier determines the connection associated with the packets, the packets are sent to a temporary data structure (e.g., a receive ring on the NIC) and an interrupt is issued to the CPU associated with the queue. In response to the interrupt, a thread associated with the CPU (to which the serialization queue is bound) retrieves the packets from the temporary data structure and places them in the appropriate queue. Once packets are placed in the queue, those packets are processed in due course. In some implementations, the queues are implemented such that only one thread is allowed to access a given queue at any given time.

SUMMARY

[0009] In general, in one aspect, the invention relates to a method for processing packets using a virtual network interface card (VNIC), including associating a first token with a hardware receive ring, where the first token identifies a virtual serialization queue in a virtual network stack, receiving a packet destined for the virtual serialization queue, sending the packet to the hardware receive ring, if the VNIC is operating in bypass mode, then perform associating a first function with the hardware receive ring, where the first function associated with the virtual network stack is executing on a host, calling the first function, where calling the first function includes sending the packet directly to the virtual network stack, and receiving the packet by the virtual serialization queue, if the VNIC is not operating in bypass mode, then perform associating a second function with the hardware receive ring, where the second function is associated with the VNIC, calling the second function, where calling the second function includes sending the packet to the VNIC, receiving the packet by the VNIC, processing the packet by the VNIC to obtain a processed packet, sending the processed packet to the virtual serialization queue, and receiving the packet by the virtual serialization queue.

[0010] In general, in one aspect, the invention relates to a system for processing a packet, including a network interface card (NIC), including a plurality of hardware receive rings, a classifier configured to classify the packet and send the packet to one of the plurality of hardware receive rings, and a host, operatively connected to the NIC, including a virtual network stack including a virtual serialization queue, a virtual network interface card (VNIC) associated with the virtual serialization queue, a device driver associated with the VNIC and configured to store a function pointer and a token associated with at least one of the plurality of hardware receive rings, where the VNIC is configured to perform at least one selected from a group consisting of enabling bypass mode and disabling bypass mode by changing the function pointer stored in the device driver, where the function pointer is used to send the packet to the virtual serialization queue if the bypass mode is enabled.

[0011] Other aspects of the invention will be apparent from the following description and the appended claims.

BRIEF DESCRIPTION OF DRAWINGS

[0012] FIG. 1 shows a system in accordance with one or more embodiments of the invention.

[0013] FIGS. 2 and 3 show flowcharts in accordance with one or more embodiments of the invention.

[0014] FIG. 4 shows a computer system in accordance with one or more embodiments of the invention.

DETAILED DESCRIPTION

[0015] Specific embodiments of the invention will now be described in detail with reference to the accompanying figures. Like elements in the various figures are denoted by like reference numerals for consistency.

[0016] In the following detailed description of embodiments of the invention, numerous specific details are set forth in order to provide a more thorough understanding of the invention. However, it will be apparent to one of ordinary skill in the art that the invention may be practiced without these specific details. In other instances, well-known features have not been described in detail to avoid unnecessarily complicating the description.

[0017] In general, embodiments of the invention provide a method and system to bypass the data link layer. Specifically, embodiments of the invention provide a method and system to bypass the data link layer using a token and a function pointer.

[0018] FIG. 1 shows a system in accordance with one embodiment of the invention. As shown in FIG. 1, the system includes a host (100) operatively connected to a NIC (102). The NIC (102) provides an interface between the host (100) and a network (not shown) (e.g., a local area network, a wide area network, a wireless network, etc.). More specifically, the NIC (102) includes a network interface (NI) (i.e., the hardware on the NIC used to interface with the network). For example, the NI may correspond to an RJ-45 connector, a wireless antenna, etc. The packets received by the NI are then sent to other components on the NIC (102) for processing. In one embodiment of the invention, the NIC (102) includes a classifier (104) and one or more hardware receive rings (106A, 106D). In one embodiment of the invention, the hardware receive rings (106A, 106D) correspond to portions of memory within the NIC (102) used to temporarily store the received packets. In one embodiment of the invention, the classifier (104) is configured to analyze the incoming network traffic, typically in the form of packets, received from the network (not shown).

[0019] In one embodiment of the invention, analyzing individual packets includes determining to which of the hardware receive rings (106A, 106D) each packet is sent. In one embodiment of the invention, analyzing the packets by the classifier (104) includes analyzing one or more fields in each of the packets to determine to which of the hardware receive rings (106A, 106D) the packets are sent. As an alternative, the classifier (104) may use the contents of one or more fields in each packet as an index into a data structure that includes information necessary to determine to which receive ring (106A, 106D) that packet is sent. The classifier (104) may be implemented entirely in hardware (i.e., the
classifier (104) may be a separate microprocessor embedded on the NIC (102). Alternatively, the classifier (104) may be implemented in software stored in memory (e.g., firmware, etc.) on the NIC and executed by a microprocessor on the NIC (102).

[0020] In one embodiment of the invention, the host (100) may include the following components: a device driver (107), one or more virtual NICs (108A, 108D), one or more virtual network stacks (114A, 114D) including one or more virtual serialization queues (112A, 112D), one or more packet destinations (e.g., containers and/or services) (not shown) and/or one or more virtual machines (not shown). In one embodiment of the invention, the device driver (107) provides an interface between the hardware receive rings (106A, 106D) and the host (100). More specifically, the device driver (107) exposes the hardware receive rings (106A, 106D) to the host (100). In one embodiment of the invention, the device driver (107) may maintain a metadata structure (e.g., schema, table, index, view, etc.) for each of the hardware receive rings (106A, 106D).

[0021] In one embodiment of the invention, each of the virtual NICs (108A, 108D) is associated with one or more receive hardware receive rings (106A, 106D). The virtual NICs (108A, 108D) provide an abstraction layer between the NIC (102) and the various packet destinations (or virtual machines) executing on the host (100). The virtual NICs (108A, 108D) may be considered the data link layer of the host (100). Each virtual NIC (108A, 108D) operates like a NIC (102). For example, in one embodiment of the invention, each virtual NIC (108A, 108D) is associated with one or more Internet Protocol (IP) addresses, and one or more Media Access Control (MAC) addresses. Further, each virtual NIC (108A, 108D) may be optionally associated with one or more ports, and/or configured to handle one or more protocol types. Thus, while the host (100) may be operatively connected to a single NIC (102), packet destinations (or virtual machines) executing on the host (100) may operate as if the host (100) is bound to multiple NICs.

[0022] Each virtual NIC (108A, 108D) is operatively connected to a corresponding virtual network stack (114A, 114D). Each virtual network stack (114A, 114D) includes network functionality. In one embodiment of the invention, network layer functionality corresponds to functionality to manage packet addressing and delivery on the network (e.g., functionality to support IP Address Resolution Protocol (ARP), Internet Control Message Protocol, etc.). Further, each virtual network stack (114A, 114D) may also include functionality, as needed, to perform additional processing on the incoming and outgoing packets. This additional processing may include, but is not limited to, cryptographic processing, firewall routing, etc.

[0023] In one embodiment of the invention, each virtual network stack (114A, 114D) includes a virtual serialization queue (e.g., Virtual Serialization Queue A (112A), Virtual Serialization Queue D (112D), respectively). Further, each virtual serialization queue (112A, 112D) is configured to send and receive packets from an associated virtual NIC (108A, 108D). In addition, each virtual serialization queue (112A, 112D) is configured to send and receive packets from one or more associated packet destinations (or virtual machines) (not shown).

[0024] In one embodiment of the invention, the host (100) may include one or more CPUs (not shown). Further, each virtual serialization queue (112A, 112D) is bound to one of the CPUs. Those skilled in the art will appreciate that any number of virtual serialization queues may be bound to a CPU. The host (100) may also include one or more packet destinations (or virtual machines). In one embodiment of the invention, the packet destination(s) corresponds to any process or group of processes executing on the host that sends and receives network traffic, where the packet destination does not include a virtual network stack. Examples of packet destinations include, but are not limited to, containers, services (e.g., web server), etc.

[0025] In one embodiment of the invention, the virtual NIC (108A, 108D) may be bound to a virtual machine (e.g., Xen Domain) instead of a virtual network stack (114A, 114D). In such cases, the virtual NIC is bound to an interface (e.g., a Xen interface), where the interface enables the virtual NIC to communicate with the virtual machine. In one embodiment of the invention, the aforementioned virtual machine includes its own virtual network stack and includes its own operating system (OS) instance, which may be different than the OS executing on the host.

[0026] FIG. 2 shows a flowchart in accordance with one embodiment of the invention. Initially, a virtual network stack (including a virtual serialization queue) is created (STEP 205). The virtual serialization queue is subsequently bound to a CPU on the host (STEP 210). Those skilled in the art will appreciate that the virtual serialization queue created in STEP 205 may be implicitly bound to a CPU upon creation.

[0027] At this stage, the virtual serialization queue is bound to a packet destination (STEP 212). Those ordinary skill in the art will appreciate that the packet destination may be bound to the virtual serialization queue any time after the virtual serialization queue has been created.

[0028] In STEP 215, a virtual NIC is created and bound to the virtual network stack. The classifier is subsequently programmed such that network traffic for the virtual serialization queue created in STEP 205 is directed to a particular hardware receive ring by the classifier (STEP 220). In STEP 230, a token identifying the virtual serialization queue is stored in the metadata structure (discussed above) associated with the hardware receive ring. Similarly, a token identifying the hardware receive ring is stored in the corresponding virtual serialization queue. In one embodiment of the invention, at least one of the tokens is a cookie.

[0029] In STEP 240, a determination is made whether incoming packets destined for the virtual serialization queue may be delivered directly to the virtual network stack without using the virtual NIC. In other words, it is determined whether incoming packets destined for the virtual serialization queue may bypass the virtual NIC. In one embodiment of the invention, incoming packets destined for the virtual serialization queue may bypass the virtual NIC providing the packets are destined solely for the virtual serialization queue (e.g., no other component on the host is monitoring the incoming packets, the packets themselves are not intended for other destinations besides the virtual serialization queue, etc.).

[0030] If it is determined in STEP 240 that the packets destined for the virtual serialization queue may bypass the virtual NIC, then a function pointer may be placed in the metadata structure associated with the hardware receive ring (STEP 245). The function pointer may be used to call a function in the virtual network stack to process an incoming packet (discussed below).
If it is determined in STEP 240 that the packets destined for the virtual serialization queue must use the virtual NIC (e.g., other components on the host are monitoring the incoming packets, the packets are destined for other destinations besides the virtual serialization queue, etc.), then a function pointer may be placed in the metadata structure associated with the hardware receive ring (STEP 250). The function pointer in STEP 250, however, is used to call a function in the virtual NIC to process an incoming packet (discussed below).

In one embodiment of the invention, the host may change the function pointer in the metadata structure associated with the hardware receive ring at any time. In one embodiment of the invention, the change may occur by replacing the existing function pointer with a different function pointer. For example, if the virtual NIC is currently being bypassed (i.e., the VNIC is in bypass mode) and one or more components on the host are to begin monitoring the packets, the VNIC may replace the existing function pointer with a new function pointer. The new function pointer may call a function in the virtual NIC to enable monitoring of the packets (i.e., disable bypass mode). Similarly, if the packets destined for the virtual serialization queue are presently being monitored and there is no longer a requirement to monitor the packets, the existing function pointer may be replaced with a new function pointer that directly calls a function in the virtual network stack, enabling bypass mode.

FIG. 3 shows a flowchart in accordance with one embodiment of the invention. Initially, a packet is received by the NIC (STEP 305). A classifier sends the packet to the appropriate hardware receive ring following analysis of the packet (STEP 310). At this stage, the function referenced by the stored function pointer is called by the device driver (STEP 315). In one embodiment of the invention, the function may only be called if the hardware receive ring is polled. In one embodiment of the invention, the function may only be called following the generation of an interrupt.

If the called function belongs to the virtual NIC (STEP 320) (discussed above), then the token stored in the metadata structure and the packet are sent to the virtual NIC function for processing (STEP 325). In one embodiment of the invention, the processing the packet by the virtual NIC function includes calculating a statistic based on the packet (e.g., the number packets received per unit time). In one embodiment of the invention, the virtual NIC function sends the packet to a function in the virtual network stack based on the token for both further processing and to deliver the packet to the virtual serialization queue (STEP 330). In other words, the virtual NIC function has minimal processing because the token already provides the target destination in the virtual network stack for the packet.

If the called function belongs to the virtual network stack (STEP 320) (i.e., the VNIC is in bypass mode), then the packet is sent directly to the virtual network stack function for processing and subsequent delivery of the processed packet to the virtual serialization queue. In other words, the packet bypasses the virtual NIC. In one embodiment of the invention, the virtual stack function calculates a statistic based on the packet (e.g., the number of packets received per unit time). In one embodiment of the invention, the statistic may be accessed (e.g., via an application programming interface (API)) by other components on the host.

As discussed above, in one embodiment of the invention, the called function (e.g., FIG. 3, STEP 315) may not be called prior to the hardware receive ring being polled. In one embodiment of the invention, the hardware receive ring is polled by one or more polling functions associated with the virtual serialization queue. When the virtual NIC is in bypass mode, a polling function that polls the hardware receive ring by directly accessing the device driver (e.g., Device Driver (107)) may be used. When the virtual NIC is not in bypass mode, a polling function that accesses the device driver using the virtual NIC to poll the hardware receive ring may be used. In one embodiment of the invention, when the virtual NIC is not running in bypass mode, the token of the virtual serialization queue (e.g., the token described above in relation to FIG. 2, STEP 230) may be sent to the virtual NIC to identify the appropriate hardware receive ring for polling. In one embodiment of the invention, the one or more polling functions may be accessed by a function pointer, and the function pointer may be changed when the virtual NIC enables bypass mode and/or disables bypass mode.

The invention may be implemented on virtually any type of computer regardless of the platform being used. For example, as shown in FIG. 4, a computer system (400) includes a processor (402), associated memory (404), a storage device (406), and numerous other elements and functionalities typical of today’s computers (not shown). The computer (400) may also include input means, such as a keyboard (508) and a mouse (410), and output means, such as a monitor (412). The computer system (400) is connected to a local area network (LAN) or a wide area network (e.g., the Internet) (not shown) via a network interface connection (not shown). Those skilled in the art will appreciate that these input and output means may take other forms. Further, software instructions to perform embodiments of the invention may be stored on a computer readable medium such as a compact disc (CD), a diskette, a tape, a file, or any other computer readable storage device.

While the invention has been described with respect to a limited number of embodiments, those skilled in the art, having benefit of this disclosure, will appreciate that other embodiments can be devised which do not depart from the scope of the invention as disclosed herein. Accordingly, the scope of the invention should be limited only by the attached claims.

What is claimed is:
1. A method for processing packets using a virtual network interface card (NIC), comprising:
   - associating a first token with a hardware receive ring, wherein the first token identifies a virtual serialization queue in a virtual network stack;
   - receiving a packet destined for the virtual serialization queue;
   - sending the packet to the hardware receive ring;
   - if the NIC is operating in bypass mode, then perform:
     - associating a first function with the hardware receive ring, wherein the first function associated with the virtual network stack is executing on the host;
     - calling the first function, wherein calling the first function comprises:
       - the packet directly to the virtual network stack; and
       - receiving the packet by the virtual serialization queue;
   - if the NIC is not operating in bypass mode, then perform:
associating a second function with the hardware receive ring, wherein the second function is associated with the VNIC;
calling the second function, wherein calling the second function comprises sending the packet to the VNIC;
receiving the packet by the VNIC;
processing the packet by the VNIC to obtain a processed packet;
sending the processed packet to the virtual serialization queue; and
receiving the packet by the virtual serialization queue.

2. The method of claim 1, wherein calling the second function further comprises sending the first token to the VNIC.

3. The method of claim 2, wherein the first token is stored in a metadata structure associated with the hardware receive ring.

4. The method of claim 1, wherein the processed packet is sent to the virtual serialization queue using the first token.

5. The method of claim 1, wherein the hardware receive ring is associated with the virtual serialization queue.

6. The method of claim 1, wherein at least one selected from a group consisting of the first function and the second function is called by a device driver executing on the host.

7. The method of claim 1, wherein at least one selected from a group consisting of the first function and the second function is called using a function pointer wherein the function pointer is stored in a metadata structure associated with the hardware receive ring.

8. The method of claim 6, wherein the VNIC performs at least one selected from a group consisting of enabling bypass mode and disabling bypass mode by changing the function pointer.

9. The method of claim 1, wherein at least one selected from a group consisting of the first function and the second function is called following a polling of the hardware receive ring.

10. The method of claim 9, wherein the polling is performed using a polling function associated with the virtual serialization queue.

11. The method of claim 10, wherein the polling is further performed using a second token associated with the virtual serialization queue, wherein the second token identifies the hardware receive ring.

12. The method of claim 1, wherein the first function calculates a statistic involving the first packet.

13. A system for processing a packet, comprising:
a network interface card, comprising:
a plurality of hardware receive rings;
a classifier configured to classify the packet and send the packet to one of the plurality of hardware receive rings based on the classification; and
a host, operatively connected to the network interface card, comprising:
a virtual network stack comprising a virtual serialization queue;
a virtual network interface card (VNIC) associated with the virtual serialization queue;
a device driver associated with the VNIC and configured to store a function pointer and a token associated with at least one of the plurality of hardware receive rings,
wherein the VNIC is configured to perform at least one selected from a group consisting of enabling bypass mode and disabling bypass mode by changing the function pointer stored in the device driver,
wherein the function pointer is used to send the packet to the virtual serialization queue if the bypass mode is enabled.

14. The system of claim 13, wherein the token is stored in a metadata structure.

15. The system of claim 13, wherein the function pointer points to a function associated with the virtual network stack, wherein execution of the function places the packet in the virtual network stack.

16. The system of claim 15, wherein the function is configured to calculate a statistic based on the packet.

17. The system of claim 16, wherein the statistic is accessible by an application programming interface.

18. The system of claim 13, wherein the function pointer references a function associated with the VNIC, wherein the virtual network interface card is operatively connected to at least one of the plurality of hardware receive rings.

19. The system of claim 18, wherein the function is configured to send the packet, using the token, to the virtual network stack.

20. The system of claim 18, wherein the function is configured to calculate a statistic based on the packet.