[54] 发明名称
图像拾取设备、图像拾取方法和计算机程序

[57] 摘要
本发明涉及图像拾取设备、图像拾取方法和计算机程序，提供了一种图像拾取设备，包括：图像拾取单元，被配置为获得图像；捕获单元，被配置为检测包括在所述图像中的拍摄对象的面部；属性检测单元，被配置为检测所述面部的属性信息；评价单元，被配置为基于所述属性检测单元从所述面部检测单元检测到的多个拍摄对象的面部中检测到的多个属性信息，评价所述多个拍摄对象的亲密度；以及控制单元，被配置为基于所述评价单元获得的评价结果，使所述图像拾取单元拍摄所述多个拍摄对象的图像。
1. 一种图像拍摄设备，包括：
图像拾取单元，被配置为获得图像；
面部检测单元，被配置为检测包括在所述图像中的拍摄对象的面部；
属性检测单元，被配置为检测所述面部的属性信息；
评价单元，被配置为基于由所述属性检测单元从所述面部检测单元检测到的多个拍摄对象的面部中检测到的多个属性信息，评价所述多个拍摄对象之间的亲密度；以及
控制单元，被配置为基于所述评价单元获得的评价结果使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

2. 如权利要求 1 所述的图像拍摄设备，还包括计算单元，该计算单元被配置为计算所述多个拍摄对象的面部的位置随着时间而变化的速度或者所述多个拍摄对象的面部的角度随着时间而变化的角速度，其中，所述评价单元基于所述速度或所述角速度来评价亲密度。

3. 如权利要求 1 所述的图像拍摄设备，其中，所述评价单元基于所述多个拍摄对象的面部的微笑程度来评价亲密度。

4. 如权利要求 1 所述的图像拍摄设备，其中，所述评价单元基于所述多个拍摄对象的面部之间的距离和所述多个拍摄对象的面部的倾度之间的差来评价亲密度。

5. 如权利要求 1 所述的图像拍摄设备，其中，所述控制单元基于由所述评价单元获得的评价结果对要在显示单元上显示的动画进行控制。

6. 如权利要求 5 所述的图像拍摄设备，其中，所述评价单元基于所述多个拍摄对象的面部之间的距离和面部的微笑程度来评价亲密度，并且

其中，在由所述评价单元获得的评价结果没有达到预定状态的情况下，所述控制单元在所述显示单元上显示用以帮助所述多个拍摄对
象执行缩短所述多个拍摄对象之间的距离或者增强微笑程度的操作的动画。

7. 如权利要求 5 所述的图像拍摄设备，其中，在由所述评价单元获得的评价结果达到预定状态并且所述控制单元控制所述图像拾取单元拍摄所述多个拍摄对象的图像的情况下，所述控制单元在所述显示单元上显示以视觉方式表示由所述评价单元获得的评价结果的动画。

8. 如权利要求 5 所述的图像拍摄设备，还包括人物关系确定单元，该人物关系确定单元被配置为通过对在预定的亲密度确定时段内由所述评价单元获得的评价结果执行统计处理，确定所述多个拍摄对象之间的人物关系。

9. 如权利要求 8 所述的图像拍摄设备，其中，所述控制单元基于由所述人物关系确定单元确定的所述多个拍摄对象之间的人物关系向由所述图像拾取单元获得的图像添加装饰。

10. 如权利要求 8 所述的图像拍摄设备，还包括记录单元，该记录单元被配置为记录由所述人物关系确定单元确定的所述多个拍摄对象之间的人物关系，作为要添加到拍摄的图像中的信息。

11. 一种图像拍摄方法，包括如下步骤：
   图像拾取步骤，使得图像拾取单元获得图像；
   面部检测步骤，检测包括在所述图像中的拍摄对象的面部；
   属性检测步骤，检测所述面部的属性信息；
   评价步骤，基于从多个拍摄对象的检测到的面部检测到的多个属性信息，评价所述多个拍摄对象之间的亲密度；以及
   控制步骤，基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

12. 一种其上记录有程序的计算机可读记录介质，所述程序使得计算机执行包括如下步骤的处理：
   图像拾取步骤，使得图像拾取单元获得图像；
   面部检测步骤，检测包括在所述图像中的拍摄对象的面部；
   属性检测步骤，检测所述面部的属性信息；
评价步骤，基于从多个拍摄对象的检测到的面部检测到的多个属性信息，评价所述多个拍摄对象之间的亲密度；以及
控制步骤，基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

13.一种图像拍摄设备，包括：
图像拾取单元，被配置为获得图像；
面部检测单元，被配置为检测包括在所述图像中的拍摄对象的面部；
评价单元，被配置为评价由所述面部检测单元检测到的多个拍摄对象的面部的位置之间或角度之间的相互关系；以及
控制单元，被配置为基于由所述评价单元获得的评价结果，使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

14.如权利要求13所述的图像拍摄设备，其中，所述评价单元通过将由多个所述面部的位置或角度限定的相互关系与预定位置或角度进行比较来评价所述相互关系。

15.如权利要求13所述的图像拍摄设备，其中，所述预定位置或角度是两个或更多个检测到的面部处于相同高度的位置或角度，或者是三个或更多个检测到的面部在一条直线上大致对齐的位置或角度。

16.如权利要求13所述的图像拍摄设备，其中，所述预定位置或角度是以三个或更多个检测到的拍摄对象的面部的位置作为顶点的多边形的位置或角度。

17.如权利要求13所述的图像拍摄设备，其中，所述预定位置或角度是两个检测到的面部面向内侧的位置或角度，或者是多个检测到的面部面向特定方向的位置或角度。

18.一种图像拍摄方法，包括如下步骤：
图像拾取步骤，使得图像拾取单元获得图像；
面部检测步骤，检测包括在所述图像中的拍摄对象的面部；
评价步骤，评价多个拍摄对象的检测到的面部的位置或角度之间的相互关系；以及
控制步骤，基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

19. 一种其上记录有程序的计算机可读记录介质，所述程序使得计算机执行包括如下步骤的处理:
   图像拾取步骤，使得图像拾取单元获得图像;
   面部检测步骤，检测包括在所述图像中的拍摄对象的面部;
   评价步骤，评价多个拍摄对象的检测到的面部的位置或角度之间的相互关系; 以及
   控制步骤，基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。
图像拍摄设备、图像拍摄方法和计算机程序

技术领域
本发明涉及一种用于拍摄包括诸如人物的拍摄对象的图像的图像拍摄设备、图像拍摄方法和计算机程序，更具体地讲，本发明涉及一种用于根据对包括在图像中的拍摄对象中的特定模式的识别来执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

更具体地讲，本发明涉及一种用于对包括多个人物的拍摄的图像执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序，更具体地讲，本发明涉及一种用于基于多个人物的面部识别结果之间的相互关系来执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

背景技术
近年来，取代利用胶片或感光板拍摄图像的银盐相机，利用固态图像拾取器件（在其中由光电二极管实现具有执行光电转换和累积的像素阵列的光接收部分）拍摄图像，对拍摄的图像执行数字编码处理，并且保存经处理的图像的数字相机已经广泛普及。作为固态图像拾取器件，例如能够采用电荷耦合器件（CCD）或互补金属氧化物半导体（CMOS）器件。例如，CMOS 传感器相对于 CCD 传感器的优点是：CMOS 传感器的功耗较小；CMOS 传感器可用单一低电压驱动；以及 CMOS 传感器易于与外围电路集成。

银盐相机的基本相机工作与数字相机基本上相同。与拍摄的图像的数字化相结合，相机工作已经自动化。因此，即使对于不擅长操作相机的无经验用户，拍摄图像失败的可能性也显著降低。

主要的图像拍摄控制功能通常根据存在于图像帧中的至少一个拍摄对象执行处理。在过去，用户人工输入与指定重要拍摄对象相关的
设置。近年来，已经引入了一种图像拍摄技术，该技术采用面部检测，诸如检测拍摄的图像中的面部，并且自动将焦点调整到检测到的面部或者自动根据检测到的面部校正图像质量。作为检测拍摄的图像中的面部的方法，例如，广泛使用一种将输入图像信号与用作模板的平均面部图像进行匹配的方法（例如，参见日本未审专利申请公报第2003-271933号（第0051-0053段，图9））。

近来，已经进行了利用对拍摄对象的图像中的诸如笑脸的特定模式的检测来确定图像拍摄定时的自动图像拍摄的研究和开发。例如，提出了一种相机，该相机确定包括在要拍摄的图像的主要拍摄对象中的关注部分中，该主要拍摄对象是否满足预定图像拍摄条件。如果满足预定图像拍摄条件，则输出图像拍摄定时信号（例如，参见日本未审专利申请公报第2000-347278号、第2004-294498号和第2006-237803号）。用于确定图像拍摄定时的具体标准例如包括：“没有眨眼”、“眼睛正看向相机”和“微笑”，它们是拍摄人物的有吸引力图像的条件。照片修饰已进行了很长时间。将正在眨眼的人物的照片修饰为看起来该人物不在眨眼或者将没在微笑的人物的照片修饰为看起来该人物正在微笑是很困难的。这些困难是将这些条件用作确定图像拍摄定时的标准的理由之一。例如，能够基于例如指示拍摄对象的眼睛的白色部分的面积、嘴的水平长度以及嘴中的白色部分的面积的图像信息，来确定拍摄对象是否满足拍摄条件“微笑”。

已经构思了一种当两个或更多个拍摄对象包括在拍摄的图像中时，通过基于确定为“主角”的特定拍摄对象执行聚焦或图像质量校正来执行图像拍摄控制的图像拍摄控制方法。直觉上，位于拍摄的图像的中心附近的拍摄对象或者占据拍摄的图像的大部分的拍摄对象是更重要的并且可被估计为主角。例如，提出了一种面部重要度确定设备，该设备通过获取在图像信号中检测到的面部的尺寸信息和位置信息，基于该尺寸信息计算第一重要度因子，基于该位置信息计算第二重要度因子，以及基于第一和第二重要度因子计算最终的重要度，从而为摄影师更加准确地确定重要度（例如，参见日本未审专利申请公
报第 2007-201980 号）。

另外，构思了一种当两个或更多个拍摄对象独立在拍摄的图像中时，基于拍摄对象之间的相互关系执行图像拍摄控制的图像拍摄控制方法。提出了一个图像拍摄设备，该设备例如何识别多个拍摄对象的面部，基于诸如拍摄对象的面部之间的距离和拍摄对象的亮度的图像拍摄参数将拍摄对象组织成多个组，并且针对每个组设置最优图像拍摄参数，由此利用各个拍摄对象的最优图像拍摄参数来拍摄图像（例如，参见日本未审专利申请公报第 2006-345254 号）。

发明内容

期望提供一种能够根据图像中包括的人物的拍摄对象中的特定模式的识别，适当地执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

还期望提供一种能够对包括多个人物的拍摄的图像适当地执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

还期望提供一种能够基于多个人物的面部识别结果之间的相互关系适当地执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

根据本发明的实施例，提供了一种图像拍摄设备，包括以下部件：图像拾取单元，被配置为获得图像；面部检测单元，被配置为检测包括在所述图像中的拍摄对象的面部；属性检测单元，被配置为检测所述面部的属性信息；评价单元，被配置为基于所述属性检测单元从所述面部检测单元检测到的多个拍摄对象的面部中检测到的多个属性信息项，评价所述多个拍摄对象之间的亲密度；以及控制单元，被配置为基于所述评价单元获得的评价结果使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

该图像拍摄设备还可以包括计算单元，该计算单元被配置为计算所述多个拍摄对象的面部的位置随着时间而变化的速度或者所述多个拍摄对象的面部的角度随着时间而变化的角速度。所述评价单元可基
于所述速度或所述角速度来评价亲密度。

该评价单元可以基于所述多个拍摄对象的面部的微笑程度来评价亲密度。

该评价单元可以基于所述多个拍摄对象的面部之间的距离和所述多个拍摄对象的面部的倾度之间的差来评价亲密度。

该控制单元可以基于由该评价单元获得的评价结果对要显示在显示单元上的动画进行控制。

该评价单元可以基于所述多个拍摄对象的面部之间的距离和面部的微笑程度来评价亲密度。在由所述评价单元获得的评价结果没有达到预定状态的情况下，所述控制单元可以在所述显示单元上显示帮助所述多个拍摄对象执行缩短所述多个拍摄对象之间的距离或者增强微笑程度的操作的动画。

在由所述评价单元获得的评价结果达到预定状态并且所述控制单元控制所述图像拾取单元拍摄所述多个拍摄对象的图像的情况下，所述控制单元可以在所述显示单元上显示以视觉方式表示由所述评价单元获得的评价结果的动画。

该图像拍摄设备还可以包括人物关系确定单元，该人物关系确定单元被配置为通过对在预定的亲密度确定时段内由所述评价单元获得的评价结果执行统计处理，确定所述多个拍摄对象之间的人物关系。

该控制单元可以基于由所述人物关系确定单元确定的所述多个拍摄对象之间的人物关系向由所述图像拾取单元获得的图像添加装饰。

该图像拍摄设备还可以包括记录单元，该记录单元被配置为记录由所述人物关系确定单元确定的所述多个拍摄对象之间的人物关系，作为要添加到拍摄的图像的信息。

根据本发明的另一个实施例，提供了一种图像拍摄方法，如下步骤：使得图像拾取单元获得图像；检测包括在所述图像中的拍摄对象的面部；检测所述面部的属性信息；基于从多个拍摄对象的检测到的面部检测到的多个属性信息项，评价所述多个拍摄对象之间的亲密度；以及基于在评价步骤中获得的评价结果，执行控制以使得所述图
像拾取单元拍摄所述多个拍摄对象的图像。

根据本发明的另一个实施例，提供了一种其上记录有序列的计算机可读记录介质，所述程序使得计算机执行包括如下步骤的处理：使得图像拾取单元获得图像；检测包括在所述图像中的拍摄对象的面部；检测所述面部的属性信息；基于从多个拍摄对象的检测到的面部检测到的多个属性信息项，评价所述多个拍摄对象之间的亲密度；以及基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

根据本发明的另一个实施例，提供了一种图像拍摄设备，包括：图像拾取单元，被配置为获得图像；面部检测单元，被配置为检测包括在所述图像中的拍摄对象的面部；评价单元，被配置为评价由所述面部检测单元检测到的多个拍摄对象的面部的位置或角度之间的相互关系；以及控制单元，被配置为基于由所述评价单元获得的评价结果，使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

该评价单元可以通过将由所述面部的位置或角度限定的相互关系与预定位位置或角度进行比较来评价所述相互关系。

该预定位位置或角度可以是两个或更多个检测到的面部处于相同高度的位置或角度，或者是三个或更多个检测到的面部在一条直线上大致对齐的位置或角度。

该预定位置或角度可以是以拍摄对象的三个或更多个检测到的面部的位置作为顶点的多边形的位置或角度。

该预定位置或角度可以是两个检测到的面部面向内侧的位置或角度，或者是多个检测到的面部面向特定方向的位置或角度。

根据本发明的另一个实施例，提供了一种图像拍摄方法，包括如下步骤：使得图像拾取单元获得图像；检测包括在所述图像中的拍摄对象的面部；评价多个拍摄对象的检测到的面部的位置或角度之间的相互关系；以及基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

根据本发明的另一个实施例，提供了一种其上记录有序列的计算
机可读录介质，所述程序使得计算机执行包括如下步骤的处理：使得图像拾取单元获得图像；检测包括在所述图像中的拍摄对象的面；评价多个拍摄对象的检测到的面部的位置或角度之间的相互关系；以及基于在评价步骤中获得的评价结果，执行控制以使得所述图像拾取单元拍摄所述多个拍摄对象的图像。

根据本发明的实施例，能够提供一种能够根据对包括在图像中的诸如人物的拍摄对象中的特定模式的识别，适当地执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

根据本发明的实施例，能够提供一种能够对包括多个人物的拍摄的图像适当地执行图像拍摄控制的图像拍摄设备、图像拍摄方法和计算机程序。

当根据本发明实施例的图像拍摄设备拍摄包括多个拍摄对象的图像时，该图像拍摄设备从各个拍摄对象检测诸如微笑程度、图像帧中的位置、检测到的面部的倾向和诸如每个拍摄对象的性的属性的多个面部识别参数，并且基于检测到的面部识别参数之间的相互关系适当地执行诸如确定快门定时和设置自身定时器的图像拍摄控制。

根据以下参照附图对示例性实施例进行的描述，本发明的其它特征和优点将变得清楚。

附图说明
图 1 是示出根据本发明实施例的数字静态相机的硬件结构的示意图；
图 2 是示性地示出了根据本发明第一实施例的系统的功能结构的图；
图 3 是示出图 2 所示的系统中的基于各个拍摄对象的面部识别参数之间的相互关系执行图像拍摄控制的处理过程的流程图；
图 4 是示出了利用友好度计算单元的友好度计算处理过程，在该处理过程中拍摄对象之间的亲密度由称作“友好度”的评价值表示；
图 5 是示性性地示出了根据本发明第二实施例的系统的功能结构；
图 6A 示出了可用作表示拍摄对象之间的友好度的指标的位置模式；
图 6B 示出了可用作表示拍摄对象之间的友好度的指标的位置模式；
图 6C 示出了可用作表示拍摄对象之间的友好度的指标的位置模式；
图 6D 示出了可用作表示拍摄对象之间的友好度的指标的位置模式；
图 6E 示出了可用作表示拍摄对象之间的友好度的指标的位置模式；
图 7A 示出了可用作表示拍摄对象之间的友好度的指标的角度模式；
图 7B 示出了可用作表示拍摄对象之间的友好度的指标的角度模式；
图 8 示出了速度计算单元以时间连续方式跟踪由面部检测单元检测到的每个拍摄对象的位置信息的方式；
图 9 示出了角速度计算单元以时间连续方式跟踪由面部检测单元检测到的每个拍摄对象的角度信息的方式；
图 10 示出了确定为具有高友好度的检测到的面部之间的相互关系的例子；
图 11 是示出了基于各个拍摄对象的面部识别参数之间的相互关系执行图像拍摄控制的处理过程的流程图；
图 12 示出了（显示在监视显示器上的）拍摄的图像中的检测到的面部的位置的坐标（x，y）、宽度 w 和高度 h；
图 13 示出了（显示在监视显示器上的）拍摄的图像中的检测到的面部的倾斜；
图 14A 示出了三角形模式的位置信息；
图 14B 示出了矩形模式的位置信息；
图 15A 示出了两个拍摄对象面向内侧的角度模式的角度信息；
图 15B 示出了多个拍摄对象面向特定方向的角度模式的角度信息；
图 16 示出了位置/角度模式的位置/角度信息；
图 17 示出了两个拍摄对象 a 和 b 的检测到的面部的两个位置信息项 D_a(x,y) 和 D_b(x,y) 从时刻 t_{u-1} 到时刻 t_u 进行移动的方式；
图 18 示出了两个拍摄对象 a 和 b 的检测到的面部的两个角度信息项 A_a(roll, yaw, pitch) 和 A_b(roll, yaw, pitch) 从时刻 t_{u-1} 到时刻 t_u 进行移动的方式；
图 19 是示出了友好度计算处理过程的图，在该处理过程中拍摄对象之间的亲密度由称作“友好度”的评价值表示；
图 20A 是示出用于基于检测到的面部 A 和 B 之间的相对距离 d 确定分值 S_1 的权重 m_1 的函数 F_1 的特征的曲线图；
图 20B 是示出用于基于检测到的面部 A 和 B 之间的相对距离 d 确定分值 S_1 的权重 m_1 的函数 F_1 的特征的曲线图；
图 21A 是示出用于基于检测到的面部 A 和 B 之间的相对距离 d 确定分值 S_2 的权重 m_2 的函数 F_2 的特征的曲线图；以及
图 21B 是示出用于基于检测到的面部 A 和 B 之间的相对距离 d 确定分值 S_2 的权重 m_2 的函数 F_2 的特征的曲线图。

具体实施方式
在下文中，将参照附图详细描述本发明的实施例。
图 1 示意性地示出了根据本发明实施例的数字静态相机 1 的硬件结构。图 1 所示的数字静态相机 1 包括图像拾取装置 11、模拟前端 (AFE) 单元 12 和相机数字信号处理 (DSP) 单元 16。数字静态相机 1 对经由光学系统 10 输入的图像执行数字处理并且记录处理后的图像。
光学系统 10 包括透镜，用于将从拍摄对象反射的光收集到图像拾取装置 11 的图像拾取面上；驱动机构，用于通过移动透镜执行聚
焦和变焦。快门机构，用于通过执行开/闭操作使从拍摄对象反射的光入射在图像拾取装置 11 上达预定时间；和光阑机构，用于限制从拍摄对象反射的光束的方向和范围。在附图中未示出该透镜、驱动机构、快门机构和光阑机构。驱动器 10a 基于来自将在以后描述的中央处理单元（CPU）29 的控制信号，控制光学系统 10 中的每个机构的驱动。也就是说，驱动器 10a 例如控制对拍摄对象的聚焦、光阑、快门的定时或者自身定时器的设置。

图像拾取装置 11 例如由 CCD 或 CMOS 器件实现。图像拾取装置 11 具有图像拾取面，在该图像拾取面上以二维形式排列了具有光电转换效果的像素。图像拾取装置 11 将从拍摄对象反射的入射光转换成电信号。例如，绿（G）网格红/蓝（RB）色（G-checkered RB-color）编码单板布置在图像拾取装置 11 的光接收侧。与通过各滤色片的入射光的量对应的信号电荷存储在每个像素中，并且能够基于从该像素读取的三种颜色的信号电荷的量来再现该像素位置的入射光的颜色。从图像拾取装置 11 输出的模拟图像信号是 R、G 和 B 颜色的原色信号。然而，该模拟图像信号可以是补色信号。

AFE 单元 12 包括相关双采样（CDS）/自动增益控制（AGC）/模拟-数字转换（ADC）块 13，定时产生器 14 和 V 驱动器 15，并且例如实现为单个集成电路（IC）芯片。

CDS/AGC/ADC 块 13 高度准确地抑制从图像拾取装置 11 接收的像素信号中的信号低噪声，执行相关双采样（CDS）、采样保持、用于施加适当增益控制的自动增益控制（AGC）、和模拟-数字转换（ADC），由此输出数字图像信号。

定时产生器 14 产生用于驱动图像拾取装置 11 的定时脉冲信号。

V 驱动器 15 根据定时脉冲信号输出驱动信号，从而使图像拾取装置 11 中的每个像素的电荷能够在垂直方向向上逐行地输出。

相机 DSP 单元 16 包括相机信号处理单元 17、分辨率转换器 18、图像编解码处理单元 19、存储控制单元 20、显示控制单元 21 和介质控制单元 22，并且例如实现为单个 IC 芯片。
相机信号处理单元 17 从 AFE 单元 12 发送的图像信号施加诸如缺陷像素校正、数字符位（clamping）和数字增益控制的预处理。然后，相机信号处理单元 17 对图像信号施加利用自动白平衡（AWB）的白平衡增益控制并且施加诸如锐度/饱和度对比度调整、闪光灯控制和消除红眼的图像质量校正，由此再现适当的颜色状态。相机信号处理单元 17 还执行去马赛克，以产生 RGB 图像信号。通过对 RGB 图像信号施加伽马（γ）校正，相机信号处理单元 17 能够将 RGB 图像信号转换成适于从监视器输出、被打印或者被记录的图像信息的灰度信号。

分辨率转换器 18 根据是作为完成图像（through image）在监视显示器 25 上显示并输出拍摄的图像还是在记录介质上保存拍摄的图像，对拍摄的图像的尺寸进行转换。

图像编解码处理单元 19 将 RGB 色系的图像信号转换成包括亮度分量（Y）和色度分量（Cr/Cb）的图像信号，然后对 YUV 色系的图像信号施加诸如联合图像专家组（JPEG）压缩或者运动图像专家组（MPEG）压缩的编解码压缩处理。通过将颜色空间从 RGB 转换成 YUV，数据压缩变得更易于进行，这是因为人眼的可见度特性对于亮度的分辨力要高于对于颜色的分辨力。

存储控制单元 20 控制从存储装置 24 读取或者向其写入诸如拍摄的图像信息的数据的存取操作，存储装置 24 例如由同步动态随机存取存储器（SDRAM）实现。

介质控制单元 22 包括用于加载诸如记忆棒®的可移动记录介质 26，并且从记录介质 26 读取或者向其写入数据。介质控制单元 22 例如将保持在存储装置 24 上的拍摄的图像文件记录到记录介质 26 上。

监视显示器 25 例如由液晶显示器（LCD）或者其它类型的薄显示面板实现。显示控制单元 21 控制监视显示器 25 的驱动，并且将从相机信号处理单元 17 输出的图像数据（完成图像）、保持在存储装置 24 上的图像数据或者从记录介质 26 读取并且由图像编解码处理单元 19 解码的图像数据转换成要显示在监视显示器 25 上的信号，并且
将该信号输出到监视显示器 25。

除了在监视显示器 25 上显示完成图像的情况外，根据来自以后描述的控制单元 27 的请求，将菜单屏幕、各种设置屏幕和各种警告信息项目进行组合，并且组合后的信息被显示并输出为“在屏显示” (OSD)。触摸传感器被设置在监视显示器 25 的表面上，由此，监视显示器 25 还用作触摸板。由触摸面板识别的坐标与显示在监视显示器 25 的显示屏上的坐标相同。因此，摄影师能够在监视显示器 25 的显示屏上直接指定要进行微波检测的拍摄对象或者另一个图形用户接口 (GUI) 组件。

相机 DSP 单元 16 经由总线接口单元 (BIU) 23 连接到控制单元 27。控制单元 27 包括用户接口 (UI) 单元 28，根据用户操作来控制整个设备的全部操作的 CPU 29，用作 CPU 29 的主存储器的随机存储器 (RAM) 30，和以非易失性方式保持程序代码和设备信息的可擦除可编程只读存储器 (EEPROM) 31。

CPU 29 根据对在拍摄的图像 (在存储装置 24 上形成的图像帧) 中包括的图像中包括的诸如人物的拍摄对象中的特定模式的识别，执行图像拍摄控制。在本实施例中，基于在图像中识别的多个人物的面部识别结果之间的相互关系，适当地执行图像拍摄控制。将在以后详细描述图像拍摄控制。CPU 29 还执行用于在监视显示器 25 上显示 OSD 的 GUI 处理。

UI 单元 28 具有允许用户输入指令的操作功能和如扬声器或发光二极管 (LED) 灯一样的输出功能。作为操作功能，UI 单元 28 例如具有快门按钮和用于输入诸如打开/关闭闪光灯的各种设置的键和转盘。对应于利用这些键等输入的用户操作的控制信号被输入到 CPU 29。利用输出功能，UI 单元 28 输出诸如警告的声音或者利用 LED 发光或闪光，由此将关于相机工作的信息作为反馈发送给用户。闪光发光单元 32 根据来自控制单元 27 的闪光控制信息发射闪光。

在数字静态相机 1 中，光在图像拾取装置 11 中被接收并且转换
电信号。电信号接下来被提供给 AFE 单元 12，AFE 单元 12 对该电信号施加 CDS 处理和 AFE 处理，然后将处理后的电信号转换成数字信号。相机信号处理单元 17 对从 AFE 单元 12 提供的数字图像信号执行图像质量校正并且最终将图像质量校正后的数字图像信号转换成具有亮度分量（Y）和色度分量（R-Y 和 B-Y）的信号，并且输出该信号。从相机信号处理单元 17 输出的图像数据被显示控制单元 21 转换成要进行显示的图像信号，并且在监视显示器 25 上显示完成图像。

当前，具有面部识别功能的数字相机变得越来越普及。根据本实施例的数字静态相机 1 基于在图像中识别的多个人物的面部识别结果之间的相互关系执行图像拍摄控制。

例如，可以基于拍摄对象之间的距离来估计多个拍摄对象之间的相互关系。例如，可以想到一种通过基于与拍摄对象的排列（诸如检测到的面部之间的距离）相关的相互关系设置自身定时器，来控制快门的定时的方法。然而，拍摄对象可能彼此靠近，诸如当他们偶遇时。发明人认为仅仅通过利用检测到的面部之间的距离无法执行准确的图像拍摄控制。换言之，如果基于单个参数（即检测到的面部之间的距离）执行图像拍摄控制，则可能会在不期望的时刻释放快门，或者可能在适当的图像拍摄时刻没有释放快门。

因此，当拍摄包括多个拍摄对象的图像时，根据本发明第一实施例的数字静态相机 1 从各个拍摄对象中检测包括微笑程度、在图像帧中的位置、检测到的面部的倾度和诸如每个拍摄对象的性的属的多个面部识别参数，并且基于所检测的面部识别参数之间的相互关系执行图像拍摄控制。具体地讲，可以由基于检测到的面部之间的距离和每个面部的微笑和倾斜的程度的可被称作“友好度”的数值来表示拍摄对象之间的亲密度。如果计算出的友好度超过预定阈值，则图像拍摄控制被激活以确定快门定时，设置自身定时器，等等。

图 2 意示性地示出了根据本发明的第一实施例的系统的功能结构。所示的系统包括面部检测单元 101、面部属性检测单元 102、友
好度计算单元 103 和图像拍摄确定单元 104。

面部检测单元 101 检测待处理图像（诸如写在存储装置 24 上的
拍摄的图像）中的面部区域。面部检测单元 101 输出在图像中检测到
的每个拍摄对象的检测到的面部的位置（图像中的 XY 坐标）、检测
到的面部的尺寸（宽度和高度）和检测到的面部的姿势（关于横滚
（roll）、俯仰（pitch）和偏航（yaw）旋转轴的倾度），作为面部
检测结果。例如，可以采用在日本未审专利申请公报第 2004-133637
号中描述的面部检测设备，该专利申请已经转让给本发明的受让人。

面部属性检测单元 102 检测由面部检测单元 101 在待处理图像中
检测到的每个检测到的面部的属性信息。这里陈述的属性信息包括检
测到的面部的微笑程度、性别、年龄和种族。面部检测单元 101 输出
指示每个检测到的面部的这些属性信号项目的属性值。例如，面部属
性检测单元 102 能够由目标检测设备实现，该目标检测设备可以通过
利用包括采用诸如 Adaboost 的统计学习算法的多个确定单元的确定
装置执行组合学习而获得。对于这种类型的目标检测设备的详细情
况，例如请参见日本未审专利申请公报第 2005-157679 号，该专利申
请已经转让给本发明的受让人。

友好度计算单元 103 基于从面部检测单元 101 输出的每个检测到
的面部的位置、尺寸和角度信息以及从面部属性检测单元 102 输出的
微笑程度和其它面部属性信息，执行计算以将拍摄对象之间的亲密度
表示为称作“友好度”的评价值 $H_{love}$。例如，当彼此靠近的两个检测
到的面部彼此面对时（即，检测到的面部的法向矢量在彼此的面部附
近相交）以及当检测到的面部的微笑程度高时，确定了友好度高，由
此，执行了图像拍摄控制（使用从面部属性检测单元 102 输出的参数
来指示微笑程度）。将在以后详细描述友好度计算处理。

图像拍摄确定单元 104 基于从友好度计算单元 103 输出的指示拍
摄对象之间的亲密度的评价值（即友好度 $H_{love}$）来确定拍摄对象之
间的相互关系，并且确定是否激活诸如确定快门定时或者设置自身定
时器的图像拍摄控制。
图3是示出图2所示的系统中的基于各个拍摄对象的面部识别参数之间的相互关系执行图像拍摄控制的处理过程的流程图。

读取由面部检测单元101获得的检测到的数据（步骤S1）。确定是否检测到多个面部（步骤S2）。当检查结果为肯定时，该流程进行到执行图像拍摄确定的后续处理。

接下来，从面部属性检测单元102读取每个检测到的面部的诸如微笑程度的属性信息（步骤S3）。属性信息被输入到友好度计算单元103，并且发出针对友好度计算单元103的计算请求（步骤S4）。友好度计算单元103基于每个检测到的面部的属性信息，计算指示拍摄对象之间的亲密度的评价值，即友好度 $H_{love}$。将在以后详细描述该计算处理。

向图像拍摄确定单元104发出评价值计算请求（步骤S5）。基于从友好度计算单元103输出的友好度 $H_{love}$，图像拍摄确定单元104计算价值 $H$，该评价 $H$ 用于确定是否激活诸如确定快门定时器设置的指令（步骤S6）。

当评价 $H$ 超过预定阈值时（步骤S6为是），CPU29向驱动器10a发出用于控制快门定时或自身定时器设置的指令（步骤S7）。

图4示出了利用友好度计算单元103的友好度计算处理过程的图，在该处理过程中拍摄对象之间的亲密度由称作“友好度”的评价值表示。在图4中，为了简化描述，假定已经检测到了面部的拍摄对象是两个人A和B。

友好度计算单元103能够利用作为由面部检测单元101获得的检测结果的检测到的面部A和B的位置信息、尺寸（即宽度和高度）和角度信息（关于横滚、偏航和俯仰轴的旋转角度），以及作为由面部属性检测单元102获得的检测结果的检测到的面部A和B的微笑程度和其它属性信息，作为输入参数。

假定检测到的面部A和B的微笑程度是从面部属性检测单元102输出的微笑程度 $S_a$和$S_b$。另外，检测到的面部A和B之间的相
对距离 $d$ 由检测到的面部 A 和 B 彼此相距多少个面部来表示并且通过下式计算：

$$d = \frac{\sqrt{(X_a - X_b)^2}}{(W_a + W_b)/2} + \frac{\sqrt{(Y_a - Y_b)^2}}{(H_a + H_b)/2} \quad \cdots (1)$$

另外假定检测到的面部 A 和 B 的倾度之间的差 $r$ 是检测到的面部 A 和 B 的横滚轴的倾度 $R_a$ 和 $R_b$ 的绝对值之差（利用绝对值从而将诸如+30 度和-30 度的相反倾度视为相同倾度）。

$$r = |R_a| - |R_b| \quad \cdots (2)$$

将各个元素 $i$ 的评价值进行评分或归一化，并且利用下式对获得的分值 $S_i$ 求和，由此获得评价值 $H_{love}$，然后将该评价值输出到图像拍摄确定单元 104。

$$H_{love} = \sum S_i \quad \cdots (3)$$

现在，将描述本发明的第二实施例。在第二实施例中，与上述的第一实施例一样，基于检测到的面部之间的距离和检测到的面部的微笑程度计算拍摄对象之间的友好度。另外，对检测到的面部的位置或角度之间的相关关系进行评价，由此执行图像拍摄控制。也就是说，评价检测到的面部的排列是否与如下的位置模式、角度模式或位置/角度模式匹配，这些模式指示：检测到的面部被排列为能够容易地拍摄具有一体感的照片或者检测到的面部被排列为暗示拍摄对象是好朋友。与友好度一起执行总体评价，并且由此，实现了确定快门定时、设置自身定时器等的准确图像拍摄控制。

图 5 是示意性地示出了用于在拍摄包括多个拍摄对象的图像时检测多个面部识别参数并且基于检测到的面部识别参数之间的相互关系执行图像拍摄控制的系统的功能结构的图。所示的系统包括面部检测单元 201、面部属性检测单元 202、模式检测单元 203、速度计算单元 204、角度计算单元 205、友好度检测单元 206、和图像拍摄确定单元 207。

面部检测单元 201 检测待处理图像（诸如写在存储装置 24 上的拍摄的图像）中的面部区域。面部检测单元 201 输出在图像中检测到
的每个拍摄对象的检测到的面部的位置（图像中的 XY 坐标）、检测到的面部的尺寸（宽度和高度）以及检测到的面部的姿势（关于横滚、俯仰和偏航旋转轴的倾度），作为面部检测结果。这些与上面的描述相同。

面部属性检测单元 202 检测由面部检测单元 201 在待处理图像中检测到的每个检测到的面部的属性信息。这里陈述的属性信息包括检测到的面部的微笑程度、性别、年龄和种族。面部检测单元 201 输出指示每个检测到的面部的这些属性信息项目的属性值。这些与上面的描述相同。

模式检测单元 203 检测待处理图像是否与可以用来从由面部检测单元 201 在图像中检测到的检测到的面部的排列读取图像拍摄意图的任何模式相匹配。这里陈述的模式可被粗略地组织成检测到的面部之间的位置模式的组和检测到的面部的姿势或角度模式的组。

图 6A 和 6B 示出了能够从中读取拍摄对象的图像拍摄意图的位置模式。

如图 6A 所示，当两个或更多个检测到的面部位于相同高度时，能够读取拍摄对象的图像拍摄意图。因此，能够检测到执行图像拍摄控制的时刻到来。如图 6B 所示，当三个或更多个检测到的面部排列在一条直线上时，能够读取拍摄对象的图像拍摄意图。因此，能够检测到执行图像拍摄控制的时刻到来。可将诸如如图 6A 和图 6B 所示的线性位置模式作为用于表达友好度的指标应用于包括两个、三个或更多人的一组拍摄对象。具体地讲，当通过连接拍摄对象的检测到的面部而呈现的直线为水平时，不同高度的拍摄对象可能已经自己对齐从而使他们的面部处于相同高度。因此，可以认为这些拍摄对象是特别好的朋友。

如图 6C、6D 和 6E 所示，当三个、四个或五个拍摄对象形成诸如三角形、矩形或五边形的特定几何模式并且以拍摄对象的检测到的面部为顶点时，能够读取拍摄对象的图像拍摄意图。因此，能够检测到执行图像拍摄控制的时刻到来。可将诸如如图 6C、6D 和 6E 所示的
多边形模式作为用于表达友好度的指标应用于包括三个或更多人的一组拍摄对象。与利用上述的线性模式相比，利用多边形模式能够更容易地拍摄具有整体感的照片。随着人数的增加，拍摄对象的位置的排列变得更加困难。因此，当形成多边形模式时，能够感觉到强烈的达成感。

图 7A 和图 7B 示出了能够从中读取拍摄对象的图像拍摄意图的角度模式。当两个检测到的面部如图 7A 所示面向内侧时或者当多个检测到的面部如图 7B 所示面向特定方向时，能够读取拍摄对象的图像拍摄意图。也就是说，能够估计出拍摄对象已经形成了亲密关系，并且由此，能够检测到执行图像拍摄控制的时刻到来。可将诸如图 7A 和图 7B 所示的角度模式作为用于表达友好度的指标应用于包括两个、三个或更多人的一组拍摄对象。当角度模式被应用于两个拍摄对象时，可以认为能够拍摄亲密的照片。当角度模式被应用于三个或更多人的组时，能够拍摄具有整体感的照片。

将这些位置模式、角度模式、以及作为排列和角度的组合的位置/角度模式例如作为模式数据存储在 EEPROM 31 中。通过执行几何计算等，模式检测单元 203 将检测到的面部的位置和姿势信息与上述的位置模式、角度模式以及位置/角度模式进行比较，以确定检测到的面部是否与这些模式中的任何一个相匹配并且输出该结果作为模式评价值 H_pattern。将在以后详细描述模式检测处理。

速度计算单元 204 和角速度计算单元 205 检测各个检测到的面部的位置的时间连续变化和姿势的时间连续变化是否与能够读取出拍摄对象的图像拍摄意图的模式中的任何一个相匹配。速度计算单元 204 在时间上连续跟踪由面部检测单元 201 检测到的每个拍摄对象的位置信息。如图 8 所示，速度计算单元 204 连续测量检测到的面部之间的距离。当检测到的面部变得最靠近彼此时，能够检测到拍摄对象的图像拍摄意图。如图 9 所示，角速度计算单元 205 连续检测每个拍摄对象的角度。例如，当每个检测到的面部的倾度变得接近向内的角度时，能够检测到拍摄对象的图像拍摄意图。将在以后详细描述由速度
计算单元 204 和角速度计算单元 205 执行的计算处理。

友好度计算单元 206 基于从面部检测单元 201 输出的每个检测到的面部的位置、尺寸和角度信息以及从面部属性检测单元 202 输出的微笑程度和其它面部属性信息，执行计算以将拍摄对象之间的亲密度表示为称作“友好度”的评价值 $H_{\text{love}}$。例如，如图 10 所示，当彼此靠近的两个检测到的面部彼此面对（即，检测到的面部的法向矢量在彼此的面部附近相交）时以及当检测到的面部的微笑程度高时，确定友好度为高，并且由此执行图像拍摄控制（使用从面部属性检测单元 202 输出的参数来指示微笑程度）。将在以后详细描述友好度计算处理。

图像拍摄确定单元 207 基于从模式检测单元 203 获得的指示多个检测到的面部的相互关系与期望位置模式或角度模式（见图 6A 到图 7B）的匹配程度的评价值 $H_{\text{pattern}}$ 以及从友好度计算单元 206 输出的指示拍摄对象之间的亲密度的评价值（即友好度 $H_{\text{love}}$），对拍摄对象之间的相互关系进行总体确定，由此确定是否激活诸如确定快门定时或设置自身定时器的图像拍摄控制。

图 11 是示出图 5 所示的系统中的基于各个拍摄对象的面部识别参数之间的相互关系来执行图像拍摄控制的处理过程的流程图。

读取由面部检测单元 201 获得的检测到的数据（步骤 S11）。确定是否检测到多个面部（步骤 S12）。当检查结果为肯定时，流程进行到用于执行图像拍摄确定的后续处理。

向模式检测单元 203 发出模式检测请求（步骤 S13）。当模式检测单元 203 获得由面部检测单元 201 获得的检测到的面部数据时，模式检测单元 203 通过将检测到的面部的相互关系与期望位置模式或角度模式（见图 6A 到图 7B）进行比较，来确定该相互关系是否与期望位置模式或角度模式中的任何一个相匹配。当检测到的面部之间的相互关系与期望位置模式或角度模式中的任何一个匹配时（步骤 S14 为是），指示匹配程度的评价值 $H_{\text{pattern}}$ 被输出到图像拍摄确定单元 207（步骤 S15）。将在以后详细描述由模式检测单元 203 执行的计
算处理。

接下来，向速度计算单元 204 发出计算请求（步骤 S16）。将在以后详细描述由速度计算单元 204 执行的计算处理。

接下来，向角速度计算单元 205 发出计算请求（步骤 S17）。将在以后详细描述由角速度计算单元 205 执行的计算处理。

接下来，从面部属性检测单元 202 读取每个检测到的面部的诸如微笑程度的属性信息（步骤 S18）。属性信息被输入到友好度计算单元 206，并且向友好度计算单元 206 发出计算请求（步骤 S19）。友好度计算单元 206 基于每个检测到的面部的属性信息计算指示拍摄对象之间的亲密度的评价值，即友好度 $H_{love}$。将在以后详细描述该计算处理。

向图像拍摄确定单元 207 发出评估价值计算请求（步骤 S20）。图像拍摄确定单元 207 基于从模式检测单元 203 输出的指示与位置模式、角度模式或位置/角度模式的匹配程度的评价值 $H_{pattern}$ 和从友好度计算单元 206 输出的友好度 $H_{love}$，确定是否激活诸如确定快门定时或者设置自身定时器的图像拍摄控制。

当评估值 $H$ 超过预定阈值时（步骤 S21 为是），CPU 29 向驱动器 10a 发出用于控制快门定时或自身定时器设置的指令（步骤 S22）。

在下文中，将详细描述由模式检测单元 203、速度计算单元 204、角速度计算单元 205、友好度计算单元 206 和图像拍摄确定单元 207 执行的计算处理。

在下面的描述中，如图 12 所示定义（显示在监视显示器 25 上的）拍摄的图像中的检测到的面部的位置坐标 $(x, y)$、宽度 $w$ 和高度 $h$。另外，如图 13 所示，检测到的面部的角度（倾度）包括关于三个轴（即横滚、偏航和俯仰）的旋转。第 $n$ 个检测到的面部的位置被写为 $D_n(x, y)$，并且其旋转角度被写为 $A_n(roll, yaw, pitch)$。

位置模式确定处理:
利用模式检测单元 203，根据在图 11 所示的流程图的步骤 S13 中进行的模式检测请求，执行位置模式确定处理。

（1）从面部检测单元 201 获得 n 个（n＞1）检测到的面部的位置信息项 D_n（其中，n 是指示用作拍摄对象的人的识别编号）。

（2）从诸如 EEPROM 31 的存储位置获得要进行确定的位置模式信息。在下面的描述中，假定获得了 p 个（p≥1）位置模式信息项。每个位置模式信息项包括针对每个模式编号的指示各面部编号的坐标位置 (x,y) 的位置信息 P_pos_pattern_no(x,y) 和针对每个模式编号的评价值 P_val_pattern。已经描述了多边形模式使得拍摄具有立体感的照片更加容易这一事实。图 14A 和 14B 分别示出了三角形模式的位置信息和矩形模式的位置信息。

（3）将下面的评价函数 H_pos 计算 p 次（也就是说，针对各个位置模式信息项进行计算）。

\[ H_{pos}(D_{1}, D_{2}, \ldots, D_{n}, P_{pos\_p}, P_{val\_p}) \]  …(4)

在上述的评价函数 H_pos 中，通过执行比较来计算输入的检测到的面部的位置 D_1, ... D_n 是否与位置模式信息 P_pos_p 匹配。当确定位置信息项 D_n 与位置模式信息 P_pos_p 匹配时，返回评价值 P_pos_p。当确定位置信息项 D_n 与位置模式信息 P_pos_p 不匹配时，返回零。

角度模式确定处理：

利用模式检测单元 203，根据在图 11 所示的流程图的步骤 S13 中进行的模式检测请求，执行角度模式确定处理。

（1）从面部检测单元 201 获得 n（n＞1）个检测到的面部的角度信息项 A_n（其中，n 是指示用作拍摄对象的人的识别编号）。

（2）从诸如 EEPROM 31 的存储位置获得要进行确定的角度模式信息。在下面的描述中，假定获得了 p 个（p≥1）角度模式信息项。每个角度模式信息项包括针对每个模式编号的指示每个面部编号的关于横滚、偏航和俯仰轴的旋转角度（roll, yaw, pitch）的度信息 P_angle_pattern_no(roll, yaw, pitch) 以及针对每个模式编号的评价值
已经描述了如下事实：如图 7A 所示指示两个拍摄对象面向内侧或者如图 7B 所示多个拍摄对象面向特定方向的角度模式使得拍摄具有一体感的照片更加容易。图 15A 和 15B 分别示出了两个拍摄对象面向内侧的角度模式的角度信息和多个拍摄对象面向特定方向的角度模式的角度信息。

（3）将下面的评价函数 $H_{\text{angle}}$ 计算 $p$ 次（也就是说，针对各个角度模式信息项进行计算）。

$$H_{\text{angle}}(A_{-1}, A_{-2}, \ldots, A_{-n}, P_{\text{angle}_q}, P_{\text{val}_q})$$  \quad \ldots (5)

在上述的评价函数 $H_{\text{angle}}$ 中，通过执行比较来计算输入的检测到的面部的角度 $A_{-1}, \ldots, A_{-n}$ 是否与角度模式信息 $P_{\text{angle}_q}$ 相匹配。当确定角度信息项 $A_{-n}$ 与角度模式信息 $P_{\text{angle}_q}$ 相匹配时，返回评价值 $P_{\text{val}_q}$。当确定角度信息项 $A_{-n}$ 不与角度模式信息 $P_{\text{angle}_q}$ 匹配时，返回零。

位置/角度模式确定处理：

利用模式检测单元 203，根据在图 11 所示的流程图的步骤 S13 中进行的模式检测请求，执行位置/角度模式确定处理。

（1）从面部检测单元 201 获得 $n$ 个 ($n>1$) 检测到的面部的位置信息项。

（2）从诸如 EEPROM 31 的存储位置获得要进行确定的位置/角度模式信息。在下面的描述中，假定获得了 $p$ 个 ($p>1$) 位置/角度模式信息项。每个位置/角度模式信息项包括针对每个模式编号的指示每个面部编号的坐标位置和角度位置 ($x$, $y$, roll, yaw, pitch) 的位置/角度信息 $P_{\text{pos\&angle_pattern_no}}(x, y, \text{roll}, \text{yaw}, \text{pitch})$ 和针对每个模式编号的评价值 $P_{\text{val_pattern}}$。图 16 显示了考虑到能够使拍摄具有一体感的照片更加容易的位置/角度模式的位置/角度信息。

（3）将下面的评价函数 $H_{\text{pos\&angle}}$ 计算 $r$ 次（也就是说，针对各个位置/角度模式信息项进行计算）。

$$H_{\text{pos\&angle}}(D_{-1}, A_{-1}, D_{-2}, A_{-2}, \ldots, D_{-n}, A_{-n}, P_{\text{pos\&angle}_r}, P_{\text{val}_r})$$  \quad \ldots (6)
在上述的评价函数 H_{pos\&angle} 中，通过执行比较来计算输入的检测到的部位的位置 D_1, \ldots, D_n 和角度 A_1, \ldots, A_n 是否与位置/角度模式信息 P_{pos\&angle\_p} 匹配。当确定位置/角度信息项 D_n 和 A_n 与位置/角度模式信息 P_{pos\&angle\_p} 匹配时，返回评价值 P_{val\_q}。当确定位置/角度信息项 D_n 和 A_n 不与位置/角度模式信息 P_{pos\&angle\_p} 匹配时，返回零。

模式确定处理：

利用模式检测单元 203，根据在图 11 所示的流程图的步骤 S13 中进行的模式检测请求，基于上述的位置模式确定处理、角度模式确定处理和位置/角度模式确定处理的结果，执行模式确定处理。具体地讲，如下式所示，计算包括各模式确定处理的评价值 H_{pos}、H_{angle} 和 H_{pos\&angle} 之和的模式评价值 H_{pattern} 并且将模式评价值 H_{pattern} 输出给图像拍摄确定单元 207。

\[
H_{pattern} = \sum_{p=1}^{p} H_{pos} + \sum_{q=1}^{q} H_{angle} + \sum_{r=1}^{r} H_{pos\&angle} \quad \ldots \quad (7)
\]

速度计算处理：

利用速度计算单元 204，根据在图 11 所示的流程图的步骤 S16 中进行的计算请求，执行速度计算处理。该速度计算处理确定各个检测到的部位的位置的时间连续变化是否与能够从中读取拍摄对象的图像拍摄意图的任何一个模式相匹配。

（1）从面部检测单元 201 获得在时刻 t_{u-1} 的检测到的部位的位置信息项 D_n（其中，n 是指示用作拍摄对象的人物的识别编号）。

（2）计算每个检测到的部位的移动速度。

图 17 示出了两个拍摄对象 a 和 b 的检测到的部位的两个位置信息项 D_a(x,y) 和 D_b(x,y) 从时刻 t_{u-1} 到时刻 t_u 进行移动的方式。利用下式计算在这种情况下的检测到的部位的移动速度 (X'a, Y'a) 和 (X'b, Y'b)。
\[
\begin{align*}
\begin{pmatrix}
X'\alpha \\
Y'\alpha
\end{pmatrix} &= \frac{dD - a}{dt} = \begin{pmatrix}
\frac{dx}{dt} \\
\frac{dy}{dt}
\end{pmatrix} = \begin{pmatrix}
x_{a_{t_u}} - x_{a_{t_{u-1}}} \\
\frac{t_u - t_{u-1}}{t_u - t_{u-1}}
y_{a_{t_u}} - y_{a_{t_{u-1}}}
\end{pmatrix} \\
\begin{pmatrix}
X'\beta \\
Y'\beta
\end{pmatrix} &= \frac{dD - b}{dt} = \begin{pmatrix}
\frac{dx}{dt} \\
\frac{dy}{dt}
\end{pmatrix} = \begin{pmatrix}
x_{b_{t_u}} - x_{b_{t_{u-1}}} \\
\frac{t_u - t_{u-1}}{t_u - t_{u-1}}
y_{b_{t_u}} - y_{b_{t_{u-1}}}
\end{pmatrix}
\end{align*}
\]

... (8)

角速度计算处理:

利用角速度计算单元 205，根据在图 11 所示的流程图的步骤 S17 中进行的计算请求，执行角速度计算处理。该角速度计算处理确定各个检测到的面部的角度的时间连续变化是否与能够从中读取拍摄对象的图像拍摄意图的任何一个模式相匹配。

（1）从面部检测单元 201 获得在时刻 t_{u-1} 的检测到的面部的角度信息项 A_n（其中，n 是指示用作拍摄对象的人物的识别编号）。

（2）计算每个检测到的面部的角速度。

图 18 示出了两个拍摄对象 a 和 b 的检测到的面部的两个角度信息项 A_a(roll, yaw, pitch) 和 A_b(roll, yaw, pitch)从时刻 t_{u-1} 到时刻 t_u 进行移动的方式。利用下式计算这种情况下的检测到的面部的角速度 (\theta_{roll'a}, \theta_{yaw'a}, \theta_{pitch'a}) 和 (\theta_{roll'b}, \theta_{yaw'b}, \theta_{pitch'b})。
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友好度计算处理:

利用友好度计算单元 206，根据在图 11 所示的流程图的步骤 S19 中进行的计算请求，执行友好度计算处理。

图 19 是示出了利用友好度计算单元 206 的友好度计算处理过程的图，在该处理过程中拍摄对象之间的亲密度由称作“友好度”的评价值表示。在图 19 中，为了简化描述，假定已经检测到面部的拍摄对象是两个人 A 和 B。

友好度计算单元 206 可利用以下参数作为输入参数：作为由面部检测单元 101 获得的检测结果的检测到的面部 A 和 B 的位置信息、尺寸（即，宽度和高度）以及角度信息（关于横滚、偏航和俯仰轴的旋转角度）、作为由速度计算单元 204 获得的计算结果的检测到的面部 A 和 B 的速度信息项、作为由角速度计算单元 205 获得的计算结果的检测到的面部 A 和 B 的角速度信息项（关于横滚、偏航和俯仰轴的角速度）和作为由面部属性检测单元 102 获得的检测结果的检测到的面部 A 和 B 的微笑程度和其它属性信息。

在本实施例中，假定拍摄对象的检测到的面部 A 和 B 之间的相对距离 d、检测到的面部 A 和 B 的倾度之间的差 r 以及检测到的面
部 A 和 B 的微笑程度 $S_a$ 和 $S_b$ 是用于确定友好度的元素。另外，将权重系数 $m_i$ 分配给每个元素 $i$。为了确定或计算每个元素 $i$ 以及计算每个元素 $i$ 的权重系数 $m_i$，对上述输入参数进行分类。

假定检测到的面部 A 和 B 的微笑程度是从面部属性检测单元输出的微笑程度 $S_a$ 和 $S_b$。另外，检测到的面部 A 和 B 之间的相对距离 $d$ 被表示为检测到的面部 A 和 B 彼此相距多少个面部并且通过下式进行计算。

$$
d = \frac{\sqrt{(X_a - X_b)^2}}{(W_a + W_b)/2} + \frac{\sqrt{(Y_a - Y_b)^2}}{(H_a + H_b)/2} \quad \cdots (10)
$$

另外假定检测到的面部 A 和 B 的倾度之间的差 $r$ 是检测到的面部 A 和 B 的横滚轴 $R_a$ 和 $R_b$ 的倾度的绝对值之间的差（为了将诸如 +30 度和 -30 度的相反倾度视为相同倾度，利用绝对值）。

$$
r = ||R_a| - |R_b|| \quad \cdots (11)
$$

对各个元素 $i$ 的评价值进行评分或归一化，并且利用各个权重系数 $m_i$ 根据下式对获得的分值求和，由此获得评价值 $H_{love}$，该评价值 $H_{love}$ 然后被输出到图像拍摄单元输出。

$$
H_{love} = \sum m_i S_i \quad \cdots (12)
$$

现在，将描述计算与每个元素 $i$ 的分值 $S_i$ 进行相乘的系数 $m_i$ 的方法。

可以如下式所示，基于以检测到的面部 A 和 B 的移动速度为变量的函数 $F_1$ 和以检测到的面部 A 和 B 的（除了微笑程度以外的）属性信息为变量的函数 $G$，确定基于检测到的面部 A 和 B 之间的相对距离 $d$ 的分数 $S_i$ 的权重 $m_i$。能够从速度计算单元输出获得检测到的面部的移动速度。

$$
m_i = F_1(X_a', Y_a', X_b', Y_b') \times G(A_a, A_b) \quad \cdots (13)
$$

这里，如图 20A 或 20B 所示，函数 $F_1$ 是具有如下特征的函数：随着检测到的面部 A 和 B 的移动速度之和 $V_1$ （见下式）变大，函数 $F_1$ 变小。当 $V_1$ 相对较小时，也就是说，当检测到的面部 A 和 B 的位
置变化不缓和时，即使检测到的面部 A 和 B 之间的距离小，仍能够
执行控制从而不增大友好度 H_{love}。

\[ V_1 = \sqrt{X_a^2 + Y_a^2} + \sqrt{X_b^2 + Y_b^2} \quad \ldots (14) \]

如下面的表 1 所示，当检测到的面部 A 和 B 的属性信息 A_a 和
A_b 例如被按性别和年龄（成人和儿童）进行划分时，能够利用对应
于属性信息 A_a 和 A_b 的组合的 G 的值。能够利用各种方法设置表 1
中的各栏的值。例如，当摄影师得到当两个男性成人没有非常靠近彼
此时就能够在他们的良好照片的暗示时，如果检测到两个男性成人的
面部，则增大权重 m_1，由此即使当男性成人没有非常靠近彼此时
仍允许释放快门。

表 1

| A_a | 成人 |  |  |  |  |  |  |  |
|-----|-----|---|---|---|---|---|---|
|     | 成人 | 男 | 女 | 男 | 女 | 男 | 女 |
|     | 2   | 1 | 0.5 | 0.5 | 0.5 | 0.5 |
|     | 1   | 2 | 0.5 | 0.5 | 0.5 | 0.5 |
|     | 0.5 | 0.5 | 1 | 1 | 1 | 1 |
|     | 0.5 | 0.5 | 1 | 1 | 1 | 1 |

如下所示，能够基于以检测到的面部 A 和 B 的角速度为变量
的函数 F_2 确定基于检测到的面部 A 和 B 的倾度之间的差的分数 \( S_2 \) 的
权重 m_2。能够从角速度计算单元 205 获得检测到的面部的角速度。

\[ m_2 = F_2\left( \theta_{roll_a} , \theta_{yaw_a} , \theta_{pitch_a} , \theta_{roll_b} , \theta_{yaw_b} , \theta_{pitch_b} \right) \quad \ldots (15) \]

这里，如图 21A 或 21B 所示，函数 F_2 是具有如下特征的函数：
随着检测到的面部 A 和 B 的角速度的绝对值之和 V_2（见下式）变
大，函数 F_2 变小。当 V_2 相对较小时，也就是说，当检测到的面部 A
和 B 的倾度变化不缓和时，即使检测到的面部 A 和 B 之间的距离
小，仍能够执行控制从而不增大友好度 H_{love}。

\[ V_2 = \left| \theta_{roll_a} \right| + \left| \theta_{yaw_a} \right| + \left| \theta_{pitch_a} \right| + \left| \theta_{roll_b} \right| + \left| \theta_{yaw_b} \right| + \left| \theta_{pitch_b} \right| \quad \ldots (16) \]

能够基于以检测到的面部 A 和 B 的除了微笑程度以外的诸如性
别和年龄的属性信息 A_a 和 A_b 为变量的函数 F_3 确定基于检测到的面
部 $A$ 和 $B$ 的微笑程度的分值 $S_a$ 和 $S_b$ 的权重 $m_3$ 和 $m_4$。

$$m_3 \text{ (或 } m_4) = F_3(A_a, A_b) \quad \ldots(17)$$

这里，能够参照下表实现函数 $F_3$。

表 2

<table>
<thead>
<tr>
<th>$A_a$</th>
<th>成人</th>
<th>男</th>
<th>女</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>儿童</td>
<td></td>
<td>男</td>
<td>女</td>
<td>2</td>
</tr>
</tbody>
</table>

当儿童的微笑被着重加权时，仅在儿童的情况下增大 $m_3$ 的值。当摄影师利用统计方法得到“男性微笑的频率低于女性”的暗示时以及当摄影师考虑该暗示时，如果检测到的面部 $A$ 是男性的面部时，则权重 $m_3$ 的值被增大为大于女性的权重 $m_3$ 的值。

如在式（12）中，友好度计算单元 206 利用各个权重系数 $m_i$ 对获得的分值 $S_i$ 进行加权计算，并且将获得的评价值 $H_{love}$ 作为评价值输出到图像拍摄确定单元 204。图像拍摄确定单元 207 利用下式基于从模式检测单元 203 获得的指示与位置模式、角度模式或位置/角度模式的匹配程度的评价值 $H_{pattern}$ 和从友好度计算单元 206 输出的友好度 $H_{love}$，获得评价值 $H$。

$$H = \alpha H_{pattern} + \beta H_{love} \quad \ldots(18)$$

在上式中，$\alpha$ 和 $\beta$ 是权重系数。例如，可以根据图像拍摄模式来控制权重系数 $\alpha$ 和 $\beta$。例如，可以根据 $H_{pattern}$、$H_{love}$、检测到的面部的属性信息参数和图像拍摄模式（对拍摄对象的排列进行着重加权的图像拍摄模式或对诸如微笑程度的拍摄对象的属性进行着重加权的图像拍摄模式），控制评价值 $H$ 的确定阈值，省略了对它的描述。

如果评价值 $H$ 超过预定阈值，则图像拍摄确定单元 207 确定是否激活诸如确定快门定时或设置自身定时器的图像拍摄控制。

已经参照特定实施例详细描述了本发明。然而，清楚的是，在不脱离本发明的主旨的情况下，本领域技术人员能够对这些实施例进行修改或替换。

在本说明书中，主要描述了应用于数字相机的实施例。然而，本发明的主旨不限于此。例如，本发明能够相似地应用于诸如具有拍摄
静态图像的功能的数字摄像机、具有数字相机功能的蜂窝电话或个人数字助理（PDA）、笔记本计算机以及外部连接到数字相机的计算机的各种信息装置。

简而言之，已经通过例子公开了本发明，本说明书中的公开不应被解释为限制。应该基于权利要求部分来确定本发明的主旨。

本申请包含与于 2008 年 6 月 6 日提交到日本专利局的日本在先专利申请 JP 2008-148841 中公开的主题相关的主题，通过引用将该专利申请的全部内容纳于此。

本领域技术人员应该明白，可以根据设计需要和其它因素想到各种变形、组合、子组合和替代，只要它们位于权利要求及其等同物的范围内即可。
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