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(57) Abstract: In an example, a method of coding video
data includes obtaining one or more video coding layer
(VCL) network abstraction layer (NAL) units of an ac-
cess unit and a first layer of a multi-layer bitstream of
video data. The method also includes only coding one or
more non-VCL NAL units containing an SEI message
applicable to the VCL NAL units of the first layer togeth-
er with the VCL NAL units of the first layer such that
within the access unit the bitstream does not contain any
coded pictures of any other layer of the multi-layer bit-
stream between the VCL NAL units of the first layer and
the non-VCL NAL units containing the SEI message ap-
plicable to the VCL NAL units of the first layer.
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GENERIC USE OF HEVC SEI MESSAGES FOR MULTI-LAYER CODECS

(80641} This Application claims the benefit of U.S. Provisional Application 61/969,767,

filed March 24, 2014, the entire content of which is incorporated herein by reference.

TECHNICAL FIELD
18602} This disclosure relates o video coding and compression, and signaling of data

associated with corapressed video in a bitstrear.

BACKGROUND
(8083} Digital video capabilities can be fncorporated inte a wide range of devices,
melading digital televisions, digital direct broadceast systems, wireless broadcast
systems, personal digital assistants (PDAs), laptop or desktop computers, tablet
computers, c-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Digital video devices implement video compression techniguoes,
such as those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263,
ITU-T H264/MPEG-4, Part 10, Advanced Video Coding (AVC), the High Efficiency
Video Coding (HEVC) standard, and extensions of such standards, The video devices
may transmit, receive, encode, decode, and/or store digital video information more
cfficiently by implementing such video compression technigues.
160664} Video compression techniques perform spatial (intra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice (i.¢., a video frame or a portion
of a video frame} may be partitioned into video blocks, which may alse be referred 10 as
treeblocks, coding units (CUs) and/or coding nodes. Video blocks in an mtra-coded ()
slice of a picture are encoded using spatial prediction with respect to reference samples
in neighboring blocks in the same picture. Video blocks in an inter-coded (P or B) slice
of a picture may use spatial prediction with respect to reference samples in neighboring
blocks in the same picture or terporal prediction with respect to reference samples in
other reference pictures. Pictares may be referred to as frames, and reference pictures

may be referred to a reference frames.
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16045} Spatial or temaporal prediction results in a predictive block for a block to be
coded. Residual data represents pixel differences between the original block to be
coded and the predictive block. An inter-coded block is encoded according to a motion
vector that peints 1o a block of reference samples forming the predictive block, and the
residual data indicating the difference between the coded block and the predictive block.
An intra-coded block is encoded according to an intra-coding mode and the residual
data. For further compression, the residual data may be transformed from the pixel
domain to a transform domain, resulting in residual wransform coefficients, which then
may be quantized. The quantized transform coefficients, mitially arranged in a two-
dimensional array, may be scanned in order to produce a one-dimensional vector of
transform cocfficients, and entropy coding may be applied to achieve even more

COMPression.

SUMMARY
160466] Aspects of this disclosure are directed to techniques for applying supplemental
enhancement layer (SED) messages that are defined in the High Efficiency Video
Coding (HEVC) standard in a multi-layer context. For example, the techniques of this
disclosure may include changes to and/or constraints for a varicty of SEI message
syntax set forth in HEVC to be applied in multi-layer video coding, e.g., using
extensions to the HEVC standard such as a Multi-view Video Coding extension to
HEVC (MV-HEVC) or 3 Scalable Video Coding (SVC) extension to HEVC (SHVC).
In some mstances, the techuoiques may toprove computational efficiency and/or ervor
resilience of such multi-layer codecs.
(80671 In an example, a method of coding video data includes obtaining one or more
video coding layer {VCL) network abstraction fayer (NAL) units of an access unit and a
first layer of a multi-layer bitstream of video data, and only coding one or more nown-
VCL NAL units containing an SEI message applicable to the VCL NAL units of the
first layer together with the VUL NAL units of the first layer such that within the access
unit the bitstream does vot contain any coded pictures of any other layer of the mwilti-
fayer bitstream between the VCL NAL umits of the first layer and the non-VCL NAL
onits containing the SEL message applicable to the VCL NAL units of the first layer.
(8668} In ancther example, a device for coding video data includes a memory

configured to store at least a portion of a multi-layer bitstream of video data, and one or
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more processors configured to obtam one or more video coding layer (VCL) network
abstraction layer (NAL) units of an access unit and a first layer of the multi-layer
bitsiream of video data, and only code one or more non-YCL NAL units containing an
SEI message apphicable to the VCL NAL units of the first layer together with the VUL
NAL units of the first layer such that within the access unit the bitstream does not
contain any coded pictares of any other layer of the multi-layer bitstream between the
YCL WAL units of the first layer and the non-VCL NAL units containing the SEI
message applicable to the VCL NAL umnits of the fust fayer,

16045] In another exarople, an apparatus for coding video data inclades means for
obtaining one or more video coding layer (VCL) network abstraction layer (NAL) units
of an access unit and a first layer of a multi-layer bitstream of video data, and means for
only coding one or more non-VCL NAL units containing an SET message applicable to
the VCL NAL units of the first layer together with the VCL NAL units of the first layer
such that within the access unit the bitstream docs not contain any coded pictures of any
other layer of the multi-layer bitstream between the VCL NAL units of the first layer
and the non-VCL NAL units containing the SEI message applicable to the VCL NAL
vnits of the first layer.

(8018} In another cxample, a non-transifory compuicr-readable medium has instructions
stored thercon that, when executed, cause one or more processors 1 obtain one or more
video coding layer (VCL) network abstraction layer (NAL) units of an access unit and a
first layer of a multi-layer bisiream of video data, and only code one or more son-VCL
NAL units containing an SEI mossage applicable to the VCL NAL units of the first
fayer together with the VCL NAL units of the first layer such that within the access unit
the bitstream does not contain any coded pictures of any other layer of the multi-layer
bitsiream between the VCL NAL units of the first layer and the non-VCL NAL uniis
comtaining the SEI message applicable to the VCL NAL units of the first layer.

(8011} In another example, a method of coding video data includes coding one or more
non-video coding layer {(VCL) network abstraction layver (NAL) units of a layer of a
multi-fayer bitstream, wherein the one or more non-VCOL NAL units contain a decoded
picture hash SEI message, and determining a set of layers of the multi-laver bitstream to
which the decoded picture hash SEI message is applicable based on a layer identifier of

the one or more non-VUL NAL units containing the decoded picture hash SEI message.
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16612} In another example, a device for coding video data includes a memory
configured to store at least a portion of & multi-layer bitstream, and one or more
processors configured to code one or more non-video coding layer (VCL) network
abstraction layer (NAL) units of a layer of a multi-layer bitstream, wherein the one or
more non-YVCL MAL units contain & decoded pictare hash SEY message, and determine
a set of tayers of the multi-layer bitstream to which the decoded picture hash SEI
message is applicable based on a layer identifier of the one or more non-VCL NAL
units containing the decoded picture hash SEI message.

16013} In another cxample, an apparatus for coding video data includes means for
coding one or more non-video coding layer (VCL) network abstraction layer (NAL}
vnits of a layer of a owmiti-layer bitstream, wherein the one or more non-VCL NAL units
contain a decoded picture hash SEI message, and means for determining a set of layers
of the mult-layer bitstream to which the decoded picture hash SEI message is
applicable bascd on a layor identifier of the one or more non-VCL NAL units containing
the decoded picture hash SEI message.

16014} In another cxarple, a non-transitory computer-readable medium has instructions
stored thereon that, when executed, cause gne or more processors to code one or more
non-video coding layer (VCL) network abstraction layer (NAL) units of a layer of 2
multi-layer bitstream, wherein the one or more non-VCL NAL units contain a decoded
picture hash SEI message, and determine a set of layers of the molti-layer bitstream to
which the decoded picture hash SEI message is applicable based on a layer identifier of
the one or more non-YCL NAL units containing the decoded picture hash SEI message.
18618} In anocther example, a method of coding video data inchudes coding one or more
non-video coding layer (VCL) network abstraction layer (NAL) umits of a laver of 2
multi-layer biistream of video data, wherein the one or more non-VCL NAL units
comtain an SEI message baving an SEl payload type, and determining one or more
syntax values of the multi-layer bitstream to which the SET message applics based on
the SEI payload type.

16016} In another cxarople, a device for coding video data includes a momory
configured to store a layer of a multi-layer bitstream, and one or more processors
configured to code one or more non-video coding layer (VCL) network abstraction layer
{MNAL) units of 3 layer of a multi-layer bitstream of video data, wherein the one or more

non-VCL NAL units contain an SEF message having an SEI paylead type, and
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determine one or more syntax values of the ouilti-layer bitstream to which the SEI
message applies based on the SEI payload type.

(8017} In another example, an apparatus for coding video data includes means for
coding one or more nou-video coding layer (VCL) notwork abstraction layer (NAL)
umits of a layer of @ multi-layer bitstream of video data, wherein the one or more non-
VCL NAL units contain an SEI message having an SEI payload type, and means for
determining one or more syntax valoes of the multi-layer bitstream to which the SEI
message applics based on the SEI payload type.

16018} In another cxarple, a non-transitory computer-readable medium has instructions
stored thereon that, when executed, cause gne or more processors to code one or more
non-video coding layer (VCL) network abstraction layer (NAL) units of a layer of 2
multi-layer bitstream of video data, wherein the one or more non-VCL NAL units
contain an SEI message having an SEI payload type, and determine one or more syntax
values of the mukii-layer bitstrean to which the SEI message appiics based on the SEI
payload type.

18619} The details of one or more examples of the disclosure are set forth in the
accompanying drawings and the description below. Other features, objects, and

advantages will be apparent from the description, drawings, and claims.

BRIEF DESCRIPTION OF DRAWINGS

(68026} FIG. 1 1s a block diagram illustrating an example video encoding and decoding
system that may utilize the technigues described in this disclosure.

18621} FIG. 2 is a block diagram illustrating an example video encoder that may
implement the techniques described in this disclosure.

16622} FIG. 3 1s a block diagram illustrating an example video decoder that may
implement the techniques described in this disclosure.

(8023} FIG. 4 is a block diagram illustrating one example of an encapsulation unit in
which one or more aspects of this disclosure could be miplemented.

(8024} FIG. S 18 a block diagram llustrating one example network in which one or
more aspects of this disclosure could be implemented.

16028} FIG. 6 1s a flow diagram illustrating an exarople operation of a video processing
device configured to code an SEY message in accordance with various aspects of the

techniques deseribed in this disclosure.
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16626} FIG. 7 1s a flow diagram illustrating another example operation of a video
processing device configured to code an SEI message in accordance with varicus
aspects of the techniques described in this disclosure.

(8027} FIG. 8 is a tlow diagram illustrating another example operation of a video
processing device configured to code an SEI message in accordance with various

aspects of the techniques described in this disclosure.

DETAILED DESCRIPTION
18628 This disclosure includes technigues for applying supplemental enhancement
layer (SET) messages that are defined in the High Efficiency Video Coding (HEV(C)
standard in a nulti-layer context. In some instances, the techniques may be performed
with nuhti-layer extensions to the HEVC standard such as a Multi-view Video Coding
extension to HEVC (MV-HEVC) or a Scalable Video Coding (SVC) extension to
HEV (SHVCY, as noted below, The techniques of this disclosure, however, are not
fimited to any particular video coding standard, and may also or aliernatively be used
with other extensions to HEVC, other multi-view coding standards and/or other multi-
layer video standards. In addition, techniques of this disclosure, as described below,
may be applied fndependently or in combination.
(68028} A “layer” of video data may generally refer to a sequence of pictures having at
feast one common characteristic, such as a view, a frame raie, a resolution, or the like.
For example, a layer may include video data associated with a particular view {e.g.,
perspective) of multi-view video data. As another example, a layer may include video
data associated with a particular layer of scalable video data. Thus, this disclosure may
imterchangeably refer to a layer and a view of video data. That is, a view of video data
may be referced to as a layer of video data, and vice versa, and a plurslity of views or 2
plurality of scalable layers may be reforred to, in a stmilar maunner, as multiple layers,
e.g., m a multi-layer coding system. In addition, a nulti-layer codec {also referred to as
a multi-fayer video coder or muldti-layer encoder-decoder) may refer to 2 multi-view
codec or a scalable codec {e.g., a codec configured to encode and/or decode video data
using MV-HEVC, SHVC, or another multi-layer coding technique).
[6038] A molti-layer bitstream may inclode a base laver and one or more non-base
layers, e.g., in SHVC, or a plorality of views, e.g., m MV-HEVC. In a scalable

bitstream, the basc layer may typically have a layer identifier that is equal 1o zero. A
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non-base layer may have a layer identifier that is greater than zevo, and may provide
additional video data that is not incloded in the base layer. For example, a non-base
ayor of nuulti-view video data may include an additional view of video data. A non-
basc layer of scalable video data may include an additiona! layer of scalable video data.
A non-base layer may be interchangeably referred to as an enhancement layer.

{88311 An access unit (sometimes abbreviated as AU} of a multi-laver bitstreant is,
generally, a unit of data including all layer components {c.g., all network abstraction
fayer (NAL) units) for a common temporal instance. The layver compounents of an access
unit are typically intended to be output together (i.e., output substantially
simultancouosly ), where outputting a picture generally involves transferring pictures
from a decoded picture buffer (DPB) {(e.g., storing pictures from the DPB 1o an cxtomal
memory, sending the pictuves from the DPB to a display, or the hike).

(80321 A bitstream containing an encoded representation of video data may mehude a
series of notwork abstraction layer (NAL)Y units. A NAL unit may be a syniax structure
containing an indication of the type of data in the NAL unit and bytes containing that
data in the form of a raw byte sequence payload (RBSP) interspersed as necessary with
emulation prevention bits. The NAL onits may nchide video coding layer (VCL) NAL
vnils gnd non-VCL NAL units, The VCL NAL units may include coded slices of
pictures. A non-VCL NAL unit may encapsulate a video parameter set (VPS), 2
sequence parameter set (SPS), a picture parameter set (PPS), one or more supplemental
enhancement information (SEI) messages, or other types of data.

16033) NAL untis of the bitstrean may be associated with different layers of the
bitstream. fn SHVC, as noted above, the layers other than a base layer may be referred
to as “enhancement layers” and may include data that improve the quality of playback
of the video data. In multi-view coding and 3-dimensional video (3DV) coding, such as
MV-HEV, the layers may include data assoeciated with ditferent views. Each layer of
the bitstream 1s associated with a different layer wdentifier,

18434} In addition, NAL units may include temporal identificrs. Each operation point
of a bitstream has 2 set of layer identifiers and a tomporal identifier. 1fa NAL untt
specifies a layer identificr in the set of laver identifiers for an operation point and the
temporal identifier of the NAL unit 1s less than or equal to the temporal identifier of the

operation point, the NAL unit is associated with the operation point.
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166358} The SEY mechanism supported in both H.264/AVC and HEVC enables video
encoders to include sach metadata in the bitstream that s not required for correct
decoding, by a video decoder or other device, of the sample values of the cutput
pictures, but can be used for various other purposes, such as picture output timing,
displaying, as well as loss detection and concealment. A NAL onit that encapsulates
one or more SET messages is referred to herein as a SEINAL unit. One type of SEI
essage is a scalable nesting SE] message. A scalable nesting SEI message is an SER
message that contains one or more additional SEI messages. The scalable nesting SEX
message may be used to indicate whether an SEI message applies to particular layers or
temporal sub-layers of a multi-layer bitstream.  An SET message that is not contained in
scalable nesting SEI message is referred 1o herein as a non-nested SEI message.
68036} Certain types El messages contain information that is only applicable to
particular operation points. An operation point of a bitstream is associated with a set of
layer identificrs and a temporal identificr. An operation point representation may
nclude each NAL unit that is associated with an operation point. An operation point
representation may have a different frame rate and/or bit rate than an oniginal bitstream.
This is because the operation point representation may not include some pictures and/or
some of the data of the original bitstream.
68037} Buffering period SEI messages, picture timing SEI messages, and decoding unit
SEI messages may only be applicable to particelar operation points. Thues, in order to
use the information in such SEI messages, a video processor may determine which
operation points are applicable fo the SEI messages. Other types of SEI messages arc
only applicable to particular layers. Thus, in order to use the information in such 8
messages, the video processor may determine which layers are applicable to the SEI
Messages.
(8038} Generic use of HEVC SEI messages in the context of nulti-layver coding may
present several challenges. For example, as described in greater detail below, applymg
the SEI messages specified in HEVC to multipic layers may increasc complexity, create
syntax inconsistencies, and/or create other errors that cause a multi-layer video codec to
malfunction.
{8639} In some examples, the techniques of this disclosure may provide selutions to
esolve a variety of issues related to generic use of HEVC SEI messages. For cxample,

the technigues roay include applying constrauds on certain syntax cloments, such that a
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video encoder or video decoder automatically codes {or automatically determines,
without coding) values for the certain syntax elements based on characteristics of 8
multi-layer bitstrean.

[8048] FIG. 1 is a biock diagram illustrating an example video encoding and decoding
system 10 that may utilize the technigues described n this disclosure. As shown in
FIG. 1, system 10 includes a source device 12 that generates encoded video datato be
decoded at 2 later time by a destination device 14, Source device 12 and destination
device 14 may comprise any of a wide range of devices, including desktop computers,
notebook (i.e., laptop) computers, tablet computers, set-top boxes, telephone handsets
such as so-called “smart” phones, so-called “smart” pads, televisions, cameras, display
devices, digital media players, video gaming counsoles, video streaming device, ot the
like. In some cases, source device 12 and destination device 14 may be equipped for
wireless communication.

18841} Destination device 14 may receive the encoded video data to be decoded via a
fink 16. Link 16 maay comprise any type of medium or device capable of moving the
encoded video data from source device 12 1o destination device 14, In one example,
hink 16 may comprise a communication medium to enable source device 12 to transmit
encoded video data directly to destination device 14 o real-time. The encoded video
data may be modulated according to a communication standard, such as a wircless
communication protocol, and transmitted to destination device 14, The commumnication
medium may comprise any wireless or wired communication medinm, such as a radio
frequency (RF) spectrom or one or more physical transmission Hnes. The
commumnication medivm may form part of a packet-based network, such as a local area
network, a wide-area network, or a global network such as the Internet. The
communication medium may inclode routers, switches, base stations, or any other
equipment that may be useful to facilitate communication from source device 12 to
destination device 14.

18042} Alternatively, encoded data may be output from output interface 22 10 a storage
device 32. Similarly, encoded data may be accessed from storage device 32 by input
mterface. Storage device 32 may include any of a varicty of distributed or locally
accessed data storage media such as a hard drive, Blu-ray discs, DV, CD-ROMs,
flash memory, volatile or non-volatile memory, or any other suitable digital storage

media for storing encoded video data. In 2 further example, storage device 32 may
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correspond to a file server or another intermediate storage device that may hold the
encoded video generated by source device 12, Destination device 14 may access stored
video data from storage device 32 via streaming or download. The file server may be
any type of server capable of storing encoded video data and fransroifting that encoded
video data to the destination device 14, Example file servers include a web server {(e.g.,
for a website}, an FTP server, network attached storage (NAS) devices, or a local disk
drive. Destination device 14 may access the encoded video data through any standard
data connection, including an Internet connection. This may include a wireless channel
(e.g., & Wi-Fi connection), a wired conmection {e.g., DSL, cable modem, ¢tc.), ora
combination of both that is suitable for accessing encoded video data stored on a file
server. The transmission of encoded video data from storage device 32 may bea
streaming transmission, a download transmission, or a combination of both,

[8043] The technigues of this disclosure are not necessarily himited to wireless
applications or settings. The techniques may be applied {o video coding in support of
any of a varicty of multimedia applications, such as over-the-air television broadcasts,
cable television transmissions, satellite television transmissions, streaming video
transmissions, ¢.g., via the Internet, encoding of digital video for storage on a data
storage medium, decoding of digital video stored on a data storage medium, or other
applications. In some examples, system 10 may be configured to support one-way or
two-way video transmission to support applications souch as video streaming, video
playback, video broadcasting, and/or video telephony,

18044} In the cxample of FIG. 1, source device 12 includes a video source 18, video
encoder 20, encapsulation unit 21, and an output interface 22, In some cases, output
mterface 22 may include a modulator/demodulator (imodem} and/or a transmitter. In
source device 12, video source 18 may include a scurce such as a video capture device,
e.g., a video camera, a video archive containing previously captared video, a video feed
mterface 1o receive video from a video content provider, and/or a computer graphics
system for gencrating computer graphics data as the source video, or a combination of
such sources. As one example, if video source 18 15 a video camera, source device 12
and destination device 14 may form so-called camera phones or video phones.
However, the techniques described in this disclosure may be applicable to video coding

in general, and may be applied to wircless and/or wired applications.
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18848} The captured, pre-captured, or computer-generated video may be encoded by
video encoder 20. Encapsulation unit 21 may form one or more representations of the
multimedia content, where each of the representations may include one or more layers.
o some examples, video encoder 20 may encode each layer in different ways, e.g., with
different frame rates, different bit rates, different resolutions, or other such differences.
Thus, encapsudation unit 21 may form various representations having varioos
characteristics, ¢.g., bit rate, frame rate, resolution, and the like.

18046} Fach of the representations may correspond 1o respective bitstreams that can be
retrieved by destination device 14, Encapsulation unit 21 may provide an indication of
a range of view identifiers {view ids} for views included in each representation, e.g.,
within a media presontation description (MPD) data structure for the multiroedia
content. For example, encapsulation unit 21 may provide an mdication of a maximum
view identifier and a minimom view identifier for the views of a representation. The
MPD may turther provide indications of maximum numbers of views targeted for
output for cach of a plurality of representations of the multimedia content. The MPD or
data thereot may, in some examples, be stored in a manifest for the representation(s).
{8647} The encoded video data may be transmitted directly to destination device 14 via
output interface 22 of source device 12. The encoded video data may also {or
alternatively} be stored onto storage device 32 for later access by destination device 14
or other devices, for decoding and/or playback.

18048} Destination device 14 includes an input interface 28, decapsulation unit 29, a
video decoder 30, and a display device 31, In some cases, input mterface 28 may
mchide a receiver and/or a modern. Tnput interface 28 of destination device 14 receives
the encoded video data over link 16, The encoded video data communicated over link
16, or provided on storage device 32, may include a variety of syntax clements
generated by video encoder 20 for use by a video decoder, such as video decoder 30, in
decoding the video data. Such syntax elements may be included with the encoded video
data transmitted on a communication medium, stored on a storage medium, o stored on
a file server.

16045} Decapsulation unit 29 of destination device 14 may represent a vmit that
decapsulates SEI messages from a bitstream (or a subsct of a bitstream, referred to as an

operation point in the context of multi-layer coding). Decapsulation unit 29 may
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perform operations i an order opposite to those performed by encapsulation umit 21 to
decapsulate data from the encapsulated encoded bitstream, such as SEI messages.
[8058] Display device 31 may be integrated with, or external to, destination device 4.
o some examples, destination device 14 may include an integrated display device and
also be contigured to interface with an external display device. In other examples,
destination device 14 may be a display device. In general, display device 31 displays
the decoded video data to a user, and may comprise any of a variety of display devices
such as a liquid crystal dispiay (L.CI), a plasma display, an organic light cnattting diode
(OLED) display, or another type of display device.

(8851} Video encoder 20 and video decoder 30 each may be implemented as any of a
variety of suttable encoder circutiry, such as one or more mricroprocessors, digital signal
processors {DSPs), application specific integrated circuits (ASICs), field programmable
gate arrays (FPGAs), discrete logic, software, hardware, firmware or any combinations
thereof. When the techuiques are tplemented partially in software, a device may store
instructions for the software in a suitable, non-transitory computer-readable medium and
execute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Each of video encoder 20 and video decoder 30 may be
included in one or more encoders or decoders, cither of which may be futegrated as part
of a combined encoder/decoder (CODEC) n a respective device.

(86521 Although not shown in FIG. 1, in some aspects, video encoder 20 and video
decoder 30 may each be integrated with an audio encoder and decoder, and may include
appropriatc MUX-DEMUX units, or other hardware and sefitware, to bandle encoding
of both andio and video in a common data stream or separate data streams. [f
applicable, in some examples, MUX-DEMUX units may conform to the [TU H.223
multiplexer protocol, or other protocols such as the user datagram protocol (UDP).
(8053} This disclosure may generally refer to video encoder 20 “signaling” certain
mformation to another device, such as video decoder 30, The term “signaling” may
generally refer to the communication of syntax elements and/or other data used to
decode the compressed video data. Such coranwmication may ocour o real- or near-
real-time. Alternately, such compmmication may occur over a span of time, such as
might occur when storing syntax elements {0 a computer-readable storage medinm in an
encoded bitstream at the time of encoding, which then may be retrieved by 2 decoding

device at any time after being stored to this mediom.
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16634} In some examples, video encoder 20 and video decoder 30 operate according to
a video compression standard, such as ISO/IEC MPEG-4 Visual and ITU-T H.264 (also
kaown as ISO/IEC MPEG-4 AVC), including 1is Scalable Video Coding (SVC)
extension, Multiview Video Coding (MVC) extension, and MV C-based 3DV extension.
In other examples, video encoder 20 and video decoder 30 may operate according to the
High Efficiency Video Coding (HEVC) developed by the Joint Collaboration Team on
Video Coding (JCT-VC) of ITU-T Video Coding Experts Group {(VCEG) and ISG/IEC
Maotion Picture Experts Group (MPHG). A draft of the HEVC standard s described in
ITU-T H.268, High Efficiency Video Coding, April, 2014 and Wang et al,, “High
Efficiency Video Coding (HEVC) defect report 3,7 Joint Collaborative Team on Video
Coding QCT-VC) of ITU-T SG16 WP3 and ISQ/IEC JTCU/SC29/WG 1, document
JCTVC-P1003_vi, 16" Meeting, San Jose, Jan. 2014Wang et al., “High Efficiency
Video Coding (HEVC) defect report 3,7 Joint Collaborative Team on Video Coding
(JCT-VCy of ITU-T 8G16 WP3 and ISO/IEC JTCY/SC29/WG1, document JCTVC-
P1003_vi, 16" Mecting, San Jose, Jan, 2014, which provides a third defoct report for
HEVC Version 1.

{8653} Furthermore, there are ongeing efforis to produce scalable video coding, multi-
view coding, and 3DV extensions for HEVC. The scalable video coding extension of
HEVC may be referred to as SHEVC, A recent Working Draft (WD) of SHVC
{referred to as SHVC WD35 or the current SHVC WD hereinafier), is described in Chen
ot al., “High Efficiency Video Coding (HEV() scalable extension draft 5,7 Joint
Collaborative Team on Video Coding (JUT-VC) of TTU-T 8G 16 WP3 and ISO/EC
ITCUSC29/WG1 L, document JCTVC-P10G8_v4, 16" Meeting, San Jose, Jan. 2014, A
recent Working Draft (WD) of MV-HEVC (referred to as MV-HEVC WD7 or the
current MV-HEVC WD hereinafier) is described in Tech et al, “MV-HEVC Draft Text
7,7 Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T SG16 WP3 and
ISOMRC JTCH/SC29/WG1 L, document JCTVC-G1004_v7, 16™ Meeting, San Jose, Jan.
2014,

18056] In HEVC and other videe coding specifications, a video sequence typically
mchides a series of pictures. Pictures may also be referred to as “frames.” A picture
may nclude three sample arrays, denoted 51, Sy, and S¢. Sp 15 8 two-dimensional
array (1.¢., a block) of luma samples. Sc, 15 & two-dimensional array of Cb chrominance

samples. Sy is a two-dimensional array of Cr chrominance samples. Chrominance
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samnples may also be referred to herein as “chroma” samples. In other instances, a
picture may be monechrome and may only inclade an array of huna samples.

{8057} To gencraic an encoded representation of a picture, video encoder 20 may
generate a set of coding tree units (CTUs), Fach of the CTUs may comprise a coding
tree block of luma samples, two corresponding coding tree blocks of chroma samples,
and syntax structures used to code the samples of the coding tree blocks. In
monochrome pictures or pictures having three separate color planes, a CTU may
comprise a single coding tree block and syntax structures used to code the samples of
the coding tree block. A coding tree block may be an NN block of samples. A CTU
may also be referred to as a “tree block” or a “largest coding vmit” (LCU), The CTUs of
HEVC may be broadly analogous to the macroblocks of other standards, such as
H.264/AVC. However, a CTU is not necessarily Hnited to a particular size and may
include one or more coding units (CUs). A shice may include an integer manber of
CTUs ordered consecutively in a raster scan order,

18058} To generate a coded CTU, video encoder 20 may recursively perform quad-tree
partitioning on the coding tree blocks of 8 CTU to divide the coding tree blocks into
coding blocks, hence the name “coding tree units.” A coding block may be an NxN
block of samples. A CU may comprise a coding block of luma samples and two
corresponding coding blocks of chroma samples of a picture that has a luma sample
array, a Cb sample array, and a Cr sample array, and syntax stractures used to code the
sampics of the coding blocks. In monochrome pictures or picturcs having three separate
color planes, a ClJ may comprise a single coding block and syntax structures used to
code the samples of the coding block.

{8659} Video encoder 20 may partition a coding block of a CU into one or more
prediction blocks. A prediction block is a rectangular (1.2, square or non-square) block
of samples on which the same prediction s applied. A prediction unit (PU) of a CU
may comprise a prediction block of luma samples, two corresponding prediction blocks
of chroma samples, and syniax structures used {o predict the prediction blocks. In
monochrome pictures or pictures having three separate color planes, a PU may comprise
a single prediction block and syntax structuves used to predict the prediction block.
Video encoder 20 may generate predictive huma, Cb, and Cr blocks for luma, Chb, and Cr

prediction blocks of cach PU of the CUL
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16068] Video encoder 20 may use intra prediction or inter prediction to generate the
predictive blocks for a PU. H video encoder 20 uses intra prediction to generate the
predictive blocks of a PU, video encoder 20 may generate the predictive blocks of the
PU based on decoded samples of the picture associated with the PU. I video encoder
290 uses inter prediction to generate the predictive blocks of a PU, video encoder 206 may
generate the predictive blocks of the PU based on decoded samples of one or more
pictures other than the picture associated with the PU.

18061} After vidoo encoder 20 generates predictive luma, Ch, and Cr blocks for one or
more PUs of a CU, video encoder 20 may generate a huma residual block for the CU.L
Each sample in the CU’s huma residual block indicates a difference between a loma
sanpie i one of the CU’s predictive luma blocks and a cotresponding saraple in the
CU’s original luma coding block. In addition, video encoder 20 may generate a Ch
residual block for the CU. Each sample n the CU7s Cb residual block may indicate a
difference between a Cb sample in one of the CU’s predictive Cb blocks and a
corresponding saraple 1n the CU’s original Cb coding block. Video encoder 20 may
also generate a Cr residual block for the CU. Hach sample in the CU’s Cr vesidual block
may tndicate a difference between a Cr sample in one of the CU’s predictive Cr blocks
and a corresponding sanmple in the CU7s original Cr coding block.

8062} Furthermore, video encoder 20 may use quad-tree partitioning to decompose the
tama, Ch, and Cr residual blocks of a CU inio one or more huma, Cb, and Cr transform
blocks. A transform block is a rectangular {e.g., square or non-square) biock of samples
on which the same transform is applied. A transform unit (TU) of a CU may comprisc a
transtorm block of hima samples, two corvesponding transform blocks of chroma
samples, and syntax structares vsed to transform the transform block samples. Thus,
cach TU of a CU may be associated with a huma transform block, a Cb transform block,
and a Cr transform block. The luma transform block associated with the TU may be g
sub-block of the CU’s tuma resichual block. The Cb transform block may be a sub-block
of the CU's Cb residual block. The Cr transform block may be a sub-block of the CU’s
Cr residual block. In monochrome pictures or pictures having three separate color
plancs, a TU may comprise a single transform block and syntax structures used to
transform the samples of the transform block.

18063} Video encoder 20 may apply one or more transforms to a luma transform block

of a TU to generate a luma cocflicicnt block for the TU. A coefficient block may be 2
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two-dimensional array of transform coefficients. A transform coetficient may be a
scalar quantity. Video encoder 20 may apply one or more transforms to a Cb transform
block of a TU to generate a Cb cocfficient block for the TU. Video encoder 20 may
apply one or more fransforms to a Cr transform block of a TU to generate a Cr
coefficient block for the TUL

[8064] After generating a coefficient block (e.g., a luma coefficient block, a Ch
coefficient block or 8 Cr cocfficient block), video encoder 20 may quantize the
coefficient block. (uantization generally refers to a process in which transform
coefficients are quantized to possibly reduce the amount of data used 1o represent the
transform coefficients, providing further compression. After video encoder 20 quantizes
a coefticicnt block, video encoder 20 may entropy encode syntax clements indicating
the quamtized transform coctficients. For example, video encoder 20 may perform
Context-Adaptive Binary Arithmetic Coding {CABAC) on the syntax clements
indicating the quantized transform cocfficients.

18065] Video encoder 20 may output a bitstream that includes a sequence of bits that
forms a representation of coded pictures and associated data. The bitstream may
comprise a sequence of network abstraction layer (NAL) units. A NAL unit is a syntax
structure containing an indication of the type of data in the NAL unit and bytes
containing that data in the form of a raw byte sequence payvload (RBSP) interspersed as
necessary with emulation prevention bits. Each of the NAL onits includes a NAL unit
header and encapsulates a RBSP. The NAL unit header may include a syntax element
that indicates a NAL unit type code. The NAL unit type code specified by the NAL unit
header of a NAL unit indicates the type of the NAL vnit. A RBSP may be a syntax
struchure containing an integer nomber of bytes that is encapsulated within a NAL onit.
In some instances, an RBSP includes zero bits,

[8066] Different types of NAL units may encapsulate differont types of RBSPs. For
example, a first type of NAL unit may encapsulate an RBSP for a picture parameter sct
{PPS), a second type of NAL unit may cuncapsulate an RBSP for 3 coded shice, a third
type of NAL unit may encapsulate an RBSP for SEI and so on. NAL units that
encapsitiate RBSPs for video coding data (as opposed to RBSPs for parameter sets and
SEI messages) may be referred to as video coding layer (VCL) NAL units.

18667} Video decoder 30 may receive a bitstream generated by video encoder 20, In

addition, video decoder 30 may parse the bitstream 1o obtain syntax cloments from the
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bitstream. Video decoder 30 may reconstruct the pictures of the video data based at
least in part on the syntax elements obtained from the bitstream. The process to
reconstruct the video data may be generally reciprocal to the process performed by
video encoder 20. In addition, video decoder 30 moay mverse quantize coefficiont
blocks associated with TUs of a current CUL Video decoder 30 may perform inverse
transforms on the coefficient blocks to reconstruct transform blocks associated with the
Ths of the current CU. Video decoder 30 may reconstruct the coding blocks of the
current CUJ by adding the samples of the predictive blocks for PUs of the current CU to
corresponding samples of the transform blocks of the TUs of the current CUL By
reconstructing the coding blocks for cach CU of a picture, video decoder 30 may
reconstruct the picture.

[8068] In multi-view coding, there may be multiple views of the same scene from
different viewpaints, As noted above, an access unit includes a set of pictures that
correspond to the same time instance. Thus, video data may be conceptualized as a
series of access units occuTing over time. A “‘view component” may be a coded
representation of 4 view in a single access unit. 1o this disclosure, a “view” may refer to
a sequence of view components associated with the same view identifier. Example
types of view components include texture view compouerds and depth view
components.

(88681 Multi-view coding sepports inter-view prediction. Inter-view prediction is
similar to the inter prediction used in HEVC and may use the same syntax elements.
However, when a video coder perforras inter-view prediction ou a current video unit
{such as a PU), video encoder 20 may use, as a reference picture, a picture that 1s in the
same access unit as the current video unii, but in a different view. In conirast,
conventional inter prediction only uses pictures in different access units as reference
pictures.

(88781 In multi-view coding, a view may be referred to as a “base view” if a video
decoder {e.g., video decoder 30} can decode pictures in the view without reference to
pictures in any other view. When coding a picture in one of the non-base views, a video
coder (such as video encoder 20 or video decoder 30) may add a picture into a reference
picture Hst if the picture is in a different view but within a same time instance (i.c.,

access unit) as the picture that the video coder is currently coding. Like other inter
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prediction reference pictures, the video coder may insert an inter-view prediction
reference picture at any position of 8 reference picture list.

(8071} The SEI mechanism supported in both H.264/AVC and HEVC enables video
encoders (e.g., video encoder 20) to fuchude such metadata n the bitstream that is not
vequired for correct decoding of the sample values of the output pictures, but can be
used for various other purposes, such as picture sutput timing, displaying, as well as
foss detection and concealment. Video encoder 20 may use SEI messages to include, in
the bitstream, metadata that is not required for correct decoding of the sample values of
pictures. However, video decoder 30 or other devices may use the metadata included in
SEI messages for various other purposes. For example, video decoder 30 or another
device may use the metadata ju SEI messages for picture output tinding, picture
displaying, loss detection, and error conceabment.

(86721 Video encoder 20 may inchide one or more SEI NAL units in an access unit. In
other words, any nomber of SEI NAL units may be associated with an acceoss unit.
Furthermore, each SELNAL unit may contain one or more SEl messages. That is, video
encoders can include any nurmnber of SEI NAL units in an access unit, and each SEI
MNAL unit may contain one or more SEI messages. A SEINAL unit may inchude a NAL
unit header and a payload. The NAL unit beader of the SEY NAL unit includes at least 2
first syntax element and a second syntax element. The first syntax element specifics a
layer identifier of the SEI NAL unit. The second syntax clement specifies a temporal
identificr of the SEI NAL unit.

1647731 A nested SEY message refors to an SEF message that is contained in a scalable
nesting SEf message. A non-nested SEY message refers to an SEF message that is not
contained in a scalable nesting SEI message. The payload of the SEI NAL unit may
comprise a nested SET message or a non-nested SEI message.

(8074} The HEVC standard describes the syntax and semantics for various types of SEI
messages. However, the HEVC standard does not describe the handling of the SEI
messages because the SEI messages do not affect the normative decoding process. Gue
reason to have SEL messages in the HEVC standard is to enable supplemental data being
mterpreted identically n different systems using HEVC. Specifications and systems
using HEVC may require video encoders to generate certain SEI messages or may

define specific handiing of particular types of received SET messages.
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16675} Table 1, below, lists SET messages specified in HEVC and briefly describes their

purposes:

TABLE 1 - Overview of SEl messages

SET message

Paurpose

Buffering period

Initial delays for hypothetical reference decoder (HRD)

operation

Picture timing

Picture output time and picture/sub-picture removal time for

HRD operation, as well as picture stracture related information

Pan-scan rectangle

Displaying at 2 different picture aspect ratio (PAR) than the

PAR of the ouiput pictures

Filler payload

Adjusting the bitrate to meet specific constraints

User data registere
User data

unregistered

SEI messages to be specified by external entitics

Recovery point

Additional information for clean random access. Gradual

decoding refresh.

Scene information

Information about scene changes and trapsitions

Foll-frame snapshot

Indication to label the associated decoded pictire as a still-image

snapshot of the video content

Progressive

refinement segment

Indicates that cortain consceutive pictures represent a
progressive refinement of the quality of a picture rather than a

moving scenc

Film grain

characteristics

Enables decoders to synthesize film grain

Dieblocking filter

display preference

Recommends whether or not displayed pictures should undergo

the m-loop deblocking fiker process

Post-filter hint

Provides suggested post-filter coetficients or correlation

information for post-filter design

Tone mapping

mformation

Remapping to another color space than that used or assumed in

encoding

Frame packing

arrangement

Packing of stereoscopic video into an HEVC bitstream
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Display orientation

Specifies flipping and/or rotation that should be applied to the

output pictures when they are displayed

Stracture of pictures

description

Describes the temporal and inter prediction structure of the

bitstream

Decoded picture hash

Checksum of the decoded picture, which may be used for error

detection

Active parameter sots

Provides information on of active VPS8, SPS, ctc.

Decoding unit

jntormation

Sub-picture removal time for HRD operation, as well as

decoding unit index

Temporal level zero

jndex

Provides temporal level zere index values

Scalable nesting

Provides a mechanism to nest SEY messages for association to

different operation points and layers

Region retresh

information

Provides information on refreshed and non-refreshed region for

gradual decoding refresh

16676} One potential issue with using HEVC SEI messages 1n a multi-layer context is

that an SEI NAL unit containing an SEI message that applics to a layer with a layer

identifier (c.g., as identified by a nuh_layer id syntax clement of the bitstream) that is

equal to a tirst layer (layerldA for purposes of example) is permitted to follow a VCL

NAL umit of a picture with a layer identifier (noh layer id) that is greater than the first

tayer (fayerldA) within an access unit (AU) that coniains pictures of the layvers. For

exaraple, an SEI message moay be separated 1o the bitstream from the picture using the

SEI message.

{8677} In an example for purposes of tllustration, an access unit may inchide a first

picture of a first layer of a multi-layer bitstream and a second picture of a second layer

of a multi-layer bitstream.  In some fnstances, an SE1 message that 15 applicable to the

first picture of the fivst layer may be included with the NAL units associated with the

second layer. 1f an SEFNAL unit is permitted to be included with other layers of video

data, video encoder 20 and/or video decoder 30 may have to extract the SEI NAL unit

from the other layers and store the message prior to coding the access vmit.

[8678] According to a first aspect of this disclosure, an SEI NAL unit containing an SEI

message that applies to a layer with a layer identifier (nuh laver id) thatis equaltoa
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first layer (layeridA) is disallowed to follow any VCL NAL umnit as well as s
associated non-VCL NAL units of a picture with a layer identifier (noh layer id) thatis
greater than the first layer (fayerldA) within the access unit. For example, according to
aspects of this disclosure, placement of SEI NAL units may be constrained such that an
SETNAL umit is together with the layer (or layers) to which the SEI NAL unit applies in
the multi-layer bitstream.

188791 In the cxample above, video encoder 20 and/or video decoder 30 may only code
one of more non- Y CL NAL units containing an SEI message applicable to VCL NAL
units of a first layer together with the VCL NAL units of the first laver {e.g.,
suaccessively code the SEI NAL unit and VCL NAL units), such that the bitstream does
not contain any coded pictures of any other layer of the nwilti-layer bitstream between
the VCL NAL units of the first layer and the non-VCL NAL anits containing the SEI
message applicable to the VCL NAL units of the first layer. In some instances, having
the SEI NAL unit together in a multi-layer bitstream with the pictures in the layers to
which the SET NAL unit applics may be beneficial, e.g., in nvnumizing storage or
transmission overhead when storing and transmitting associated NAL units together,
For example, by keeping the non-VCL and VCL NAL units to which the non-VCL
NAL units apply together in the bitstream, video encoder 20 and/or video decoder 30
may not have to locate and fetch the non-VCL NAL units from memory prior to coding
the VCL NAL units.

18088] A second potential issue with using HEVC SEI messages in a multi-layer
context is that a sct of apphicable layers of a multi-layer bitstream to which a decoded
picture hash SEI message 1s not clearly specified in the HEVC standard. The decoded
picture hash SEI message provides a checksum derived from the sample values of a
decoded picture. The decoded picture hash message may be used for detecting whether
a picture was correctly received and decoded.

(88811 According to a second aspect of this disclosure, the set of applicable lavers of a
decoded picture hash SEI message may be specified to be the layer with the layer
identificr (nuh layer id) that is equal to the layer identiticr (ouh_layer id) of the SEI
MNAL unit containing the SEI message and the decoded picture hash SEI message is not
permitted to be nested. For example, according to aspects of this disclosare, video
encoder 2{} and/or video decoder 30 may only code one decoded picture hash SEI

message in an SEI NAL unit as a novn-nested SEI message and the decoded picture hash
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SEI message only apphics to the layer that has the same layer identifier (nub_layer id)
of the SEI NAL unit that containg the SEI message.

(8682} In the example above, video encoder 20 and/or video decoder 30 may code one
or more non-YCL NAL uoits (e.g., SEI NAL units) containing a decoded picture hash
SEI message, and determine a st of layers of the nualti-layer bitstream to which the
decoded picture hash SEI message is applicable based on a layer identifier of the one or
more non-VTL NAL units containing the decoded picture hash SEI message. Video
encoder 20 and/or video decoder 30 may code one or more syntax clements that indicate
the layer identifier for the SEI NAL unit, such as a nuh_layer id syntax element, such
that determining the set of layers is based on the syntax element. The techniques may,
in some instances, increase orror resilisnce and/or reduce storage overhead associated
with decoded picture hash SET messages in multi-layer coding.

(80831 A third potential issue with using HEVC SEI messages in a multi-layer content
is that the set of applicable layers of an active parameter sets SEF message is not clearly
specified in the HEVC standard. The active parameter sets SHI message indicates
which VPS is active for the VCL NAL anits of the access unit associated with the SEI
message. The SEI message may also provide mnformation on which SPS is active for
the VCL NAL units of the access unit associated with the SEI message, and other
mformation related to parameter sets. For example, the SEf message may inchide an
mdication of whether fisll random accessibility is supported (e.g., when supported, all
parameter sets needed for decoding of the remaining pictures of the bitstream when
random accessing from the beginning of the current coded video sequence by
completely discarding all access units earhier in decoding order are present in the
rematning bitstream and all coded pictures in the remaining bitstream can be correctly
decoded), or whether there is no parameter set within the corrent coded video sequence
that updates another parameter set of the same type preceding in decoding order {c.g., an
update of a parameter set refers to the use of the same parameter set identifier, but with
some other parameters changed).

16084} According to a third aspect of this disclosure, an active parameter sets SEI
message is defined to apply to all layers in the bitstream.  In addition, the active
parameter sets SEI message is constrained from being nested. In this example, video
encoder 2{} and/or video decoder 30 may code one or more non-VCL NAL units of a

multi-layer bitstream that contain an active parameter sots SEL message, and determine



WO 2015/148550 PCT/US2015/022303
23

that the active parameter scts SEI message is applicable to all layers of the multi-layer
bitstream based on the one or more non-VCL NAL units containing the active parameter
sct SEi message. For example, video encoder 20 and/or video decoder 30 may
automatically derive that the active parameter sets SEI message applies 1o all layers of
the multi-layer bitstream by virtue of coding the active parameter sets SEl message. In
some instances, the technigues may reduce the complexity associated with active
parameter sets SEi messages in nhti-layer coding.

1608S] A fourth potential issue with using HEVC SEI messages in a multi-layer confext
is that when a frame_field nfo_present flag syntax clement 15 equal to one for a picture
tming information SE1 message, nested or non-nested, the set of applicable layers is not
clearly specified for the frame-ficld information carried in the syntax clements
pic_struct, source_scan_type, and duplicate flag. For example, a

frame field imfo present flag syntax clement that is equal to one specifies that picture
timing SEI messages are present for every picture and inciude the pic_struct,

source scan_type, and duplicate flag syntax clemeunts. In general, the pic_struct syntax
clement indicates whether a picture should be displayed as a frame or as one or more
fields, the source_scan_ type syntax element indicates a scan type (e.g., progressive,
interlaced, or unknown), and the duplicate flag syotax clement indicates that the current
picture is indicated to be a duplicate of a previous picture in output order.

[8886] According to a fourth aspect of this disclosure, when the
frame_ficld info present flag syntax clement is equal to one for a picture timing
information SEI message, nested or non-uested, video encoder 20 and/or video decoder
30 may automatically determine that the frame-field information carried in the syntax
clements pic_struct, source_scan_type, and doplicate flag applies to the layers in ali of
the operation points to which the picture timing SEI message applies. in this manaer, in
some instances, the techniques may reduce the complexity and/or improve error
resilience when using the framefield info_present flag syntax element in multi-layer
coding.

160871 A fitth potential issue with using HEVC SET messages in a multi-layer cordext is
that an active parameter sets SEI message is permitted to be nested in HEVC. However,
as noted above, the active parameter sets SEI message i applicable to all layers.
Accordingly, providing the flexibility of the active parameter sets SEI message to be

applied to particular layvers of a multi-layer bitstream (c.g., using a nesting SEI message)
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may needlessly increase the complexity of video encoder 20 and/or video decoder 30.
For example, upon receiving and decoding a scalable nesting SEI message, video
decoder 30 may have to perform additional operations (e.g., versus non-nested SEI
messages} te determine the applicable lavers for the scalable nesting SEl message.
[B088] According to a fifth aspect of this disclosure, an active parameter sets SE}
message is disallowed to be nested in 3 scalable nesting SEI message. For example,
video encoder 20 and/or video decoder 30 may be constrained to code an active
parameter sets SEI message of a multi-layer bitstream only in a non-nested SHI message
and not in a scalable nesting SEI message. The technigues may reduce the
computational complexity associated with coding and using active parameter sets SEI
messages. For exaraple, returning to the example above, video decoder 30 may code
and ase the active parameter sets SEI message without performing the additional
operations associated with scalable nesting SEI messages.
18089] A sixth potential issue with using HEVC SEI messages in a multi-layer context
i that the semantics of a nested SE message having a bitstream_subsct_flag syntax
clement that is equal to one and a payloadType equal 10 2,3, 6,9, 15, 16, 17, 19, 22, 23,
45,47, 128, 131, 132 or 134 (e.g., one of the SEI messages that have a payloadType that
is not equal to any of 0, 1,4, 5, 130, and 133) are not clear. In HEVC, the
bitstream_subsct_flag indicates whether the SEI messages contained in the scalable
nesting SE message apply to specific layers or sub-layers ofa muiﬁ&ayer bitstream,
For example, a bitstream_subset flag that is cqual to zero specifies that the SEX
messages contained in the scalable nesting SEI message apply 1o specific layers or sub-
layers. A bitstrearn_subset flag that is equal fo one specifies that the SEI messages
contained in the scalable nesting SET message apply to one or more sub-bitstreams
resuliing from a sub-bitstream extraction process. Hence, HEVC does not clearly
specify the manner in which particular SEI messages (having the payload types
wdentified above) are handled when a particular laver set {e.g., a sub-bitstream) is
extracted from a multi-layer bitstream, which may create errors and/or inefficiencics
during vulti-layer coding.
186901 When payloadTypeisequal t0 2,3, 6,9, 15, 16, 17,19, 22, 23, 45, 47, 128, 129,
131, 132 or 134, the SEI message is one of: a pan-scan rectangle SEI message that
inchides data associated with displaying at a different picture aspect ratio than a picture

aspect ratio of output pictures; a filler payvload SEI message that includes data for
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adjusting a bit rate to meet specific constraints; a recovery point SEI message that
inchides information for clean random access or gradual decoding refresh; a scens
information SEI message that includes information associated with scene changes and
transitions; a picture snapshot SEI message that includes an indication to label an
associated decoded picture as a still-image snapshot of video content; a progressive
refinement segment start SEI message that inchudes information associated with a start
of a segmend of consecutive picturcs that represent a progressive refinement of quality
of a picture rather than a moving scene; a progressive refinement segment end SE}
message that includes information associated with an end of the segment of consecutive
pictures; a film grain characteristics 5EI message that includes information associated
with synthesizing film gramn effects; a post filter hint SEI message that includes
mformation associated with suggested post-filter coctticients or correlation information
for post-fikker design; a tone mapping information SEI message that inchudes
information associated with remapping to another color space than that used or assumed
in encoding; a frame packing arrangement SE message that inchudes information
associated with packing of stereoscopic video into the bitstream; a display orientation
SEI message that includes mnformation that specifies flipping and/or rotation to be
applied to the cutput pictures when the output pictures are displayed; a structure of
pictures mformation SEI message that includes information that describes temporal and
mter prediction structure of the bitstream; a temporal sub-layer zero index SEI message
that indicates a temporal sub-layer zero index; a decoded picture has SEI message, or a
region refresh information SET message that indicates whether the shice segments
associated with the current SET message belong to the refieshed region in the corrent
picture, respectively.

18091} Wheo payvicadType is equalto {3, 1, 4, 5, 130, and 133, the SEI message is one
of: a buffering period SET message, a picture timing SEI message, a user registered SE]
message, a user unvegistered SEI message, a decoding unit information SEI message, or
a scalable nesting SEI message, respectively.

16092} According to a sixth aspect of this disclosure, when a scalable nesting SEL
message contains an SEI message that has payloadType that is equal to 2, 3,6, 9, 15,
16,17, 19,22, 23,45, 47,128, 131, 132, or 134 (e.g., one of the SEI messages that have
payioadType that is not equal to any of 0, 1, 4, 5, 130, and 133), the value of the syntax

clement bitstrearn_subset_flag of the scalable nesting SEI message is required to be
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equal to 0. For example, according to aspects of this disclosure, video encoder 20
and/or video decoder 30 may automatically determine and/or code the syntax element
bitsiream_subsct flag based on the payload type of the SEI message being inchided ina
predetermined set of SEI messages. The predetermined set of SE messages may be SER
messages that are applied to a single layer. In this manmer, video encoder 20 and/or
video decoder 30 are constrained from applying the SET message included in the above-
identificd sct from being applied to more than one layer o a mulii-layer bitstream,
thereby potentially reducing ervors and/or inefficiencies during nwiti-layer coding.
160931 A scventh potential issue with using HEVC SE@ messages in a multi-layer
corndext is that it 18 unclear what the layer identifier value (nuh layer id) should be for
an SE1 NAL unit containing & non-nested buffering period, picture timing, or decoding
unit information SEI message. A buffering period SE@ message provides an initial
coded picture buffer {CPB) removal delay and mitial CPB removal delay offsct
information for initialization of the HRD at the position of the associated access unit in
decoding order. The picture timing SET message provides a picutre oulput time and
picture/sub-picture removal fime for HRD operation, as well as picture structure related
mformation. A decoding onit information SEI message provides CPB removal delay
information for 2 decoding unit. The message may be used in very-low-delay buffering
operations. Accordingly, the above-noted SEI messages provide information that is
needed by the HRD and the SEI message are applicable to a layer set (e.g., a self-
contained sct of layers also referred to as a sub-bitstream). 1f such SE1 messages are not
nested and the layer identificr is not zoro, 1 is unclear to which layer sets the messages
apply, which may create errors during multi-layer coding.

{8694} According to a seventh aspect of this disclosure, the value of the laver identifier
{nuh faver id) for an SE] NAL unit containing 2 non-nested buffering period, picture
timing, or decoding unit nformation SEI message is reguired to be equal to G For
example, according to aspects of this disclosure, video encoder 20 and/or video decoder
30 may automatically determive that a layer identificr of the layer is zero valoed (and/or
code a zero value for the layer identifier syntax cloment) based on the one or more non-
VCL NAL units containing the SE message containing a non-nested buffering period
SEI message, a picture timing SEI message, or a decoding unit information SE1
message. In this manner, the techniques may potentially reduce errors and/or

inefficiencies during multi-layer coding.
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16095] An cighth potential issue with using HEVC SEl messages in a multi-layer
corndext is that it s unclear what the vahie of a layer identifier syntax clement
{nuh_faver id) should be for a non-nested SEI message having a payloadType equal to
2,3,6,9 15,16, 17,19, 22,23, 45,47, 128, 131, 132, or 134 (i.c. onc of the SEI
messages that have payloadType not equal to any of §, 1, 129, 130, and 133). For
example, HEVC does not clearly specify the mamer in which particular SEI messages
{having the payload types identified above) are handled for particular layers (having a
particular layer identificr) of a multi-layer bitstream, which may create errors and/or
mefficiencies doring multi-layer coding.

[80%96] According to an eighth aspect of this disclosure, when a non-nested SEI message
has payicadTvype equalto 2,3, 6,9, 15, 16, 17, 19,22, 23,45, 47, 128, 131, 132, or 134
{i.e. one of the SEI messages that have payloadType not equal to any of 0, 1, 129, 130,
and 133}, a value of a layer identifior (nuth layer id) for the SEI NAL unit containing
the non-nested SE] message is required to be equal to the layer identifier (nuh layer id)
of the SEI NAL unit's associated VCL NAL units, That is, for example, video encoder
20 and/or video decoder 30 may automatically determune, based on the SEI payload
type being incloded in a first set of payload types {(e.g., the payload types identified
above), that a laver identifier syuntax clement for the non-VCL NAL units containing the
SEI message is equal to a layer identifier syntax clement of the VCOL NAL units
associated with the SEI message.

186971 A ninth polential issue with using HEVC SEI messages in a multi-layer coniext
18 that a prefix SEI message is required in HEVC to be present and precede the first
VCL NAL unit of an access unit in mstances in which there is a prefix SEI message of
the same type between two VCL NAL units of the access umit. For example, prefin SEI
messages are typically included i a bitstream prior to the VCL NAL units to which the
SEI message applics. In HEVC, the restriction on the placoment of prefix SEI messages
18 access unit based, which may present an issue for acecss units having multiple layer
components (£.g., access units having pictures from multiple layers). That is, some
prefix SEI messages may not be Jocated in the appropriate location (e.g., prior to the
VCL NAL units to which the SEI message applies) in access units having nuiltiple layer
components.

{8098} According to a ninth aspect of this disclosure, video encoder 20 and/or video

decoder 30 may condrol the manner in which prefix SE1 messages are coded based on



WO 2015/148550 PCT/US2015/022303
28

the picture to which the prefix SEl messages apply (e.g., in contrast to the above-noted
access onit based techniques). For example, according to aspects of this disclosure, a
prefix SEl message that applies to a laver {e.g., layerA) containing a picture is required
to be present and procede the first VCL NAL unit of the picture in instances in which
there is a prefix SEI message that 1s of the same type and applies to the layer (e.g.,
layerA) present between two VCL NAL units of the picture.

186991 For cxample, for an access unit that includes at least 2 first pichure and a second
picuire, video encoder 20 and/or video decoder 30 may be constrained to code one or
more non-VCL NAL units containing a first prefix SEI message applicable to VCL
MNAL units of the first picture, and one or more non-VCL NAL units containing a
second prefix SET message applicable 1o VCL NAL units of the second picture
following the first picture in the bitstream. In this manner, video encoder 20 and/or
video decoder 30 are constrained from coding prefix SEI messages in other locations of
an access unit, which may increase efficiency and reduce storage overhead for multi-
fayer coding.

161668] A tenth potential issue with using HEVC SEI messages in a multi-layer context
is that, in HEVC, a suffix SEI message 1s required o be present and succeed {follow)
the last VCL NAL unit of an access unit when there is a suffix SEI message of the same
type between two VCL NAL umits of the access umit. For example, suffix SEI message
18 typically included in a bitstream after the VCL NAL units to which the SEI message
applies. In HEVC, the restriction on the placement of suffix SEI messages is access
unit based, which may present an issue for access units having nwltiple layer
components {e.g., access units of a multi-layer bitstream). That is, some suffix SEI
messages may not be located in the appropriate location (e.g., following to the VCL
NAL units to which the SEI message applies) in access units having multiple layer
components,

(81811 According to a tenth aspect of this disclosure, video encoder 20 and/or video
decoder 30 may countrol the manner in which suffix SEI messages are coded based on
the picture to which the suffix SEI messages apply (e.g., in contrast {o the above-noted
access unit based techniques). For example, according to aspects of this disclosure, a
suffix SET message that applies to a layer (e.g., layerA) containing a pictore is required

to be present and succeed (follow) the last VCL NAL unit of the picture when there is a
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suffix SEI message that is of the same type and applics to the layer {e.g., layerA) present
between two VCL NAL units of the picture.

(8162} For example, for an access unit that inchides at least a first picture and a second
picutre, video encoder 20 and/or video decoder 30 may be constrained to code one or
more non-VCL MAL units contaiming a first suffix SEI message applicable to VCL
NAL units of the first picture following the first picture, and one or more non-VCL
NAL units containing a second prefix SEI message applicable to VCL NAL units of the
second picture following the second picture in the bitstream.  In this manner, video
encoder 20 and/or video decoder 30 are constrained from coding suffix SEf messages in
other locations of an access unit, which may increase efficiency and reduce storage
overhead for mulii-layer coding.

(8183} An eleventh potential issue with using HEVC SEI messages m a multi-layer
context is that, in HEVC, the namber of times an SEl message is permitted to be
repeated is specified per access unit. For cxample, in some fostances, an SE message
may be repeated when coding a picture. In an examaple for purposes of illustration, fora
picture having eight slices, each shce being associated with #s own VCL NAL unit,
video encoder 20 and/or video decoder 30 may repeat a particular SET message for each
VL NAL unit, However, an access unit-based restriction on the number of times an
SEI message may be repeated may present an issue in multi-layver video coding, because
an access unit having multiple layer components may potentially have many more shces
than an access unit baving a single layer component (e.g., a single picture). In this
exaraple, error performance (and/or other functicns tmpacted by SEI messages) may be
adverscly affected.

[8184] According to an eleventh aspect of this disclosure, video encoder 20 and/or
video decoder 30 may specify the number of times an SEI message may be repeated on
& per picture basis. In this context, a picture may be defined as containing the VCL
NAL units of a coded picture and the non-VCL NAL units that are associated with the
YVCL NAL units. Henee, according to aspects of this disclosure, video cncoder 20
and/or video decoder 30 moay determine & maximum repetition parameter for ag SEI
message (¢.g., a maxinuam number of times that the SEI message may be repeated)
based on a picture unit that contains VCL NAL units of a pictore and associated non-
VCL NAL onits of the picture. The technigues may, in some instances, increase error

resilience in multi-layer coding.
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16165] A twelfth potential issue with using HEVC SEI messages in a multi-layer
corndext is that a conflict may arise in instances in which a default op flag syntax
cloment is equal to one, and a bitstream_subset flag syntax clement is equal to one, but
there are no laver sets specified by & VPS for the bitstream that inciudes and only
melades the layers having layer identifier values (nub_layer id) in the vange of 0 to
nuh layer id of the current SEI NAL unit, inclusive. For example, a default op flag
syntax clement that is equal to one specities that a maxTemporallidf § ] is equal to
nuh_temporal id plusi of the current SET NAL unit minus 1 and that
nestinglayerldList] O | contains all integer values in the range of 0 to nuh_layer_id of
the current SEI NAL unit, inchusive, in increasing order of the values. As noted above,
a bitstrean_subset flag syutax clement equal fo one specitics that the SEl messages
contained in the scalable nesting SEI message apply to one or more sub-bitstreams
resulting from a sub-bitstream extraction process. In other words, a conflict may arise
in instances in which a default layer set of a multi-layer bitstream is indicated, but the
VPS does not specity a particular layer set that corresponds to the default layer set.
16186} According to a twelfth aspect of thas diselosure, when a bitstream_subsct_flag
syntax element is equal to one and none of the layer sets specified by a2 VPS inclodes
and only includes the layers having ruh_layer id values in the range of 0 to

nuh faver id of the corrent SEI NAL unit, inclusive, the value of the default op flag
syntax clement is required to be equal to zero. For example, video encoder 20 and/or
video decoder 30 may code a bitsiream_subset flag syntax clement of a muolti-layer
bitstream, and, based on the bitstream_subset_flag being equal 10 one and no layer sets
specified by VP3 of the multi-layer bitstream including layer identificrs in the range of
zero 1o a layer identifier of the non-VCL NAL units containing the SET message,
inchusive, determine that a value of a default_op flag syntax element of the multi-layer
bitstream is zero valued. The techniques may improve error resifience when using the
default op flag syntax element in multi-layer coding.

181871 A thirtecnth potential issue with using HEVC SEI messages in a mufti-layer
countext is that when a vesting_op_flag syntax element is equal to zoro and an

all layers flag syntax eloment is equal one, the value of the variable

maxTemporalld] 0 ] is anspecified in HEVC. A nesting op_flag syntax element that is
equal to zero specifics that the list nestinglayerldLisi 0 ] is specified by an

all layers flag syntax element and, when present, nestinglayer id{ 1 | for all 1 values in
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the range of § to nesting_num_layers_minusl, inclusive, and that the variable
maxTemporald] 0 ] is specified by nesting no_op _max_temporal id plusl. In other
words, HEVC dogs not specify the applicalbe sub-layers (e.g., as idenitifed using the
max Temporatd] 0 ] variable) when nested SEI messages arc used with temporal sub-
layers of a multi-layer bitstream, which may cause vnnecessary complications.

[8188] According o a thirteenth aspect of this disclosure, when a nesting_op_flag
syntax clement is equaf to zero and an all layers flag syntax clement is equal one, video
encoder 20 and video decoder 30 may amomatically code a maxTemporalld] 0 § syntax
clement to have a value of six, which is the maximum possible value for the Temporalid
syntax element. That is, according to aspects of this disclosure, video encoder 20 and/or
video decoder 30 may be configured to apply an SEI message to all sub-layers that are
meladed in a layer of video data, regardless of the nomber of sub-layers that are
mcladed. In this manner, the techniques may reduce the complexity associated with
multi-layer coding.

1631491 A fourtcenth potential issue with using HEVC SEI messages in a nulti-layer
context is that, when a nested SET message has pavioadType equalto 2, 3, 6, 9, 15, 16,
17, 19,22, 23,45, 47, 128, 131, 132, or 134 {¢.g., one of the SE] messages that have
pavicadType not equal to any of 0, 1, 4, 5, 130, and 133) and the SEI message applies to
a set of layers, the set of layers may be associated with a value of maxTemporalld[ 1 ]
that is less than the greatest vahue of Temporalld in the bitstream. However, the
semantics of these SEI messages are described without considering sub-fayers, and are
consequently inconsistent with the semantics of the scalable nesting SEI message when
the above situation occurs. This inconsistency may needlessly increase the complexity
of multi-layer coding.

18118} According to a fourtecuth aspect of this disclosure, when a nested SEI message
has pavioadType equal 10 2,3, 6,9, 15, 16, 17,19, 22, 23, 45,47, 128, 131, 132, or 134
{e.g., one of the SEI messages that have payloadType not equal to any of 0, |, 4, 5, 130,
and 133}, the SEI NAL unit containing the scalable nesting SEI message is required to
have a Temporalld syntax clement that is equal to zero and a2 maxTemporalld] i | syntax
clement for all 1 10 be equal to six, which is the maximum possible value for the
Temporalld syntax clement. For example, video encoder 20 and/or video decoder 30
may be configured to automatically determine a valoe for the Temporalld syntax

clement that is equal to zero and 2 maxTemporalld! 1 | symax clement for all 1 that is
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equal to six based on an SEI message having a payload type in a predetermined set of
payload types {¢.g., the types identified above). In this manner, the technigues may
reduce the complexity associated with multi-layer coding.

(8111} A fiftecnth potendial issue with using HEVC SEI messages in a multi-layer
context is that when a bitstream_subset tlag syntax clement is equal to onc and a
nesting op flag syntax element is equal to zerg, the HEVC standard permits a
nestingLayeridList] O | syntax cicment to correspond to a layer set that is not specified
by a VPS for the multi-layer bitstream.

16112} According to a fiftcenth aspect of this disclosure, when a bitstream_subset_flag
syntax element is equal to one and a nesting_op_flag syntax clement is equal to zero,
video encoder 20 and/or video decoder 30 may be configured to code the
nestinglLavenidList] § | syntax clement to include and only mclude the nuh_layer id
values of one of the Iayer sets specified by the VPS. For example, video encoder 20
and/or video decoder 30 may be configured to code a bitstream_subset_flag syntax
clement of the multi-layer bitstream and a nesting_op_flag syntax clement of the mwilti-
layer bitstream, and, based on the bitstream_subset flag syntax element having a value
of one and the nesting_op_flag syntax element having a valoe of zero, determine that a
nestinglaveridList] 0 | of the nwiti-layer bitstream Includes only fayer identifier values
of a layer sct specified in a VP3 of the multi-layer bitstream. In this manney, the
technigques may reduce the complexity assoctated with multi-layer coding.

18113} The techniques described above may be applied independently or applied in
combination. Detailed examples that are consistont with this disclosure are set forth
below. Text changes relative to the above-noted SHVC standard for some of the
techniques deseribed above are indicated osing gnderlines to identify inserted material

and double brackets {[[removed: 1]} to indicate deleted material below:

Change the following definitions in clause 3 as follows:

31X access unit: A set of NAL units that are associated with each other according o

a specified classification rule, are consecutive in decoding order, and contain

the VCI NAZL units of all coded piciures associated with the same output time

and their gssociated non-VOCL NAL unils.

NOTE — Pictures in the samge access unid are associated with the same

nicture order count.
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Add the following definitions to clause 3:

33X

33X

R
P

base bitstream partition: A bitstream partition that 1s also a conforming
bitstream itself.

bitstream partition: A sequence of bits, in the form of a NAL unit stream or a
byte stream, that is a subset of a hitstream according to a partitioning.

gutput layer: A laver of an oulput laver set that is output when
TargetOptlayerSetidx is equal to the index of the ouiput layer set.

sutput layer set: A set of lavers consisting of the layers of one of the specitied
faver sets, wheve one or more lavers in the set of lavers are indicated 1o be
oulput lavers.

guiput gperation point: A bitstream that is created from another bifsiream by

operation of the sub-hitstream extraction process with the another bitstream. a

tarcet hishest Temporalld, and a tarset laver identifier {ist as inputs, and that is

associated with a set of faroet output lavers.

picture unit A set of N4S units that are associated with cach other according

10 a specified classification rule, are consecutive in decoding order, and contain

the VCL NAL units of a coded picture and their gssocigied non-VCL NAL uniés.

target output layer: A laver that is 1o be output and s one of the output layers
of the output layer ser with index olsldx such that TargetOptlayerSetldx is
equal to olstdx.

target output layer set: An outpui laver sef associated with variable
TargetOptlayerSetidx that specifies a layer identifier fist of an guiput

operation point i use and a set of targe! output layers.

[[Removed: 3.X aperation paint: A bitstream that is created from another

bitsiream by operation of the sub-bitstream extraction process with the another
bitstream, a target lighest Temporalld, and a target layer identifier list as
inputs, and that 15 associated with a set of targef oufpu! lavers.
NOTE 14 - if the target highest Temporalld of an operation point is equal
1o the greatest value of Tenporalid in the layer sct associated with the
target layer identification Hst, the operation point is identical to the layer

set. Otherwise it s a subset of the laver set. 1]
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C.1 General
This annex specifies the hypothetical reference decoder (HRDY and #s use to check

bitstrean and decoder conformance.

Multiple tests may be needed for checking the conformance of 2 bitstream, which is
referred to as the bitstream under test. For each test, the following steps apply in the
order listed:

1. Avn gutput operation point under test, denoted as TargetOp, is selected by
selecting a target output layer set identified by TargetOutputlayerSetldx and
selecting a target highest Temporalld value HighestTid. The value of
TargetOutputbayerSetldx shall be in the range of 0 to NumQOutputLayerSets — 1,
melasive. The value of HighestTid shall be n the range of O to
vps max_sub layers minusl, mchisive. The variables TargetDecLayerSetidx,
TargetOptLayerldList, and TargetDecLayeridList ave then derived as specified
by Equation 8-1. The guipyt operation point under fest has OptLayeridList equal
to TargetOptlayeridList, OpLayeridList equal to TargetDecLayerldList, and

OpTid equal to HighestTid.

For cach gutput operation point under test when the bitstream-specific CPB operation is
tested, the number of bitstream conformance tests to be performed is equal to
nd * ol * (n2 * 2+ 03 ) * 04, where the values of nd), nl, 02, 3, and n4 are specified as

follows:

Modify subclause D31 as follows:

It is a requirement of bitstream conformance that when a prefix SEI message with
payloadType equal to 17 (progressive refinement segment stewt end) or 22 (post-filter
hint) is present in an access unit, a suffix SEI message with the same value of
payloadType shall not be presont in the same access unit aceess unit,

[[removed: Let prevvelNalUnitinAw of an SEI NAL unit or an SEI message be the
preceding VCL NAL unit in decoding order, if any, in the same access unit, and
nextVeiNallUnitinAu of an SET NAL onit or an SEI message be the next VCL NAL wumit

in decoding order, if any, in the same access umnit. ||
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It is a requirement of bitstream conformance that the following vestrictions apply on

containing of SEI messases in SEI NAL umiis:

An SEINAL unit containing an active parameter sets SEI message shall contain

only one active parameter sets SEY message and shall not contain any other SE}

S

{;

[fremoved: When an SEI NAL unit containing an active parameter sets SEI
message is present in an access unit, it shall be the first SEI NAL unit that follows
the prevVeiNalUnitinAu of the SETNAL unit and precedes the
nextVelNalUnitinAu of the SET NAL unit. [}

When an SEI NAL unit contains a non-nested buffering period SEI message, a non-
nested picture timing SET message, or a nen-nested decoding unit information SE{
message, the SEI NAL unit shall not contain any other SEI message with
payloadType not equal to & (buffering period), 1 (picture timing}, or 130 (decoding
unit information).

—  When an SEINAL unit contains a nested buffering peried SE message, a nested
picture timing SEI message, or a nested decoding unit information SEf message, the
SEFNAL unit shall not contain any other SEI message with payloadType not equal
to O (buffering period), 1 (picture timing), 130 {decoding unit information}, or 133
{(scalable nesting).

Let prevVeiNalllnitinAy of an SEFNAL unit or an SEI message be the preceding VL

NAL unit in decoding order, if anv, in the same access unit. and nextVelNalUnitinAu of

an SE] NAL undt or an SEL message be the next VCL NAL unit 1o decoding order. if

anv, in the same access unit. I is a requirement of bitstream conformance that the

following restrictions apnly:

It is a recuiremend of bitstream conformance that the followine restrictions apply on

order of SEI1 messages:

When an SEINAL unit containing an active parareter sets SEI message is present

in an access unit. it shall be the first SEINAL unit that follows the

nrevVelNalllnitlnAg of the SEI NAL unit and nrecedes the nextVelNalUnitinAn of
the SEI NAL unit.

When a non-nested baffering period SEI message is present in an access unit, it

shall not follow any other SEI message that follows the prevVelNalUnitinAu of the
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buftering period SEI message and precedes the nextVelNalUnitinAu of the
buffering period SEI message, other than an active parameter sets SEI message.

- When a non-nested picture timing SE1 message is present in an access unit, it shall
not follow any other SEI message that follows the prevVeiNalUnitinAu of the
picture timing SEI message and precedes the nextVelNallnitinAu of the picture
timing SEI message, other than an active parameter sets SEI message or a non-
nested buffering period SEI message.

—  When a non-nested decoding vnit jnformation SEI message is present in an access
unit, it shall not follow any other SEI message in the same access unit that follows
the prevVelNalUnitinAu of the decoding unit information SET message and
precedes the nextVelNalUnitfoAu of the decoding unit information SE1 message,
other than an active parameter sets SEI message, a non-nested buffering period SEI
message, or a non-nested picture timing SEI message.

—~  When a nested buffering period SEI message, a nested picture timing SEf message,
ot a nested decoding unit information SEI raessage is contained in a scalable
nesting SEI message in an access unit, the scalable nesting SEI message shall not
follow any other SEI message that follows the prevVelNallnitinAy of the scalable
nesting SEI message and precedes the nextVelNalUrnitinAw of the scalable nesting
SEI message, other than an active parameter sets SEI message, a non-nested

buffering period SEI message, a non-nested pictore timing SEI message, a non-

nested decoding unit information SEI message, or another scalable nesting SEI
¥

message, or a decoding unit information SEI message.

nessage that contains a buffering period SEI message, a picture tinying SE1

pe is equal to § (buffering period), 1 ¢

decoding ynit nformation) for an SEI message. nested or non-nested. within the

all NAL

access ynit, the SEI NAL unit contaning the SEf messaze shall precede

anits of any picture unit that has nuh laver id greater than highestAppLaverld

where hishestAopLaverld is the greatest value of nuh laver id of all the lavers in

all the operation points that the SEI message applies to.

—  WhenpavicadTvpeisequalto 2. 3. 6.9 15 16,17, 19,22 23 45 47 128 131,

132, or 134 (i.e. one of the SET messages that have pavicadType not equal to any of

0, 1. 4.5, 130, and 133) for an SEI message. nested or non-nested. within the agccess

uut, the SEI NAT unit contaning the SEI message shall precede all NAL uous of
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any picture unit that has nub laver id greater than hishestAppLaverid, where

highestAppLaverld is the greatest value of noh laver id of all the layers that the

SEI message applics.

[[Removed: For a nov-nested SEI message, depending on the value of payicadType, 1]}

The following applics on the applicable operation points or lavers of SEI messages;

For a non-nested SET message, when [[removed: ]} payicadType is equal to 0

{buffering period), 1 (picture timing}, or 130 {decoding unit information), the noo-
nested SEE message applics to the operation point that has OpTid equal to the
greatest value of muih_temporal id plost among all VCL NAL units in the
bitstream, and that has OpLayerldList contaiming all values of mih layer id inall
VCL units in the bitstream.

For a non-nested SEf message, {[removed: Otherwise,]] when payloadType is equal

t02,3.6,9, 15, 16, 17, 19, 22, 23, 45, 47, 128, 131, 132, or 134 (i.c. one of the SEI

messages that have payloadType not equal to amyv of €, 1, 4,5, [iremoved: or]] 134,

and 133 [[removed: and that are allowed to be nested SEI messages]}), the non-
nested SET message applics to the layer for which the VCL NAL units have
nuh layer id equal to the noh layer id of the SEI NAL umit containing the SEI
THCSSALE.

An active parameter sets SEI message, which cannot be nesteed. appnlies o all

lavers in the bitstream.

When frame field info present flag is egual to 1 for a picture fimine information

SEI message. nested or non-pested, the frame ficld information cartied in the syntax

elements nic struct. sgurce scan type, and duplicate flag applies to all the lavers in

all the operation points that the pictre thning SET message applics to.

It is a requirement of bitstream conformance that the following resirictions apply on

nesting of SEF messages:

Axn SET message that bas pavicadTvpe equal t0 129 {active parameter sets), 132

{decoded picture hash), and 133 A scalable nesting|[removed:} SE] message]] shall

not be nested in a scalable nesting SEY message.
When a scalable nesting SE@ message contains a buffering period SEI message, a
picture timing SEI message, or a decoding unit information SET message, the

scalable nesting SET message shall not contain any other SEI message with
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pavioadType not equal to 0 (buftering period), 1 (picture timing), or 130 {decodmng
vnit information).

When a scalable nesting SE] message contains a bufferine period SEI message. g

picture timing SEI message. or a decoding uod information SE1 message, the value

of btstream subset flas of the scalable nesting SEI messace shall be equal to 1.

When a scalable nesting SEI messase contains an SEI messace that has

pavicadivpe equal102.3.6.9. 15, 16, 17, 19.22.23. 45,47, 128, 131, 132, or 134

{i.c._one of the SEIl messazes that have pavicadTvpe not equal to anv 0£0. 1. 4.5

130, and 133}, the value of bitstream _subsct flag of the scalable nesting SE}

message shall be equal 10 0.

1t is a requirenend of bitstream conformance that the following restrictions apply on the

values of nubh laver 1d and Temporalld of SEI NAL units:

When a non-nested SEF message has payloadType equalte 2, 3, 6, 9, 15, 16, 17, 19,
22,23,45,47, 128, 131, 132, or 134 (i.c. onc of the SEI messages that have

pavioadType not equal to any of 0, 1, 4.5, 129, [[removed: or]] 130, and 133

[[removed: that are allowed to be nested SEI messages]]), the SEI NAL umit
containing the non-nested SEI message shall have Temporalld equal to the
Temporalld of the access unit condaining the SE1INAL unit.

—  When a non-nested SET message has navicadTvpe equal 10 0, 1. 129 o1 134, the

SEINAL unit containing the non-nested SEI messace shall have nuh laver id

cqual to Q.
—  When a non-nested SEI messase has pavicadTyvne equalto 2. 3. 6.9, 153, 16, 17. 19,

22,23 45,47 128 131, 132, or 134 (1.e. one of the SEI messages that have

pavicadType not equal to anv of 0. 1. 129 130 and 133). the SEINAL unit

containing the non-nested SEI message shall have nuh laver id equal to the

mah_laver id of the SEI NAL unit's asseciated VCL NAL umit.

NOTE 4 — For an SEINAL gnit containing a scalable nesting SE{ message, the values

of Tenworalld and nuh laver id should be set egual to the lowest value of Temporalld

and nub laver ud, respectiviey. of all the sub-lavers or operation points the nested SEJ

messages annly to.

It is a requirement of bitstream conformance that the following restrictions apply on the
presence of SEI messages between two VUL NAL units of [{removed: an access unit]]

picture:
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When thercis a prcfix SEI message that has payloadType equalt0 0, 1,2, 3,6, 9,
15,16, 17, 19,22, 23, 45,47, 128, 129, or 131 (i.e. one of the prefix SEI megsages
that arc not user data registered by Rec. ITU-T T.35 SEI message, user data
unregistered SEI message, decoding unit information SEI message, scalable nesting

SE@ message, or region refresh informanon SEI message) and applies to a picture of

a laver laverA present between two VCL NAL units of the [[removed: an acess

unit]] picturg in decoding order, there shall be a prefix SEI message that ig of the

same type and applics to the layer laverA present in the same aceess unit preceding

the first VCL NAL unit of the [[removed:access unit]] picture.
When there is a soffix SET message that has payloadType equal to 3 (filler payload),
17 (progressive refinement segroent end}, 22 (post filter hint), or 132 (decoded

picture hash) and applies to a picture of a laver laverA present between two VCL

NAEL units of [[removed: an access unit]] the picture in decoding order, there shall

be a suffix SEI message that is of the same type and applics {0 the laver laverA

resent in the same access unit succeeding the last VCL NAL unit of the {{removed:
present g

access unit]] picture.

It is a requirement of bitstream conformance that the following restrictions apply on

repetition of SEI messages:

For each of the following payloadType values, there shall be less than or equaito §
identical sei»payiaad( } syntax structures within [[removed: an access vnit]} a
picture ynit: &, 1,2, 6,9, 15, 16, 17, 19, 22, 23,45, 47, 1284, 129, 131, 132, and 133,
There shall be less thao or equal to 8 identical sei_paylead( ) syntax structures with
pavioadType equal to 130 within a decoding unit,

The number of identical sei_payload( ) syntax structures with payloadType equal to
134 10 [[removed: an access unit]] a picture unit shall be legs than or equal to the

number of shice segments in the [[removed: access unit]] picture unit,

Modify subclause D.3.23 as follows:

The scalable nesting SEI message provides a ruechanism to associate SE1 messages with

bitstream subsets corresponding to various operation points or with specific layers or

sub-layers.

A scalable nesting SET message contains one or more SEI messages.
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bitstream subset fiag equal to § specifies that the SET messages contained in the
scalable nesting SEI message apply to specific layers or sub-layers.
bitstream_subsct flag equal 1o 1 specifics that the SEI messages coutained in the
scalable nesting SE@ message apply to one or more sub-bitstreans resulting from a sub-
bitstream extraction process as specified in clause 10 with inputs based on the syntax

clements of the scalable nesting SEI message as specified below.

[[removed: When a buffering period SEI message, a picture iming SEI message, ora
decoding unit information SEI message is contained in the scalable nesting SEI

message, bitstream _subset flag shall be equalto 1.1}

Depending on the value of bitstream_subset flag, the layers or sub-layers, or the
operation points to which the SEI messages contained in the scalable nesting SEJ
message apply are specified by deriving the lists nestinglayedidiist] 1 ] and the

variables maxTemporalld] 1 ] based on syntax element values as specified below.

nesting_op_flag cqual to ( specitics that the lst nestinglayerldList] 0} is specitied by
all layers flag and, when present, nesting layer id{ 1] for all 1 values in the range of 0
to nesting mum_layers minuast, inclusive, and that the variable maxTemporalldf 0] is
specified by nesting no_op max temporal id plusl. nesting op flag equalto |
specifies that the list nestinglayerldList] 1 | and the variable maxTemporalld] i | are
specified by nesting num_ops_minus, default op flag,

nesting max_temporal id plosi] 1], when present, and nesting_ op_idx[ 1], when

present.

defanlt op flag equal to 1 specifies that maxTemporalld] 0 ]1s equal to
nuh temporal 1d plosi of the current SET WAL unit mious 1 and that
nestingl.ayerkdlLast] O } contains all integer values in the range of 0 to nuh_layer_id of

the current SEI MNAL unit, inchusive, in increasing order of the values.

When bitstream subset flag is equal to | and none of the laver sets specified by the

VIS includes and only includes the lavers having nub laver id values in the range of §
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to nub laver 1d of the current SEI NAL unit, inclusive, the value of default op flag

shall be equal to 0.

nesting num_ops_minus! plus | mivus default_op tlag specifics the sumber of the
following nesting op_idx| 1 ] syntax elements. The value of nesting num_ops_nunus|

shall be in the range of 0 to 1023, inclasive.

fnesting_op_tlag is equal o 0, the variable nestingNumOps is sct equal 1o 1.

Otherwise, the variable nestingNumOps 15 set equal to nesting_num_ops_nvinos! + 1,

nesting max_tempeoral_id plusi[ 1] is used to specify the variable
max Temporalid] 1 . The value of nesting max_termporal id phlusi{ 1] shall be greater
than or equal to nuhtemporal id plos! of the cuarent SEI NAL vmit. The variable

maxTemporalld{ 1 | is set cqual to nesting max_temporaf id plasifif— 1

nesting_op_idx[ 11 1s used to specify the hist nestinglayertdiist] 1 1. The value of

nesting op 1dx{ 1] shall be in the range of 0 to 1023, inchusive.

The list nestinglayerldList] 1] 1s set equal to the OpLayeridList of the

nesting op idx] i i+th layer set specified by the active VPS.

all_fayers flag equal to 0 specifies that the list nestinglayeridiist] 0 ] is specified by
nesting layer id[ 1] for all 1 valaes in the range of § to nesting_nom_layers mimust,
mchusive. all layers flag equalto 1 specifies that the Bist nestingLayerldList] § ]
consists of all values of noh layer id present in the current access unit that are greater
thao or equal to nub_laver id of the current SEI NAL unit, in increasing order of the
values.

Note: When nuh laver id of the SE1 NAL unit contamung the scalable nesting SEI

message 18 greater than O, bitstream subset flag and all lavers flag cannot both be

egual to 1. because in this case the applicable operation point of the nested SE]

messages would not mclude the base laver and consequenliv the sub-bitstream

corresponding to the anplicable operation point would be a non-conforming bilstream,
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When nesting on flag is egual to O and all lavers flag is equal 1, maxTenporalid] & ]

is set equal 1o 6,

nesting no_op_max_temporal_id plus? minus 1 specifics the value of
maxTemporalid] 0 ] when nesting_op_flag is equal to 0 and all_layers flag is equal to

8. The value of nesting no_op_max_temporal id phist shall not be equal to .
nesting_nurn_layers minust plus 1 specifics the number of the following
nestinglayer id[ 1 ] syntax elemenis. The value of nesting num_layers_minus] shall be

in the range of § to 63, inclusive.

nesting layer id] 1] specities the i-th nub layer id value included in the Hist

nestingbayerfdList] 0 1

For any 1 and j 1o the range of § o nesting_ num_lavers_minusl, inclasive, with 1 less

than j, nesting_layer_1d[ 1] shall be less than nesting layer 1d[ 3§ ].

The list nestinglayeridiist 0 ] is set to consist of nesting layer idf 1 | for ali {values in

the range of 0 to nesting_num_layers_minus|, inchsive, m inceasing order of 1 values.

When biistream_subset_flag is equal to 0, the following applies:

— The SET messages contained in the scalable nesting SET message apply to the sets of
layers or sub-layers subLayerSet] 1 ] for all 1 values in the range of G to
nestingNomOps ~ 1, inchisive, where the VCL NAL units of the layers or sub-
layers in cach set subLayerSet] 1 | have nubh layer id values that are included in the
list nestinghayeridListSet] 1 | and Temporalid values that are in the range of the
Temporalld of the current SEI NAL unit to maxTemporalld] 1 |, inchusive.

When a nested SEI message bas pavicadTyvpe equal 10 2. 3. 6,9, 15, 16, 17,19, 22,

23.4

o

47 128. 131, 132 or 134 {1.¢. one of the SEI messages that have

pavicadType not equal to anv of 0. 1. 4. 5. 130, and 133}, the nubh laver id of the

SEI NAL unit containing the scalable nesting SEI messase shall have Temporalld

equal to 0 and maxTemporalldl 1 ] for all 1 shall be equal to 6.
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—  When a nested SET message has pavicadTvne equal 02, 3. 6.9 15, 16, 17, 19, 22,

23.45.47 128,131, 132 or 134 (i.e. one of the SEI messages that have

pavisadType not equal to anv of O, 1. 4. 3. 130. and 133} and the value of

nestineNumOps 1s greater than 0. the nested SEI message applies to all lavers for

which each nuh laver id is included in at lesst one of the lists

nestinsLaverldLisi] 1 ] with i raneing from 0 to nestineNumOps — 1 inclusive,

When bitstrearn_subset_flag is equal to 1, the SEI messages contained in the scalable

nesting SET message apply to the operation points corresponding fo the sub-bitstreams

subBitstream{ 1] for all i valoes in the range of 0 to nestingNumOps — 1, inclusive,
where cach sub-bitstream subBitstream] 1 | is the output of the sub-bitstrean: extraction
process of clause 10 with the bitstream, maxTemporalld] 1 ], and nestinglaveridList] 1 ]

as inputs.

When bitstream subset flag is equal 10 1 and nesting op flac is equal 10 O

he nub _laver id values of one of

nestineLaveridList! § 1 shall include and only include ¢

the laver sets specified by the VPS.

nesting rero bit shall be equalto .

.3 Definitions

For the purpose of this annex, the following definitions apply 1n addition to the

definitions in clause 3. These definitions are either not present in clavse 3 or replace

definitions in clavse 3.

[[rermoved:

F.3.1  access unit: A sot of N4Z units that are associated with cach other according 1o
a specified classification rule, are consecutive in decoding order, and countain the
VOL NAL uniis of all coded pictures associated with the same output time and
their associated non-VCL NAL umnits,

F.3.2 NOTE 1 - Pictures in the same access unit are associated with the same picture

order count. ]|

)
laned

alternative output layer: A layer that is a direct reference laver or an indirect

reference layer of an output layer and which may include a picture that may be
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output when no picture of the sutpus layer 18 present in the access unit

containing the picture.

F.7.4.3.1 Video parameter set RBSP semantics

The specifications in subelause 7.4.3.1 apply with following modifications and

additions:
layerSetlayeridList is replaced by LayerSetbayeridiist

—  numlayersinldiist is replaced by NumbayersinldList.

—  Replace "Each operation point is identified by the associated layer identifier list,
denoted as OpLayeridiist, which consists of the list of nuh_layer id vahies ot all
NAL wnits mchaded io the operation poiut, in increasing order of nuh_layer id
values, and a variable OpTid, which is equal 10 the highest Temporalld of all NAL

units tncladed in the operation point.” with "Hach operation point is identified by the

associated laver identificr list, denoted as OpLaverldList, which consisis of the list

of nuh laver id values of all NAL units included i the operation poind. in

mereasing order of nuh laver id values, and a variable OpTid, which is equal to the

highest Tempoeralld of all NAL units included in the operation point, Each output

operation point is associated with an gperation point and identified by the a list of
nuh_layer id values of all the pictures that are to be output, In Increasing order of
muih layer id values, denoted as OptLayerldList, and the [[removed: a variable]]

OpTid of the associated operation point. The Oplaveridlist of the operation point

associated with an output operation point is alse referved to as the OpLaverldlist of

the output operation point [[removed:, which is equal to the highest Temporalld of

all NAL umits inchuded in the operation point. The layer identifier list associated
with the Hst OptLayerldList, denoted as OpLayeridlist, consisis of the list of
nub_layer id values of all NAL units included in the operation point, in increasing
order of nuh_javer id values.".]]
13114} FIG. 2 is a block diagram illustrating an example video encoder 20 that may
implement the techniques described in this disclosure. FIG. 2 is provided for purposes
of explanation and should not be considered hmiting of the techniques as broadly
exemplified and described in this disclosure. For purposes of explanation, this
disclosure describes video encoder 20 in the context of HEVC coding. However, the

techniques of this disclosure may be applicable 1o other coding standards or methods
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18118} Video encoder 20 may be configured to output video to post-processing entity
27, which is ancther example device that may implement the techniques described in
this disclosure. Post-processing entity 27 is intended to represent an example of a video
entity, such as a media aware network clement (MANE), a splicing/editing device or
another intermediate device that may process encoded video data from video encoder
2. In some mstances, post-processing entity 27 may be an example of a network
entity. i some video encoding systers, post-processing entity 27 and video encoder 20
may be parts of separate devices, while in other instances, the functionality described
with respect to post-processing entity 27 may be performed by the same device that
comprises video encoder 20.

(8116} Video encoder 20 roay perform intra- and inter-coding of video blocks within
video shices. Intra-coding relics on spatial prediction to reduce or remove spatial
redundancy in video within a given video frame or picture. Inter-coding relies on
terporal prediction to reduce or remove temporal redundancy in video within adjacent
frames or pictures of a video sequence. Intra-mode (1 mode) may refer 1o any of several
spatial based compression modes. Inter-modes, such as uni-directional prediction (P
muode) or bi-prediction (B mode), may refer to any of several temporal-based
compression modes.

(81171 In the example of FIG. 2, video encoder 20 includes a partitioning unit 35,
prediction processing vnit 41, filter unit 63, reference picture memory 64, sumnmer 50,
transform processing unit 52, quaniization unit 54, and cntropy enceding wmit 56.
Prediction processing unit 41 includes motion estimation unit 42, motion compensation
unit 44, and intra-prediction processing unit 46. For video block reconstruction, video
encoder 2{ alse includes fnverse quantization unit §3, tnverse transform processing unit
69, and summer 62. Filter unit 63 is intended to represent one or more loop filters such
as a deblocking filter, an adaptive loop filter (ALF), and a sample adaptive offset (SAO)
filter. Although filter unit 63 is shown in FIG. 2 as being an in loop filter, in other
configurations, filter unit 63 may be implemented as a post loop filter,

18118} As shown in FIG. 2, video encoder 20 receives video data, and partiioning unit
35 partitions the data into video blocks. This partitioning may also include partitioning
into slices, tiles, or gther larger units, as wells as video block partitioning, e.g.,
according to a quadtree structure of LCUs and CUs.  Video encoder 20 generally

illustrates the components that encode video blocks within a video slice 1o be encoded.
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The slice may be divided into multiple video blocks {and possibly into sets of video
blocks referred to as tiles). Prediction processing unit 41 may select one of a plurality
of possible coding modes, such as one of a phurality of intra coding modes or one of 2
plurality of inter coding modes, for the current video block based on error resulis (o.g.,
coding vate and the level of distortion). Prediction processing unit 41 may provide the
resulting intra- or inter-coded block to summer 50 to generate residual block data and to
summer 62 to reconstruct the encoded block for use as a reference picture.

163119] Intra-prediction processing unit 46 within prediction processing unit 41 may
perform intra-predictive coding of the curvent video block relative to one or more
neighboring blocks i the same frame or shice as the current block to be coded to
provide spatial compression. Motion estimation unit 42 and motion compensation unit
44 within prediction processing unit 41 perform mter-predictive coding of the current
video block relative to one or more predictive blocks in one or more reference pictores
to provide teruporal compression.

163126] Motion estimation untt 47 may be configured to determine the inter-prediction
maode for a video slice according to a predetermined pattern for a video sequence. The
predetermined pattorn may designate video slices in the sequence as P slices or B shices.
Motion estimation unit 42 and motion compensation unit 44 may be highly integrated,
but are llustrated separately for conceptual purposes. Motion estimation, performed by
motion estimation unit 42, is the process of generating motion vectors, which estimate
motion for video blocks. A motion vector, for example, may indicate the displacement
of a PU of & video block within a current video frame or picture relative to a predictive
block within a reference picture.

{8121} A predictive block is a block that is found to closely mateh the PU of the video
block fo be coded in terms of pixel difference, which may be determined by sum of
absolute difference (SAD), sum of square difference (538D, or other difference metrics.
In some examples, video encoder 20 may calculate values for sub-integer pixel positions
of reference pictures stored m reference picture memory 64. For example, video
encoder 20 may interpolate values of one-quarter pixel positions, one-cighth pixel
positions, or other fractional pixel positions of the reference picture. Therefore, motion
estimation unit 42 may perform a motion search relative to the full pixel positions and

fractional pixel positions and output a motion vector with fractional pixel precision,
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18122} Motion estimation unit 42 calculates a motion vector for a PU of a video block
in an inter-coded slice by comparing the posttion of the PU to the position of a
predictive block of & reference picture. The reference picture may be sclected from a
first reference picture list (List 0} or a second reference picture kst (List 1), cach of
which identify one or more reference pictures stored in reference picture memory 64.
Motion estimation unit 42 sends the calculated motion vector to entropy encoding onit
56 and motion compensation unit 44.

163123} Motion compensation, performed by motion compensation unit 44, may involve
fetching or generating the predictive block based on the motion vector determined by
motion estimation, possibly performing interpolations to sub-pixel precision. Upon
receiving the metion vector for the PU of the current video block, motion conpensation
unit 44 may locate the predictive block to which the motion vector points in one of the
reference picture lists. Video encoder 20 forms a residual video block by subtracting
pixel values of the predictive block from the pixel values of the current video block
being coded, forming pixel difference values. The pixel difference values form residual
data for the block, and may mclude both luma and chroma difference components.
Summer SO represents the component or components that perform this subtraction
operation. Motion compensation unit 44 may also generate syntax elements associated
with the video blocks and the video slice for use by video decoder 30 in decoding the
video blocks of the video slice.

13124} Tutra-prediction processing unit 46 may intra-predict a current block, as an
altcrnative to the inter-prediction performaed by motion estimation unit 42 and motion
compensation unit 44, as described above, n particular, mira-prediction processing unit
46 may determine an intra-prediction mode to use to encode a current block. In some
examples, intra-prediction processing unit 46 may cncode a current block using various
intra-prediction modes, e.g., during separate encoding passes, and infra-prediction
processing umit 46 {or mode select unit 40, in some examples) may select an appropriate
intra-prediction mode to use from the tosted modes. For example, intra-prediction
processing unit 46 may calculate rate-distortion values using a rate-distortion analysis
for the various tested mira-prediction modes, and select the intra-prediction mode
having the best rate-distortion characteristics among the tested modes. Rate-distortion
analysis generally determines an amount of distortion {or error) between an encoded

block and an original, unencoded block that was encoded to produce the encoded block,
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as well as a bit rate (that 18, a number of bits) used to produce the encoded block. Intra-
prediction processing unit 46 may calculate ratios from the distortions and rates for the
various encoded biocks to determine which inira-prediction mode exhibiis the best rate-
distortion value for the block.

{8125} In any case, after selecting an intra-prediction mode for a block, intra-prediction
processing unit 46 may provide information indicative of the selected intra-prediction
mode for the block to entropy cncoding unit 56. Entropy encoding unit 56 may encode
the mformation jndicating the selected intra-prediction mode in accordance with the
techniques of this disclosure. Video encoder 20 may melade in the transmitted
bitstream configuration data, which may inchude a plurality of intra-prediction mode
index tables and a plurality of modified wtra-prediction mode index tables (also referred
to as codeword mapping tables), definitions of encoding contexts for various blocks,
and indications of a most probable mtra-prediction mode, an mntra-prediction mode
index table, and a modified intra-prediction mode index table to usc for each of the
contexts.

16126} Afier prediction processing unit 4§ generates the predictive block for the current
video block via either inter-prediction or intra-prediction, video encoder 20 forms a
residual video block by subtracting the predictive block frora the currernd video block.
The residual video data in the residual block may be incladed in one or more TUs and
applied to transform processing unit 52. Transform processing unit 52 transforms the
residual video data into residual transform cocfficients using a transform, suchas a
discrete cosine transform (DCT) or a conceptually similar transform. Transform
processing umit 532 may convert the residual video data from a pixel domainto a
transform domatn, such as a frequency domain.

(8127} Transform processing unit 52 may send the resulting transform coctficients to
quantization unit 34, Quantization unit 34 quantizes the transform coefficients to
further reduce bit rate. The quantization process may reduce the bit depth associated
with some or all of the coefficients. The degree of quantization may be modified by
adjusting a quantization parameter. In some exaroples, quantization unit 54 may then
perform a scan of the matrix including the quantized transform coefficients.
Alternatively, entropy encoding unit 56 may perform the scan.

(8128} Following quantization, entropy cncoding unit 56 entropy encodes the guantized

transform cocfficients. For example, entropy cncoding unit 56 may perform context
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adaptive variable length coding (CAVLC), context adaptive binary arithmetic coding
{CABAC), syntax-based context-adaptive binary arithmetic coding (SBAC), probability
interval partitioning entropy (PIPE} coding or another entropy encoding methodology or
technique. Following the entropy encoding by entropy encoding unit 56, the encoded
bitstream may be transmitied to video decoder 30, or archived for later transmission or
retrieval by video decoder 30. Entropy encoding anit 56 may also entropy encode the
motion vectors and the other syntax clements for the current video shice being coded.
163129] Inverse quantization unit 38 and inverse transform processing unit 60 apply
mverse quantization and inverse transformation, respectively, to reconstruct the residual
block in the pixel domain for later use as a reference block of a reference picture.
Motion compensation unit 44 may calculate a reference block by adding the residual
block to a predictive block of one of the reference pictures within one of the reference
pictare lists. Motion compensation unit 44 may also apply one or more interpolation
filters to the reconstructed residual block to calculate sub-imteger pixel values for use in
motion estimation. Suramer 62 adds the reconstructed residual block to the motion
compensated prediction block produced by motion compensation unit 44 to produce 4
reference block for storage in reference pictore memory 64, The reference biock may
be used by motion estimation unit 42 and motion compensation unit 44 as a reference
block to mier-predict a biock in a subsequent video frame or picture.

[8138] According o aspects of this disclosure, video encoder 20 may be configured to
generate a number of syntax clements, such as the syntax clements associated with SEI
messages described above, including SEI messages for multi-layer codecs. For
example, video encoder 20 may be configured to generate syntax clements according to
any combination of the fifteen aspects described above with respect to FIG. 1. In some
instances, video encoder 2( may encode such syntax cloments using entropy cucoding
unit 36 or ancther unit respousible for cncoding data and generating an encoded
bitstream. Furthermore, post-processing entity 27 of FIG. 2 is another example device
that may implement the techniques described in this disclosure with respect to SEI
messages, mcluding SEL messages for multi-layer codecs.

16131} FIG. 3 1s a block diagram illustrating an example video decoder 30 that may
implement the technigues described in this disclosure. FIG. 3 is provided for purposes
of cxplanation and is not Hmiting on the techniques as broadly cxemplified and

described in this disclosure. For purposes of explanation, this disclosure describes
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video decoder 30 in the context of HEVC coding. However, the techniques of this
disclosure may be applicable to other coding standards or methods.

(8132} In the example of FIG. 3, video decoder 30 ncludes an entropy decoding vmit
80, prediction processing unit 81, inverse quantization unit 86, inverse transformation
processing unit 88, summer 990, filter unit 91, and reference picture memory 92.
Prediction processing unit 81 includes motion compensation anit 82 and mtra-prediction
processing unit 84, Video decoder 30 may, in some examples, perform a decoding pass
generally reciprocal to the encoding pass described with respect to video encoder 20
from FIG. 2.

[6133] During the decoding process, video decoder 30 receives an encoded video
bitstream that represents video blocks of an encoded video slice and associated syntax
elements from video encoder 20. Video decoder 30 may receive the encoded video
bitstream from network entity 78. Network entity 78 may, for example, be a server, a
MANE, a video cditor/splicer, or other such device configured to imploment one or
more of the techniques described above. Network entity 78 may or may not include a
video encoder, such as video encoder 20. Some of the techniques described in this
disclosure may be implemented by network entity 78 prior to network entity 78
transmitting the encoded video bitstream to video decoder 30, In some video decoding
systems, network entity 78 and video decoder 30 may be parts of separate devices,
while in other instances, the functionality described with respect to network entity 78
may be performed by the same device that comprises video decoder 30.

16134} Entropy decoding unit %0 of video decoder 30 entropy decodes the bitstrean fo
generate quantized cocfficients, motion vectors, and other syntax elements. Entropy
decoding unit 80 forwards the motion vectors and other syntax elements to prediction
processing unit 81, Video decoder 30 may receive the syntax olements at the video shice
tevel and/or the video block level

[8135] When the video shice is coded as an intra-coded (1) shce, mira-prediction
processing unit 84 of prediction processing unit 81 may generate prediction data for s
video block of the current video shice based on a signaled intra prediction mode and data
from previcusly decoded blocks of the carrent frame or picture. When the video frame
is coded as an inter-coded (1.e., B or P) slice, motion compensation unit 82 of prediction
processing unit 81 produces predictive biocks for a video block of the current video

slice based on the motion vectors and other syntax elements received from entropy
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decoding unit 80, The predictive blocks may be produced from one of the reference
pictures within one of the reference picture lists. Video decoder 30 may construct the
reference frame fists, List O and List 1, using default constroction techniques based on
reference pictures stored in reference picture memory 92.

[8136] Motion compensation unit 82 determines prediction information for a video
block of the current video slice by parsing the motion vectors and other syntax elements,
and uscs the prediction information to produce the predictive blocks for the current
video block being decoded. For example, motion compensation unit 82 uses some of
the received syntax clements to determine a prediction mode {e.g., intra- or inter-
prediction) used to code the video blocks of the video slice, an inter-prediction shice
type {e.g., B slice or P shice), construction information for one or more of the reference
picture hists for the slice, motion vectors for each inter-encoded video block of the shice,
mter-prediction status for cach inter-coded video block of the slice, and other
information to decode the video blocks in the current video slice.

1631371 Motion compensation unit 82 may also perform interpolation based on
mterpolation filters. Motion compensation unit 82 may use interpolation filters as used
by video encoder 20 during encoding of the video blocks to calculate interpolated values
for sub-integer pixels of reference blocks. In this case, motion compeusation unit 82
may determine the interpolation filters used by video enceder 20 from the received
syntax clements and use the interpolation filters o produce predictive blocks.

1#138] Inverse quantization unit 86 mverse quantizes, i.¢., de-quantizes, the quantized
transtorma coefficients provided in the bitstream and decoded by entropy decoding it
80, The inverse quantization process may include use of 8 quantization parameter
calculated by video encoder 20 for each video block in the video slice to determine a
degree of quantization and, likewise, g degree of inverse guantization that should be
applied. Toverse transform processing unit 88 applies an inverse transform, ¢.g., an
mverse DCT, an mverse integer transform, or a conceptually similar inverse transform
process, to the transform coefficients in order to produce residual blocks in the pixel
doraain.

[6139] Afier motion compensation unit 82 generates the predictive block for the current
video block based on the motion vectors and other syntax elements, video decoder 30
forms a decoded video block by sumiming the residual blocks from inverse transform

processing unit 88 with the corresponding predictive blocks generated by motion
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compensation unit 82, Summer 90 represents the component or components that
perform this summation operation. If desired, loop filters (either 1 the coding loop or
after the coding loop) may also be used to smooth pixel transitions, or otherwise
improve the video guality,

[6146] Filer unit 91 is intended to represent one or more loop filters such as a
deblocking filter, an adaptive loop filter (ALF), and a sample adaptive offset (SAQ)
filter. Albthough filier unit 91 is shown in FIG. 3 as being an in loop filter, in other
configurations, filicr vuit 91 may be implemented as a post loop filier. The decoded
video blocks i a given frame or picture are then stored In reference picture memory 92,
which stores reference pictures used for subsequent motion compensation. Reference
picture roemory 92 also stores decoded video for later presentation oun a display device,
such as display device 31 of FIG. 1.

(8141} According o aspects of this disclosure, video decoder 30 may be configured to
parse and decode a number of syntax clements, such as the syntax clements associated
with SEI messages described above, including SEI messages for multi-layer codecs.
For example, video decoder 30 may be configured to parse and decode syntax clements
according to any combination of the fifteen aspects described above with respect to FIG.
1. In some instances, video decoder 30 may decode such synfax clemends using cuotropy
decoding unit 80 or another unit responsible for decoding data from an encoded
bitstream. Furthermore, network entity 78 of FIG. 3 (which may be a media aware
network clement) is another example device that may implement the techniques
described in this disclosure with respect 1o SET messages, including SE messages for
multi-layer codecs.

{6142} FIG. 4 1s a block diagram illustrating encapsulation onit 21 in more detail. In
the example of FIG 4, encapsulation unit 21 includes a video tnput interface 100, an
audio input interface 102, a video file creation unit 104, and a video file output interface
106. Video file creation unit 104, i this example, includes a supplemental
enhancement information (SEI) message generation unit 108, a view identifier (ID)
assignment unit 110, a representation creation unit 112, and an operation point creation
unit [14.

[6143] Video mput mnterface 100 and andio input interface 102 receive encoded video
and audio data, respectively. While not shown in the example of FIG. 1, source device

12 may also inchude an audio source and aundio cocoder to generate audio data and
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encode audio data, respectively. Encapsulation vmnit 21 may then encapsulate the
encoded apdio data and the encoded video data to form a video file. Video input
interface 100 and audio input interface 102 may reccive encoded video and audio data
as the data 15 encoded, or may retrieve encoded video and audio data from a computer-
readable medium. Upon receiving encoded video and audio data, video input interface
100 and audio taput interface 102 pass the encoded video and audio data to video file
creation unit 104 for assembly into a video file.

16144} Video file creation unit 104 may correspond to a cordrol unit including
hardware, software, and/or firmware configured to perform the functions and
procedures attributed thereto. The control unit may further perform the functions
attributed to cocapsulation unit 21 generally. For examples in which video file creation
umit 104 is embodied i software and/or firmware, encapsulation unit 21 may mclude a
computer-readable medium comprising instructions for video file creation unit 104 and
a8 processing unit to execute the instractions. Each of the sub-units of video file creation
unit 104 (SEl message generation unit 108, view 1D assigrament unit 110, representation
creation wnit 112, and operation point creation unit 114, in this example) may be
implemented as individual hardware units and/or software moduldes, and may be
functionally integrated or further separated into additional sub-units.

68145} Video file creation umit 104 may correspond to any suitable processing umnit or
processing ciregitry, such as, for example, one or more microprocessors, application-
specific integrated circuits (ASICs), field programmable gate arrays (FPGAs), digital
signal processors {DSPs), or any combination thereof. Video file creation unit 104 may
further inchide a non-transitory computer-readable medimm storing instructions for any
or all of 3ET message generation unit 108, view ID assignment unit 110, representation
creation unit 112, and operation point creation unit 114, as well as a processor for
executing the instructions.

68146} In geveral, video file creation vmit 104 may create one or more video files
including the received audio and video data. Video file creation unit 104 may constract
& media presentation description (MPD) for smltimedia content inchading two or more
views. In other examples, video file creation unit 104 may create a manifest storing
data similar to that of the MPD for the muiltimedia content.

(8147} SEI message generation unit 108 may represent a unit that generates SE1

messages. SELmessage generation unit 108 may, in accordance with the fechnigues
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described n this disclosure, be configured 1o generate a number of syntax elements,
such as the syntax clements associated with SEI messages described above, inchuding
SE@ messages for mufti-layer codecs. For example, SEI message generation unit 108
may be configured to generate syntax clements according to any combination of the
fifteen aspects described above with respect to FIG. L

[8148] View ID assignment unit 110 may assign view identifiers to each of the views of
the multimedia content. Representation creation vnit 112 may construct one or more
representations for the multimedia coutent, cach of which may include one or more of
the views for the multimedia content. In some examples, view 1D assignment unit 110
may nclude data in the MPD and/or the representations {e.g., header data for the
representations) indicating a maximum and a minimum of the view identifiers for views
meladed in the representations.  In addition, representation creation unit 112 may
provide mformation in the MPD that indicates whether larger view IDs correspond to
views having camera perspectives to the right or to the left of camera perspectives for
views having smalicr view {Ds.

18149} In some examples, the same Jayer may be encoded using various encoding
characteristics, such as different frame rates, different bit rates, different encoding
schemes, or other differcoces. Ropresentation creation unit 112 may cnsure that cach
layer included in 8 common representation is encoded according to the same encoding
characteristics. In this manner, the MPD and/or header data for the representation may
signai a set of characteristics (or attributes) for the reprosentation that applies to all
fayers in the representation. Moreover, representation creation unit 112 may create
multiple representations including the same layers, albeit with potentially different
encoding characteristics. In some examples, representation creation unit 112 may
encapsulate cach layer of multimedia content in individual representations. Insuch
examples, to output more than one layer, destination device 14 may request two of more
representations of the multimedia content.

14158} Operation point creation unit 114 may crcate operation points for one or more
representations of the multimedia content. In general, an operation point corresponds to
a subset of views in a representation that are fargeted for output, where each of the
views shares a common temporal level. As one example an operation point may be
identified by a temporal id value representing the target temporal level and a set of

view_id values reprosenting the target output views, One operation point may be
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associated with a bitstream subset, which consists of the target output views and all
other views on which the target output views depend.

(8151} Video file output mterface 106 may output the created video file. For example,
video file output interface 106 may be configured to provide the created video file to
output interface 22, as described above with respect to FIG. 1.

[#152] While the techriques of FIG 4 are described with encapsulation unit 21 for
purposes of example, it should be understood that similar techniques may be performed
by other video processing units, such as decapsulation unit 29 (FIG. 1), video eocoder
29, or video decoder 30, For example, decapsulation umit 29 may be configured to
recetve a multi-layer bitstream and parse/decode the above-noted syntax from the multi-
layor bitstream.

{8183} FIG. § 18 a block diagram illustrating an example set of devices that form part of
network 120, In this example, network 120 includes routing devices 1244, 1248
(routing devices 124) and transcoding deviee 126. Routing devices 124 and transcoding
device 126 are intended to represent a small number of devices that may form part of
network 120, Other network devices, such as switches, hubs, gateways, tirewalls,
bridges, and other such devices may also be included within network 120, Moreover,
additional network devices may be provided along a network path between server
device 122 and client device 128, Server device 122 may correspond to source device
12 (FIG. 1), while client device 128 may correspond to destination device 14 (FIG. 1),
in some examples.

161584] In general, routing devices 124 implement one or more routing protocols to
exchange network data through network 120, In some examples, routing devices 124
may be configured to perform proxy or cache operations. Therefore, in some examples,
routing devices 124 may be referred (o as proxy devices. In general, routing devices
124 exccute routing protocols to discover routes through network 120, By exccuting
such routing protocols, routing device 1248 may discover a network route from tself to
server device 122 via routing device 124A. Once or more of routing devices 124 may
comprise a MANE that uses one or more aspocts of this disclosure.

16185} The techniques of this disclosare may be implemented by network devices such
as routing devices 124 and transcoding device 126, but also may be implemented by
client device 12&. In this manner, routing devices 124, transcoding device 126, and

client device 128 represent examples of devices configured to perform the techniques of
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this disclosure. Moreover, the devices of FIG. 1, and encoder 20 tthstrated m FIG. 2
and decoder 30 ilustrated in FIG. 3, are also exemplary devices that can be configured
ta perform the techniques of this disclosure.

[8136] FIG. 6 13 a tlow diagram illustrating an example operation of a video processing
device configured to code an SEI message in accordance with various aspects of the
technigques described in this disclosure. In the example of FIG. 6, a video processing
device, such as video encoder 20, encapsulation unit 21, decapsulation unit 29, post-
processing entity 27, network entity 78, obtains one of more VCL NAL units of a first
fayer of a multi-layer bitstream (140). For example, in instances in which the video
processing device is a video encoder or a video decoder, the video processing device
may eoncode the VCL NAL units in a nwlti-layer bitstream or decode the VCL NAL
umits from a multi-layer bitstream.  In examples in which the video processing device is
not configured to encode or decode such VCL NAL umits, the video processing device
may parse and obtain the VUL NAL units from a mulii-layer bitstream.

18187} The video processing device also codes {o.g., encodes or decodes) an SEI
message that is applicable to the VCL NAL units of the first layer to be together with
the first layer in the muiti-layer bitstream (142). For example, according to aspects of
this disclosure, the video processing device ondy cedes the nor-VCL NAL units
containing the SEI message applicable to the VCL NAL umits of the first layer together
with the VCL NAL units of the first layer, and does not inchide the SEF message with
other layers of the multi-laver bitstream. For example, according to aspects of this
disclosure, the multi-layer bitstream docs not contain any coded pictures of any other
fayer of the multi-layer bitstream between the VCL NAL units of the first layer and the
non-VCL NAL units containing the SEI message applicable to the VCL NAL units of
the first layer. In this manner, the SEI message remains together with the layer to which
the SE message apphics for access units having multiple layer componecuts. In some
examples, the video processing device may code the SET message to be directly adjacent
to the VCL NAL units to which the message applies in the multi-layer bitstream.

16188} In some examaples, the VO NAL units of the first layer are VCL NAL units of a
first pictare of the first layer and the SEI message 1s a prefix SEl message applicable to
the first picture of the first layer. In such examples, only coding the non-VCL NAL
unils containing the prefix SEI message together with the VCL NAL units may inclode

only coding the non-VCL NAL umnits preceding the VCL NAL units in the bitstream.
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That is, the video processing device may code the non-VCL NAL units containing the
SEI message to be located immediately prior to the VCL NAL units of the first picture
in the multi-layer bitstream.

(8158} In some examples, the VCL NAL units of the first layer are VCL NAL units of a
first picture of the fivst layer and the SET message 1s a suffix SEI message apphicable to
the first pictare of the first layer. In such examples, only coding the non-VCL NAL
units containing the suffix SEI message together with the VCL NAL units may include
only coding the non-VCL NAL units subsequent to the VCL NAL units in the
bitstream. That is, the video processing device may code the non-VCL NAL umnits
containing the SEI message to be located tmumediately following the VCL NAL units of
the first picture o the multi-layer bitstrear.

[8168] In the example of FIG. 6, the video processing device also obtains VCL NAL
units of a second layer of the multi-layer bitstream (144). For example, the video
processing device may code (i.e., encode or decode) slices of a picture of a second fayer
of the multi-layer bitstrean. The video processing device also codes an SEY message
that is applicable to the VCL NAL units of the second layer to be together with the VCL
MNAL units of the second layer (146). For example, as described above, the video
processing device may code the multi-layer bitstrean such that the bitstream does not
contain any coded pictares of any other layer of the multi-layer bitstream between the
VCL NAL units of the second layer and the non-VCL NAL units containing the SEI
message applicable to the VCL NAL units of the second layer. In this manner, the SET
message remains together with the layer to which the SEI message applics for access
units having multiple layer components.

{8161} Again, in some examples, the video processing device may code one or more
non-VCL NAL units containing a second prefix SEI message applicable to VCL NAL
vnits of the second picture following the first picture in the bitstream. The video
processing device may also code one or more non-VCL NAL units containing a second
suftix SEI message applicable to VCL NAL units of the second picture foliowing the
second picture in the bitstream.

16162} In some instances, the video processing device may also determine a maximum
repetition parameter for the SEI message based on a picture unit that contains VCL
NAL units of a first picture of the first layer and associated non-VCL NAL units of the

first picture.
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18163} It should also be understood that the steps shown and described with respect to
FIG. 6 are provided as merely one example. That is, the steps shown in the example of
FIG. 6 need not necessarily be performed in the order shown in FIG. 6, and fewer,
additional, or ahternative steps may be performed. Moreover, while the technigues are
generically described above with respect to a video processing device, the techniques
may be implemented by a variety of video processing devices, such as video encoder
24}, encapsulation unit 21, decapsulation unit 29, post-processing entity 27, network
entity 78, or other processing units,

16164} FIG. 7 1s a flow diagram illustrating another example operation of a video
processing device configured to code an SEI message in accordance with varicus
aspects of the technigques described in this disclosure. In the example of FIG. 7, a video
processing device, such as video encoder 20, encapsulation unit 21, decapsulation unit
29, post-processing entity 27, network entity 78, codes one or more non-VCL NAL
units of a layer of & multi-layer bitstream that contain a decoded picture hash SE
message {150). As noted above, a decoded picture hash message may provide a
checksum derived from the sample values of a decoded picture. The decoded picture
hash message may be used, e.g., by a video decoder such as video decoder 30, for
detecting whether a picture was correctly received and decoded.

8165} The video processing device also determines a layer identifier associated with
the non-VCL NAL units (152). The video processing device also determines a set of
layers of the mudti-layer bitstream to which the decoded picture hash SEI message is
applicable based on a layer wdentifier of the non-VCL NAL units containing the decoded
picture hash SEI message (154). According to aspects of this disclosure, the set of
applicable layers of a decoded picture hash SET message may be specified to be the
layer with the layer identifier (nuh layer id) that is equal to the layer identifier
{nuh_layer id) of the SEI NAL unit containing the SEf message. That is, the decoded
picture hash SET message only applies to the layer that has the same layer identifier
{nub_laver id) of the SEI NAL unit that contains the SEI message. In some instances,
the decoded picture hash SEI message may only be a nou-nested SEI mossage.

18166} In some examples, additionally or alternatively, the video processing device may
also code one or more second non-VCL NAL umits of the multi-layer bitstream, The
second non-VCL NAL units may contain an active parameter sets SEI message that

indicates the parameter seis that arc active for a particular portion of video data. The
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video processing device may also determine that the active parameter sets SEI message
is applicable to all layers of the multi-layer bitstream based on the one or more sccond
non-VCL NAL units containing the active parameter set SEI message. That is, the
video processing device may determing that the active parameter sets SEI message is
applicable to all layers of the multi-layer bitstream by virtue of the SEI message being
an active parameter sets SEI message. In some examples, the video processing device
may further code one or more syniax clements indicating that the active parameter sets
SEI message is applicable to all layers of the multi-layer bitstream.  In some exanples,
the video processing device may only code the active parameter sets SEI message as a
non-nested SEI message.

(8167} In some examples, additionally or aliernatively, the video processing device may
code one or more syntax elements indicating that frame field information is present in a
picture timing SEI message of the multi-layer bitstream. The video processing device
may also apply the frame field information o all layers in all operation points of the
multi-fayer bitstream to which the picture timing SEI muessage applics.

18168} 1t should also be understood that the steps shown and described with respect to
FIG. 7 are provided as merely one example. That is, the steps shown in the example of
FIG. 7 need not necessarily be performed in the order shown in FIG. 7, and fewer,
additional, or alternative steps may be performed. Moreover, while the techniques are
generically described above with respect to a video processing device, the techmiques
may be tmplomented by a varicty of video processing devices, such as video encoder
20, encapsulation vnit 21, decapsulation unit 29, post-processing entity 27, network
entity 78, or other processing units,

[8169] FIG. & 1s a flow diagram illustrating another example operation of a video
processing device configured to code an SEI message in accordance with various
aspects of the techniques described in this disclosure. In the example of FIG. 8, a video
processing device, such as video encoder 20, encapsulation unit 21, decapsulation unit
29, post-processing entity 27, network entity 78, may code one or more non-VCL NAL
units of a layer of a multi-layer bitstream that contain an SEl message having an SEI
payload type {160). The video processing device may also determines syntax of the
muti-layer bitstream to which the SEI message applies based on the payload type (162),

For example, the video processing device may determine one or more syntax values of
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the multi-layer bitstream to which the SEI message applics based on the SEI payload
type.

(8178} For example, according to aspects of this disclosure, the SEl message myay
inchude a scalable nesting SE1 message. In this example, the video processing device
may determine, based on the SEI payload type being included in a first set of payioad
types, that a bitstream_subset flag syntax element of the scalable nesting SEI message
ig zero valoed. In an example, the first sot of pavload types includes payload types 2, 3,
6,9 15,16, 17, 19,22, 23, 45, 47, 128, 131, 132, and 134, as described above with
respect to FIG. 1, although the set may include more or fewer than those identified in
the example.

(8171} In another example, the SEI message may be a2 non-nested SEL message. In this
example, the video processing device may determyine, based on the SEI payload type
being incladed in a first set of payload types, that a layer identifier syntax element for
the non-VCL NAL units containing the SEI message is cqual to a layer identifier syntax
clement of VUL NAL units associated with the SE1l message. In an example, the first
set of payload types includes payload types 2, 3, 6, 8, 15, 16, 17, 19, 22, 23, 48, 47, 123,
131, 132, and 134, although the set may inchide more or fewer than those identified.
(8172} In still another example, the SEI message may be a scalable nesting SEX
message. In this example, the video processing device may determing, based on the SEI
payload type being incladed in a first set of pavload types, that the one or more non-
YCL NAL units containing the scalable nesting SEI message has a Temporalld that is
equal 1o zero and maxTemporalld] 1 ] that is equal to seven for all values of 1. Inan
example, the first set of payload tyvpes includes payioad types 2, 3,6, 9, 15, 16, 17, 19,
22, 23,45,47, 128, 131, 132, and 134, although the set may include more or fewer than
those identified in the example.

(8173} According to aspects of this disclosure, additionally or altematively, the video
processing device may code an active parameter sets SEI message of the multi-layer
bitstream only in 3 non-nested SEI message and not in a scalable nesting SEI message.
16174} Additionally or alternatively, the video processing device may determine that the
layer identifier of the layer of multi-layer video data is zero valued based on the SEI
message containing a non-nested buffering period SE@ message, a picture timing SEI
message, or 2 decoding unit information SEI message. In some examples, the video

processing device may also code a layer identifier syntax element to have a zeroe value.
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16175} Additionally or alternatively, the video processing device may code a

bitstream subset flag syntax clement of the multi-layer bitstream. The video coding
device may, based on the bitstream_subset _flag syntax cloment being equal to one and
no layer sets specified by a video parameter set {VPS) of the mwulti-layer bitstream
melading layer identifiers in the range of zero 1o a layer identifier of the non-VCL NAL
units containing the SEI message, inclusive, determine that a value of a default op flag
syntax ciement of the multi-layer bitsiream is zero valucd. In some examples, the video
processing device may afso code the default_op tlag syntax clement to have a zero
value,

{8176} According to an additional aspect of this disclosure, additionally or alternatively,
the video processing device may code a nesting_op_flag of the maulti-layer bitstream
and an all layers flag of the multi-layer bitstream. The video processing device may,
based on the nesting op_flag having a vahie of zero and the all layers flag having a
value of one, determine that a value of a maxTemporalid] O | syntax clement of the
multi-fayer bitstream is equal to seven. In some examples, the video processing device
may also code the maxTemporalld] § ] syntax clement to have a value of seven.

(81771 Additionally or alternatively, the video processing device may code a
bitstream_subsct_flag syntax clement of the multi-layer bitstream and a nesting_op_flag
syntax clement of the multi-layer bitstream. The video processing device may, based on
the bitstream_subset flag syntax clement having a value of one and the nesting_op_flag
syntax clement having a value of zero, determine that a nestinglayeridList] 0 § of the
multi-fayer bitstream includes only layer identifier values of a layer set specified in a
VPS of the multi-layer bitstream. In some examples, the video processing device may
also code the s nestinglayeridList] O | syntax clement to only include layer identifier
values of a layer sot specified in a VPS of the multi-layer bitstream.

(8178} It should also be understood that the steps shown and described with respect to
FIG. 8 are provided as merely one example. That is, the steps shown in the example of
FIG. 8 need not necessarily be porformed in the order shown in FIG. 8, and fewer,
additional, or alternative steps may be performed.  Moreover, while the technigues are
generically described above with respect to a video processing device, the techniques
may be implemented by a variety of video processing devices, such as video encoder
20, encapsulation unit 21, decapsulation unit 29, post-processing entity 27, network

entity 78, ot other processing umits.
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181791 In one or more examples, the functions described may be mmplemented in
hardware, software, firmware, or any combination thereof. If implemented in software,
the functions may be stored on or transmitted over, as one or more instructions or code,
a computer-readable meedium and executed by a hardware-based processing umnit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or commuumication media
incloding any medivm that facilitates transfer of a computer program from one place to
another, ¢.g., according to a conununication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or (2} a communication medium such as a signal or
carricr wave. Datfa storage media meay be any available media that can be accessed by
ODE OF MOTS COMPULETS OF ONE OF WOKre Processors to retrieve mstructions, code and/or
data stractares for implementation of the techniques described tn this disclosure. A
computer program product may include a computer-readable mediumn.

16186] By way of cxample, and not mitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other mediom that
can be used to store desired program code in the form of mstractions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if instructions are trapsmitted from a
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wircless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologics such as infrared, radio, and microwave are included i the definition of
medium. Tt should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, sigoals, or other fransient
media, but are instead directed 1o non-transient, tangible storage media. Disk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DYDY, floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

(8181} Instructions may be executed by one or more processors, such as oneg or more

digital signal processors (DDSPs), general purpose microprocessors, apphcation specific
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tegrated civeuits (ASICs), ficld programmable logic arrays (FPGAS), or other
equivalent integrated or discrete logic circuitry, Accordingly, the term “processor,” as
used berein may refer {0 any of the forcgoing structure or any other structure suitable for
implementation of the techniques described horein. In addition, m some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configored for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more circuits or logic
clements,

16182} The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (JC) or a set of
ICs {e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in 3 codec hardware
unit or provided by a collection of interoperative hardware votls, including ove or more
processors as deseribed above, in conjunction with suitable seftware and/or firmware.
{8183} Various examples have been described. These and other examples are within the

scope of the following claims.
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WHAT IS CLAIMED 1S:

L. A methed of coding video data, the method comprising:

obtaining one or more video coding layer (VCL) network absiraction layer
(NAL) units of an access vnit and a first layer of a multi-layer bitstream of video data;
and

only coding one or more non-VCL NAL units containing an SEI message
applicable to the VCL NAL units of the first layer together with the VCL NAL units of
the first layer such that within the access umit the bitstream does not contain any coded
pictares of any other layer of the multi-layer bitstream between the VOL NAL ouits of
the first layer and the non-VCL NAL units containing the SEI message applicable to the
VCL WAL units of the first layer,

2. The method of claim |, wherein coding the one or more non-VCL NAL units
comntaining the SEI message comprises coding the one or more non-VCL NAL units

directly adjacent to the VCL MNAL units of the first laver in the multi-layer bitstream.

3. The method of claim 1, wherein the VCL NAL onits of the first layer are VCL
NAL units of & first picture of the first laver and the SEI message comprises a prefix
SEI message applicable to the first picture of the first layer, and wherein only coding the
one or more non-VCL NAL umits containing the prefix SEI message together with the
VCL NAL onits comprises only coding the one or more non- VUL NAL units preceding

the VCL NAL units in the bitstream.

4. The method of claim 3, wherein the first picture s inchaded in an access unit
having 2 second picture, the method further comprising:

coding one or more non-VCL NAL units containing a second prefix SEI
message applicable to VCL NAL units of the second picture following the first picture

in the bitstream.

5. The method of claim 1, wherein the VCL NAL units of the first layer are VCL
NAL units of a first picture of the first layer and the SEI message comprises a suffiz

SEI message applicable to the first picture of the first layer, and whercin only coding the
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one or more non- VL NAL vmits containing the suffix SEI message together with the
VCL NAL onits comprises only coding the one or more non-VCL NAL units

subsequent to the VUL NAL units in the bitstream.

6. The method of claim 5, wherein the first picture is inchided in an access unit
having a second picture, the method further comprising:

coding one or more non-VCL WAL units containing a second suffix SEi
message applicable to VCL NAL units of the second picture following the second

picture in the bitstream.

7. The method of claim 1, further comprising deternmining a reaximum repetition
parameter for the SEI message based on a picture unit that contains VCOL NAL units of a

first picture of the first layer and associated non-VCL NAL units of the first picture.

8. The method of claim 1, wherein only coding the one or more non-VCE NAL
units contaiming the SEI message comprises only encoding the one or more non-VCL
MNAL units containing the SEI message, the method further comprising:

generating residual data for the VCL NAL units of the first layer indicating a
difference between predictive data and actual video data;

applying a transform to the residual data the generate transform coefficients; and

generating a bitstream that inchudes an indication of the transform coefficients.

9. The method of claim {, wherein only coding the one or more non-VCL NAL
units containing the SEI message comprises only decoding the one or more non-VCL
NAL units containing the SEl message, the method further comprising:

obtaining transform coctficients for the VCL NAL units from an encoded
bitstreanmy;

applying an inverse transform to the transform coefficients to generate residual
data; and

determining the video data based on the generated residual data.
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10. A device for coding video data, the device comprising:
a memory configured to store at least a portion of a muolti-layer bitstream of
video data; and
one or more processors configured to:
obtain one or more video coding layer (VCL) network abstraction layer
{(NAL) units of an access unit and a first laver of the multi-layer bitstream of
video data; and
only code one or more non-VCL NAL units containing an SEI message
applicable to the VCL NAL units of the first layer together with the VCL NAL
units of the first laver such that within the access unit the bitstream does not
contain any coded pictures of any other layer of the roulti-layer bitstream
between the VCL NAL wnits of the first layer and the non-VCL NAL units

containing the SET message applicable to the VCL NAL units of the first layer.

1t The device of claim 10, wherein to code the one or more non-VCL NAL units
containing the SEI message, the one or more processors are configured to code the one
or more non-YVCL NAL wnits directly adjacent to the VUL NAL units of the first layer

in the multi-layer bitstream.

1Z. The device of claim 18, wherein the VCL NAL units of the first laver are VCL
NAL units of a first picture of the first layer and the SEI message comprises a prefix
SEI message applicable 1o the first picture of the first layer, and whercin to only code
the one or more non-VCL NAL units containing the prefix SEI message together with
the VCL NAL units, the one or more processors are configured to only code the one or

more non-YVCL NAL units preceding the VCL NAL units in the bitstream,

13, The device of claim 12, wherein the first picture is included in an access unit
having a second picture, and wherein the one or more processors are further configured
to:

code one or more non-VCL NAL units containing a second prefix SEI message
applicable to VCL NAL units of the second picture following the first picture in the

bitstreant.
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14, The device of claim 10, wherein the VCL NAL units of the first layer are VCL
MNAL units of a first pictare of the first layer and the SEI message comprises a suffix
SEI message applicable to the first picture of the first layer, and wherein to only code
the one or more non-VCL NAL units containing the suffix SEI message together with
the VCL NAL units, the one or more processors are configured to only code the one or

more non-VCL NAL units subsequent to the VCOL NAL units in the bitstream.

15, The device of claim 14, wherein the fivst picture is included in an access unit
having a second picture, and wherein the one or more processors are further configured
o

code one or more son-VCL NAL units containing a second suffix SEI message
applicable to VCL NAL units of the sccond picture following the second picture in the

bitstream.

16, The device of claim 10, wherein the one or more processors are further
configured to determine a maximum repetition parameter for the SEI message based on
a picture unit that containg VUL NAL units of a first picture of the first layer and

associated non-VCL NAL units of the first picture.

17. The device of claim 18, wherein to only code the one or more non-VCL NAL
units containing the SEI message, the one or more processors are configured to only
encode the one or more non-VCL NAL units containing the SE message, and whercin
the one or more processors are further configured to:

generate residoal data for the VCL NAL umits of the first layer indicating a
difference between predictive data and actual video data;

apply a transform to the residual data the gencrate transform cocfficients; and

generate a bitstream that inchudes an indication of the transform coefficients.

18, The device of claim 10, wherein to only code the one ot more non-VCL NAL
units contaiming the SET message, the one or more processors are configured to only
decode the one or more non-VCL NAL units containing the SEI message, and wherein
the one or more processors are further contigored to:

obtain transform coefficients for the VUL NAL units from an encoded bitstream;
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apply an inverse transform to the transtorm coefficients to generate vesidual
data; and

determine the video data based on the generated residual data.

19, The device of claim 10, wherein the device comprises at least one of!
an integrated circuit;
3 WHCIOPTOCCSSOT; OF

a wireless comnunication device.

20, Anapparatus for coding video data, the apparatus comprising:

means for obtaining one or more video coding layer (VCL) network abstraction
tayer (NAL) units of an access unit and a fivst layer of a multi-layer bitstream of video
data; and

means for only coding onc or more non-VCL NAL unils containing an SE1
message applicable to the VCL NAL umnits of the fust layer together with the VCL NAL
units of the first layer such that within the access unit the bitstream does not contain any
ceded pictures of any other layer of the multi-layer bitstream between the VCL NAL
units of the first layer and the non-VCL NAL units containing the SEI message

applicable to the VCL NAL units of the first layer.

2L The apparatus of claim 20, wherein the means for coding the one or more non-
VCL NAL units containing the SEI message comprises means for coding the oune or
more non-VCL NAL units divectly adjacent to the VCL NAL units of the first layer in

the multi-layer bitstream.

22. The apparatus of claim 26, wherein the VCL NAL units of the first layer are
VCL NAL units of a first picture of the first layer and the SEI message comprises a
prefix SEI message applicable to the first picture of the first layer, and wherein the
means tor only coding the one or more non-VUL NAL units containing the prefix SEX
message together with the VCOL NAL units comprises means for only coding the one or

more non-VCL NAL units preceding the VCL NAL units in the bitstream.



WO 2015/148550 PCT/US2015/022303
69

23. The apparatus of claim 22, wherein the fivst pictare is included in an access unit

having a second picture, the apparatus further comprising:
means for coding onc or more non-VCL NAL unils containing a second prefix
SEl message applicable to VCL NAL units of the sccond picture following the first

picture in the bitstream.

24.  The apparatus of claim 20, wherein the VCL NAL units of the first layer are
VCL WAL units of a first picture of the first laver and the SEI message comprises a
suffix SEf message applicable to the first picture of the first layer, and wherein the
means for only coding the one or more non-VCL NAL units containing the suffix SEI
message togother with the VCL NAL units comprises means for only coding the one or

more non-VCL MAL units subsequent to the VCL NAL units in the bitstream.

25. A non-transitory computer-readable medivm having instructions stored thereon
that, when executed, cause one or more processors to:

obtain one or more video coding layver (VCL) network abstraction layer (NAL)
onits of an access unit and a first layer of a mubti-layer bitstream of video data; and

only code one or more non-YCL NAL units containing an SEf message
applicable to the VCL NAL units of the first layer together with the VCL NAL umits of
the first layer such that within the access unit the bitstream does not contain any coded
pictures of any other layer of the multi-layer bitstream between the VCL NAL vuoits of
the first layer and the non-VCL NAL units containing the SEI message applicable to the

VCL NAL units of the first layer.

26. The non-transitory computer-readable medium of claim 25, whercin to code the
one or more non-YCL NAL units containing the SEI message, the instractions cause the
One OF MOre processors 1o code the one or more non-VCL NAL units directly adjacent
to the VCL NAL units of the first layer in the multi-layer bitstreamn.

27. The non-transitory computer-readable medium of claim 25, wherein the VCL
MNAL units of the first layer are VOL NAL units of a first picture of the first layer and
the SEI message comprises a prefix SEI message applicable to the first picture of the

first layer, and wherein to only code the ene or more non-VCL NAL units containing
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the prefix SEI message together with the VCL NAL umits, the instructions cause the one
or more processors to only code the one or more non-VCL NAL wunits preceding the

VCL NAL units in the bitsirean.

28, The non-transitory computer-readable medium of claim 27, wherein the first
pictare is inchided in an access unit having a second pictare, and wherein the
instructions further cause the one of more processors to:

code one or more non-VCL NAL units containing a sccond prefix SEY message
applicable to VCL NAL units of the second picture following the first picture m the

bitstream.

29, The non-transitory computer-readable medivm of claim 23, wherein the VCL
NAL units of the first layer are VCL NAL units of a first picture of the first layer and
the SEI message comprises a suffix SEl message applicable to the first picture of the
first layer, and wherein to only code the one or more non-VCL NAL units containing
the suffix SEI message together with the VCL NAL units, the instructions cause the one
ofr mare processors to only code the one or more non-VCL NAL units subsequent to the

VCL NAL units in the bifstreant.
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