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DESCRIPTION
APPARATUSES, SYSTEMS, AND METHODS FOR PRECLINICAL
ULTRASOUND IMAGING OF SUBJECTS

PRIORITY
This application claims the priority benefit of U.S. Provisional Patent
5 Application Serial No. 62/107,321, filed January 23, 2015, which is

incorporated by reference herein in its entirety.

GRANT INFORMATION
This invention was made with government support under Grant Nos.
10 CA170665 and CA192482 awarded by the National Institutes of Health and
Grant Nos. [IP-1346336 and 1IP-1533978 awarded by the National Science

Foundation. The government has certain rights in the invention.

15 TECHNICAL FIELD
The subject matter described herein relates to apparatuses, systems,
and methods for use in ultrasound imaging. More particularly, the subject
matter described herein relates to apparatuses, systems, and methods for
preclinical ultrasound imaging of subjects.
20
BACKGROUND
Preclinical drug development researchers in both industry and
academia rely on a variety of imaging techniques to visualize the effects
caused by their novel therapeutic candidates within rodent disease models.
25  "Molecular" or "functional" imaging techniques allow researchers to visualize
processes occurring'at the cellular level, which are indicative of a presence
of disease. These imaging strategies - such as optical, Single Photon
Emission Computed Tomography (SPECT), and Positron Emission
Tomography (PET) - are extremely sensitive to contrast agents designed to
30 target various disease processes of interest, though are not well suited to
visualize anatomical features, such as tumor boundaries. Conversely,

anatomical imaging strategies - such as magnetic resonance imaging (MRI),

-
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computed tomography (CT), and ultrasound - enable researchers to
visualize the physical boundaries of anatomical structures, as well as the
relative locations and morphologies of disease sites and heélthy anatomy.
These anatomical imaging approaches are less proficient, however, at

5 detecting any processes not occurring at a gross phenotypic scale.
Combining these two complimentary strategies is an intuitive approach to
maximizing sensitivity for disease detection or for monitoring therapeutic
response, and is widely implemented in both clinical and preclinical settings
worldwide in the form of SPECT-CT and PET-CT systems.

10 Though not widely prodgced, a combination of MRI and PET (MR-
PET) systems has recently been developed and offer a lower radiation-dose
alternative to the CT approaches (albeit in exchange for an increase in
financial and time expenses). Of the anatomical imaging approaches,
ultrasound is often the most attractive because of the following: (a) it is

15 innocuous for both user and patient, (b) it is the most portable of any of the
modalities, (c) it is real-time, and (d) significantly the least expensive.
Despite these attractive advantages, products to enable ultrasound-based
multimodality clinical and preclinical imaging are scarce.

Accordingly, an efficient, flexible, and customizable platform that

20 enables researchers to acquire whole-body anatomical images of their
preclinical animal models using either primary or after-market ultrasound
systems and probes which may already be in use, and if necessary, allowing
for immediate registration of their anatomical ultrasound data with the
functional imaging acquisition method of their choice: PET, SPECT, or.

25  optical is needed.

SUMMARY
Apparatuses, systems, and methods for preclinical ultrasound
imaging of subjects are provided herein. In some aspects, an apparatus for
30 preclinical ultrasound imaging of a subject may comprise a platform on
which a subject (e.g., a rodent) is positionable, and at least one motion stage
for controlling a spatial position of at least obne ultrasound transducer relative

to the platform in order to acquire ultrasound image data of the subject.
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In some aspebts, a system for preclinical ultrasound imaging of a
subject may comprise at least one ultrasound imaging system, at least one
ultrasound transducer associated with the ultrasound imaging system and
positionable relative to a subject (e.g., a rodent), and an apparatus. In some

5 aspects, the apparatus may a platform on which the subject is positionable,
and at least one motion stage for controlling a spatial position of at least one
ultrasound transducer relative to the platform in order to acquire ultrasound
image data of the Subject. |

[n some aspects, a method for preclinical ultrasound imaging of a

10  subject may comprise movably positioning a platform, on which a subject
(e.g., a rodent) is positionable, controlling, by at least one motion stage, a
spatial position of at least one ultrasound transducer relative to the platform,
and acquiring ultrasound image data of the subject.

In some aspects, the present subject matter may provide a system

15 and method for preclinical ultrasound raster scanning of at least one organ
or tissue in a subject. The system may comprise at least one ultrasound
irhaging system, at least one ultrasound transducer associated with the at
least one ultrasound imaging system and positionable relative to a subject,
an apparatus comprising a platform on which the subject is positionable, and

20 at least one motion stage for controlling a spatial position of the at least one
ultrasound transducer relative to the platform in order to acquire ultrasound
image data of the subject, and a computing platform having a hardware
processor and a memory and being associated with the at least one
ultrasound imaging system and the apparatus, wherein the computing

25 platform is configured to collect one-dimensional (1D) ultrasound scan lines
through translation of the -at least one ultrasound transducer through a raster
scan grid aligned over an approximation of a location of at least one organ or
tissue in the subject, and to analyze the 1D ultrasound scan lines to build a
two-dimensional (2D) or three-dimensional (3D) mesh of relevant surfaces of

30 the at least one organ or tissue.

The method may comprise positioning a subject on a platform,
controlling a spatial position of at least one ultrasound transducer relative to

the platform in order to' acquire ultrasound image data of the subject,
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collecting one-dimensional (1D) ultrasound lines by translating the at least
one ultrasound transducer through a raster scan grid aligned over an
approximation of a location of at least one organ br tissue in the subject, and
analyzing the 1D ultrasound lines to build a two-dimensional (2D) or three-
5 dimensional (3D) mesh of relevant surfaces of the at least one organ or

tissue.

_ BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the subject matter described herein will

10  now be explained with reference to the accompanying drawings, wherein like
reference numerals represent like parts, of which:

Figure 1A is a front view illustrating an exemplary embodiment of an
apparatus including a rigid reservoir for preclinical ultrasound imaging of a
subject, wherein an imaging transducer scans substantially above the

15  subject, according to the subject matter disclosed herein;

Figure 1B is a front view illustrating an exemplary embodiment of an
apparatus including a reservoir membrane for preclinical ultrasound imaging
of a subject, wherein an imaging transducer scans substantially above the |
subject, according to the subject matter disclosed herein;

20 Figure 2A is a front view illustrating an exemplary embodiment of an
apparatus for preclinical ultrasound imaging of a subject, wherein an imaging
transducer scans substéntially below the subject, according to the subject
matter disclosed herein;

Figure 2B is a perspective view illustrating the exemplary embodiment

25  of Figure 2A,

Figure 3 is a front view illustrating a rotational stage and two linear
stages of an apparatus for preclinical ultrasound imaging of a subject
according to the subject matter disclosed herein;

Figure 4 is a perspective view illustrating an exemplary reservoir for

30 an exemplary embodiment of an apparatus for preclinical ultrasound imaging
of a subject according to the subject matter disclosed herein;

Figure 5 is a perspective view illustrating an exemplary reservoir,

support structure, and x and y-axis motion stages for an exemplary



WO 2016/118947 PCT/US2016/014685

embodiment of an apparatus for preclinical ultrasound imaging of a subject
according to the subject matter disclosed herein;

Figure 6 is a cross-sectional view illustrating an exemplary transducer
aligned with an I-beam for an exemplary embodiment of an apparatus for

5 preclinical ultrasound imaging of a subject according to the subject matter
disclosed herein;

Figure 7A is a cross-sectional view illustrating an exemplary cross-
coupling clamp disposed between a transducer and a rigid reservoir for an
exemplary embodiment of an apparatus for preclinical ultrasound imaging of

10  a subject according to the subject matter disclosed herein; '

Figure 7B is a cross-sectional view illustrating an exemplary cross-
coupling clamp disposed between a transducer and a reservoir membrane
for an exemplary embodiment of an apparatus for preclinical ultrasound.
imaging of a subject according to the subject matter disclosed herein;

15 Figure 8 is a perspective view illustrating an exemplary z-axis and
rotational motion stage for an exemplary embodiment of an apparatus for
preclinical ultrasound imaging of a subject according to the subject matter
disclosed herein;

Figure 9 is a perspective view illustrating an exemplary embodiment

20 of an apparatus for preclinical ultrasound imaging of a subject according to
the subject matter disclosed herein;

Figure 10 is a perspective view illustrating an exemplary subject
transfer platform for an exemplary embodiment of an apparatus for
preclinical ultrasound imaging of a subject according to the subject matter

25  disclosed herein;

Figures 11A is a line drawing illustrating an apparatus used in an
exemplary process flow for generating an atlas using fiducial landmarks for
preclinical ultrasound imaging of a subject according to the subject matter
disclosed herein;

30 Figures 11B-11G are computer generated images illustrating an
exemplary process flow for generating an atlas using fiducial landmarks for
preclinical ultrasound imaging of a subject according to the subject matter

disclosed herein;
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| Figure 12 is a schematic illustrating an exemplary system for
preclinical ultrasound imaging of a subject according to the subject matter
disclosed herein;

Figures 13A-13C are screenshots illustrating an exemplary workflow

5 for spatial mapping of a subject system for preclinical ultrasound imaging of
a subject according to the subject matter disclosed herein;

Figure 14A is a diagram illustrating a first scan plane relative to a
subject for preclinical ultrasound imaging of a subject according to the
subject matter disclosed herein;

10 Figure 14B is a photograph illustrating the first scan plane relative to
the platform according to Figure 14A,

Figure 14C is a screenshot illustrating a two-dimensional (2D)

- ultrasound image of the subject taken along the first scan plane according to.
Figure 14A, where a bladder, alliver, and a heart of the subject are visible;

15 Figure 15A is a diagram illustrating a second scan plane relative to a
subject for preclinical ultrasound imaging of a subject according to the
subject matter disclosed herein;

Figure 15B is a screenshot illustrating a 2D ultrasound image of the
subject taken along the second scan plane according to Figure 15A, where a

20 bladder, a liver, and a heart of the subject are visible;

Figure 16A is a diagram illustrating a third scan plane relative to a
subject for preclinical ultrasound imaging of a subject according to the
subject matter disclosed herein;

Figure 16B is a screenshot illustrating a 2D ultrasound image of the

25 subject taken along the third scan plane according to Figure 16A, where a
bladder of the subject is visible;

Figure 17 is a screenshot illustrating a three-angled composite 2D
ultrasound image of the bladder of the subject using the 2D ultrasound
images of Figures 14C, 15B, and 16B,;

30 Figure 18A is a screenshot illustrating a single 2D ultrasound image
of a subject; ]

Figure 18B is a screenshot illustrating a three-angled composite 2D

ultrasound image of a subject for preclinical ultrasound imaging of a subject
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according to the subject matter disclosed herein, where a field of view in
Figure 18A is smaller than a field of view in Figure 18B;

Figure 19 is a computer generated image illustrating at least one

exemplary ultrasound transducer raster scanning a subject according to the
5  subject matter discldsed herein;

Figure 20A is a computer generated image illustrating an exemplary
raster scan grid over a subject according to the subject matter disclosed
herein;

Figure 20B is a computer generated image illustrating a detailed view

10  of the raster scan grid of Figure 20A;

Figure 21A is é screenshot illustrating an exemplary m-mode trace
line from the raster scan grid of Figure 20B according to the subject matter
disclosed herein, ’

Figure 21B is a set of line drawing illustrating automated

15 segmentations from four surfaces extracted from the screenshot of the m-
mode trace line of Figure 21A,

Figure 22 is a 3D model illustrating an exemplary 3D mesh built from
at least a portion of the automated segmentations of Figure 21B;

Figure 23A is a 3D model of Figure 22 illustrating optimal long and

20 short axes; |

Figures 23B is a computer generated image of the subject in Figure
19 illustrating 2D scan planes about the heart of the subject;

Figure 24 is a process flow diagram illustrating a method for raster
scanning a subject according to the subject matter disclosed herein; and

25 Figure 25 is a process flow diagram illustrating a method for
preclinical ultrasound imaging of a éubject according to the subject matter

disclosed herein.

DETAILED DESCRIPTION
30 In accordance with the subject matter herein apparatuses, systems,
and related methods for preclinical ultrasound imaging of subjects, as well
as a method for raster scanning a subject, are disclosed. The apparatuses,

systems, and related methods for preclinical ultrasound imaging of subjects
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may provide an efficient, flexible, and customizable platform that enables
researchers to acquire whole-body anatomical images of preclinical animal
models using any ultrasound systems and/or probes, while allowing for
immediate reg‘istration of anatomical ultrasound data with functional imaging

5 acquisition method of their choice: Positron Emission Tomography (PET),
Single Photon Emission Computed’ Tomography (SPECT), optical,
cryoimaging, etc.

Small animal models, specifically rodents, serve as models for human
disease across a broad spectrum of pathologies. Animal models offer

10  scientists a way to uncover underlying mechanisms for disease process, as
well as study drug efficacy and toxicity profiles in living organisms. Until the
advent of non-invasive imaging, large numbers of animals expressing a
given disease phenotype were required for preclinical studies, as the only
method to assess disease presence or response to a candidate therapeutic

15 was through terminal strategies (necropsy, histology, etc.). By comparison,
non-invasive imaging methods enable researchers to interrogate the
structure and function of bodily tissues without the need to sacrifice for each
assessment time-point, and thus drastically reduce number of animals
needed for preclinical studies.

20 There are two principal types of imaging modalities: structural (i.e.,
anatomical) ‘and functional. Structural imaging modalities allow for the
visualization and assessment of physical properties (i.e., morphology,
shape, size, texture, density, etc.) of tissue. Functional imaging modalities
allow for the visualization and assessment of sub-resolution biological

25 processes (i.e., inflammation, angiogenesis, metabolic demand, etc.)
through the implementation of a contrast agent or reporter compound.
Magnetic Resonance Imaging (MRI), Computed Tomography (CT), and
Ultrasound (US) are examples of imaging modalities that are primarily used
for anatomical imaging purposes. In vivo optical (bioluminescence and

30 fluorescence) imaging, cryoimaging, SPECT, and PET are examples of
functional imaging modalities.

Ultrasound offers several advantages over the other anatomical

imaging modalities: it acquires real-time images, is non-invasive, is relatively
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portable, and is inexpensive. Accordingly, the apparatuses, systems, and

methods described herein offer a novel approach to anatomical imaging of

small animals using ultrasound (synonymous with “preclinical ultrasound

imaging”). There are several existing tools available 'to researchers

5 interested in using ultrasound to image small animals, including clinical

imaging scanners, and specialized preclinical imaging systems. These tools

enable either two-dimensional (2D) cross sections of tissue or small three-

dimensional (3D) volumes of tissue. As used herein, “small subvolumes” do

not encompass a significant portion of the animal’'s anatomy (e.g., >50% by

10 volume). The consequence of this is comparisons between image

acquisitions captured at different times are difficult to make, since relative

orientations between tissue structures are unknown, as transducer

orientation and scan angle is very difficult to identically recapitulate at two

separate timepoints. This problem of one-to-one mapping between

15 timepoints is further exaéerbated when tissue structures are not in the same

relative positions in the image data, which can be caused by multiple factors

including: 3D non-linear warping that takes place when tissues are distended

by physical contact between an ultrasound transducer and the tissue, a

tufnor growing and changing the tissue morphology within its neighborhood,

20  one or more tumors arriving between timepoints, animal weight gain or loss,
causing a spatial re-scaling between corresponding anatomical points, etc.

Accordingly, apparatuses, systems, and methods that circ'umvent

these current deficiencies of preclinical ultrasound imaging are disclosed,

which allow widefield imaging of tissue volumes. The apparatuses, systems,

25 and methods may allow over 50% of a subject’s body to be imaged, and

thus better enable longitudinal comparisons. In addition to ailowing an

increased field of view, the quality of the image data will be improved by the

apparatuses, systems, and methods described herein, as these

apparatuses, systems, and methods may allow spatial compounding

30 approaches to be implemented. Furthermore, these apparatuses, systems,

and methods do not require direct contact to be made between transducer
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and tissue, and thus no tissue warping may be caused by the image
acquisitions of these appafatuses, systems, and methods, better enabling
image registration.

In addition, the present subject matter is based on the idea that one '

5 can acquire both anatomical and functional images with the sam‘e device or
platform.‘ Ultrasound imaging may be used to acquire anatomical images
using the presently disclosed apparatus, system and method, while the
specific functional imaging modality (SPECT, PET, optical, photoacoustics,
optoacoustics, fluorescence, bioluminescence, cryoimaging, etc.,) may be

10  coupled with the presently disclosed apparatuses, systems, and methods for
a complimentary approach to preclinical image acquisition.

In some aspects, the present subject matter described herein is
directed to acquiring whole-body images with preclinical ultrasound imaging.
Most current clinical and preclinical ultrasound transducers acquire 2D

15  images and display the result on a computer monitor. To buildup a 3D image
volume, the user must move the probe or transducer in a controlled manner
to make a stack of 2D images into a cohesive 3D volume. Currently, there
are already available methods of moving a transducer in a single linear path
to construct a single subvolume of a target (i.e., an image of a preclinical

20 animal model's tumor). Notably, the present subject matter proposes to
extend this idea over a significantly Iarger' area by using apparatuses,
systems, and methods comprising two or moré one-dimensional (1D) linear

~ motion stages capable of controlling a spatial position of at least one
ultrasound transducer’s position to enable a cohesive volumetric image to be

25 formed from a series of 2D images using the spatial coordinates of the
ultrasound transducer’'s spatial position. It is contemplated that 3D
functional images may be acquired using a functional imaging modality to
fuse with the anatomical image acquired using the apparatuses, systems,
and methods described herein.’ In some aspects, the 3D functional images

30 may also be acquired using said apparatuses, systems, and methods
disclosed herein. Any major functional imaging technique mayAbe used to
acquire the 3D images, such as, for example, photbacousticé, optoacoustics,

fluorescence, bioluminescence, PET, SPECT, cryoimaging, x-ray, MRI, etc.

-10-
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Figures 1A-1B and 2A-2B are illustrations of two separate, exemplary
embodiments of apparatuses for preclinical imaging of a subject where the
ultrasound transducer is configured to move relative to both the subject and
the reservoir. In either embodiment, the apparatus may comprise an

5 ultrasound transducer or plurality of ultrasound transducers, at least one
motion stage, and/or one or more individual platforms. In some aspects, at
least one motion stage may comprise a combination of at least one linear
motion stage and at least one rotational computerized stage for moving and
supporting ultrasound transducer(s) (see, e.g., Fig. 3). In a first example, at

10 least one transducer may be configured to scan a subject at position(s)
above the subject (see, e.g., Figs. 1A and 1B), while in a second example, a
transducer may be configured to scan a subject at position(s) below the
subject (see, e.g., Figs. 2A-2B).

Referring to Figure 1A, an apparatus, generally designated 100A,

15 may be configured such that at least one transducer 102A is movable via an
actuating arm (see, e.g., 312, Figure 3) relative to both subject S positioned
on a platform 164A and a reservoir 106A. As illustrated in Figure 1A,
reservoir 106A may be in the form of a stand-alone tank with structured
walls to contain a coupling medium 108A, which may be liquid or gel-based.

20 The walls of reservoir 106A may be removable, either by complete
detachment from platform 104A, or by mechanically lowering platform 104A
into a recessed cavity. A coupling medium impermeable membrane 110
may be disposed between subject § and coupling medium 108A to provide a
seal between the two.

25 Alternatively, as illustrated in Figure 1B, an apparatus, generally
designated 100B, may be configured in a manner similar to that of Figure 1A
with a transducer 102B movable via an actuating arm (see, e.g., 312, Figure
3) relative to both a subject S positioned on a platform 104A and a reservoir
106A. However, in comparison with Figure 1A, reservoir 106B may be in

30 the form of a bag that hangs from the same actuating arm. In this
embodiment, a coupling medium impermeable membrane does not need to
be utilized because reservoir bag 106B acts as its own coupling medium

impermeable membrane in between a coupling medium 108B and subject S.

-11-
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In addition, as illustrated in Figure1B, reservoir bag 106B may be coupleable
to the one or more individual platform 104B. For example, reservoir bag
106B may be anchored to platform 104B supporting subject S.
Consequently, where an apparatus is configured to include a reservoir, the

5 reservoir may, itself, either act as a partition between the subject being
imaged and the coupling medium or may further comprise a coupling
medium impermeable membrane between the coupling medium and the
subject being imaged to prevent the subject from being submerged in the
coupling medium.

10 As in Figures 1A and 1B, where a reservoir is configured such that a
separate or integral a coupling medium impermeable membrane, or other
type of partition, is necessary to separate the subject from being imaged
from the coupling medium, sufficient downward pressure may be generated
by the coupling medium to ensure that the seal between the membrane and

15  platform is coupling medium impermeable. In some aspects, the membrane
may be sealed to the platform using a rectangular rigid frame, or other
geometrically shaped frame, bearing magnetic material which may be
activated by alternating a polarity of magnets disposed below the platform on
which the subject is positionable. In some aspects, the membrane maybe

20 sealed to the platform by using a rectangular rigid frame, or other
geometrically shaped frame, which may be mechanically forced downward
by one or more clamps (see, e.g., Figures 7A-7B). In some aspects, the
membrane may be sealed to the platform by using a rectangular rigid frame,
or other geometrically shaped frame, which may be mechanically forced

25 downward via a vacuum seal. Regardless of the specific method for
generating downward pressure between the membrane and animal platform,
the two components can be quickly unattached for quick removal of the
membrane after the imaging session has concluded.

In another alternative, not shown, a reservoir containing coupling

30 medium is not needed in the apparatus in order to perform preclinical
ultrasound imaging of a subject. For example, a REXOLITE® stage may be
used, instead, and the at least one transducer may be scanned across the

stage.

-12-
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Referring to the above-referenced exemplary embodiment, Figure 2A
illustrates an apparatué, generally designated 200, comprising at least one
transducer 202 positioned below a subject S that is configured to movably
scan subject S from underneath the subject. For example, transducer 202

5 may scan subject S below a platform 204 on which the subject is placed. In
some aspects, apparatus 200 may comprise a reservoir 206 in the form of a
stand-alone tank or a bag, as discussed above. For example, reservoir 206
may be in the form of an acoustic coupling reservoir. As illustrated in Figure
2A, reservoir 206 is in the form of a bag that contains a coupling medium

10 208. Reservoir 206 may be suspended from or otherwise affixed to platform
204. In such a configuration, a coupling medium impermeable membrane
does not need to be utilized because the acoustic coupling reservoir acts as
its own coupling medium impermeable membrane in between coupling
medium 208 and subject S. In the alternative, apparatus 200 does not need

15  reservoir 206 containing coupling medium 208 in order to perform preclinical
ultrasound imaging.

Still referring to the second embbdiment, Figure 2B illustrates
apparatus 200 from a perspective view, where at least one motion stage,
generally designated 210 is visible. Motion stage 210 may be connectably

20 attached to transducer 202 and may thus move transducer 202 (not visible in
Figure 2B) relative to an imaging area underneath a subject, as indicated by
arrow Aq in Figure 2A. Although arrow A4 in Figure 2A is illustrated as
moving in a semi-circular manner relative to subject S, it is contemplated
that motion stage 210 may also move transducer 202 substéntially

25  horizontally, vertically, etc., with regard to subject S, which will be described
in greater detail below.

Still referring to an embodiment of an apparatus, system, and/or
method of preclinical imaging of a subject where a transducer moves relative
to both a subject and a reservoir, Figure 3 illustrates an exemplary

30 apparatus 300 including one transducer 302 movable relative to a platform

304 and a reservoir (not illustrated in this Figure). Notably, more than one

13-
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transducer moveable in a similar or different manner to the one illustrated in
Figure 3 may also be included in the apparatuses, systems, and/or methods
described herein.

In Figure 3, transducer 302 may be movable about three stages, one

5 of which is rotational and the other two being linear, and each comprising its

own individual axis on which transducer 302 may be independently movable.

For example, the individual axes of the three stages may include a y-axis

motion stage 306, a z-axis motion stage 308, and a ©-axis motion stage

310, y-axis motion stage 306 and z-axis motion stage 308 allowing for linear

10  movement of transducer 302 and ©-axis motion stage 310 allowing for

rotational movement of transducer 302. Notably, there may be more stages

or fewer stages, as well, for different degrees of movement of transducer

302. In some embodiments, transducer 302 may be positioned on an

actuating arm 312 that is coupled to the three stages. Thus, movement of

15  each of the three stages individually moves the position of actuating arm 312

along that axis with respect to a subject, 'and thereby translates into

movement of transducer 302 into various spatial positions relative to

platform 304. For example, motion stages 306-310 may be configured to

position transducer 302 above a subject in order to scan the subject from

20 above (i.e., above platform 304), while the motion stages 306-310 may also

be configured to position transducer 304 below the subject in order to scan

the subject from below (i.e., below platform 304). The ability to move each

of the three stages 306-310, independently, enables apparatus 300 to be

configured in either the first exemplary position (i.e., Figures 1A-1B) or the

25 second exemplary position (i.e., Figures 2A-2B) of the apparatus described
above.

In some aspects, transducer 302 may be moved in any of the three
directions (x, y, ©) manually and/or automatically using a motion control
system associated with a computing platform (see, e.g., Figure 12), such

30 that transducer 302 is movable 360 degrees around a subject positioned on
platform 304. For example, a motion control system may enable one or
more users to enter a mode of operation (e.g., jogging mode) where a

spatial position of transducer 302 is controlled by a computing platform, or
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an external joystick or keypad, and transducer 302 is moved to a specified
location. In some aspects, a spatial position or positions of transducer 302
may be determined a priori by a computing platform in order to control the
linear and rotational stages’ 306-310 positions. Regardless, this mode may
5 be useful for users wanting to explore tissue volume to locate features of
interest in a subject. Consequently, movability of transducer(s) in the
manner described above may enable whole-body images to be acquired by
the disclosed apparatuses, systems, and/or methods, since the
transducer(s) may be translatable around a body of a subject in order to
10 acquire images at different and various angles.

Referring now to another embodiment, Figures 4-9 are illustrations of
another exemplary embodiment of an apparatus and a system for preclinical
imaging of a subject where an ultrasound transducer and a reservoir are
configured to move together relative to a subject being imaged in

15 comparison to the embodiments illustrated in Figures 1A-3, where a.
transducer is configured to move relative to both a subject and a reservoir.

Figure 4 illustrates a perspective view of an exemplary embodiment of
an apparatus, generally designated 400, for preclinical imaging of a subject.
Apparatus 400 may be éonfigured with at least one movable transducer 402

20 that is coupled to a bottom surface of a reservoir 404. In some aspects,
‘reservoir 404 may be a rigid box or stand-alone tank with structured walls
rather than a flexible bag. For example, Figure 4 illustrates reservoir 404 as
a rigid, rectangular box having a bottom surface and four structured walls
that are substantially perpendicular to the bottom surface of reservoir 404.

25 Reservoir 404 may be composed of an acoustically attenuating material to
limit reflection and reverberation of ultrasound waves during imaging. An
orifice having a diameter sufficient to receive transducer 402 may be
provided in the bottom surface of reservoir 404. In such a manner,
transducer 402 may be introduced under reservoir 404 through the bottom

30 surface and removably coupled to reservoir 404 via a mechanism (é.g.,
706A, 706B, Figures 7A-7B). Thus, movement of transducer 402 once
coupled to reservoir 404 results in movement of reservoir 404 relative to an

imaging chamber on which a subject is placed (see, e.g., Figure 9).
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Although not illustrated in Figure 4, a coupﬂling medium impermeable
membrane may be provided with respect to reservoir 404 in order to provide
a seal between the coupling medium and a subject to be imaged, although it
may be unnecessary for contact-free imaging. In order to retain the coupling

5 medium impermeable membrane, reservoir 404 may include a spray skirt, or
other similar mechanism, disposed around its perimeter. For example, as
iIIustratéd in Figure 4, a spray skirt 406 is disposed along each of the side
walls of reservoir 404 and is configured to retain a coupling medium
impermeable membrane to create a seal between any coupling medium

10  contained in reservoir 404 and a subject being imaged, above. Spray skirt
406 may be clamped, bolted, pinched, screwed, and/or otherwise brought
into close contact with the inside surface of respective side walls on which
spray skirt 406 is disposed, with the coupling medium impermeable
membrane sandwiched in between spray skirt 406 and the side walls of
15  reservoir 404 for a tight seal.

In some aspects, a heating mechanism may be disposed along an
interior surface of one or more side walls of reservoir 404. For example, |
reservoir 404 may comprise a U-shaped thermal rod 408 disposed along
three of the side walls for immersion heating. In this manner, the coupling

20 medium may be heated while it is already contained within reservoir 404. In
some aspects, the temperature of the coupling medium within reservoir 404
may be adjusted (e.g., either automatically or using real time user input) via
an input to U-shaped thermal rod 408. For example, a feedback controller
(e.g., a proportional-integral—derivative controller) may be used for passively

25  regulating the temperature of the coupling medium within reservoir 404 to a
desired temperature, e.g., a body temperature of a subject, throughout an
imaging session.

Further temperature adjustment functionality is also contemplated for
reservoir 404. In some aspects, where a coupling mediurﬁ impermeable

30 membrane is provided, a coupling medium may be heated outside of
reservoir 404. For example, reservoir 404 may comprise an attachable
pump (not shown) to circulate liquid between reservoir 404 and a separate

temperature controlled reservoir where the coupling medium is regulated to

-16-



WO 2016/118947 { PCT/US2016/014685

a desired temperature. In some aspects, a surface of reservoir 404 may be
heated directly from an outside, rather than through thermal rod 408, to
passively heat coupling medium. For example, a heating lamp or heating
plate may be used. Temperature adjustment functionality for heating a
5 coupling medium disposed within a reservoir may also be implemented in
any other manner and in any of the other embodiments described herein,
(i.e., a reservoir configured as in 106A, 106B, 206).
One or more ports 410 may be provided in one or more side walls of
reservoir 404. As illustrated in Figure 4, two ports 410 are provided in a first
10  side wall of reservoir 404. Ports 410 may provide an entry and/or exit for
sensors. In some aspects, a sensor may be provided for apparatus 400 to
detect a temperature, height, presence, etc., of a coupling medium within
reservoir 404. For example, one or more thermocouples (not shown) may
be threaded through port(s) 410 to measure a temperature of a éoupling
15  medium. The thermocouple may be used as feedback to an acquisition
model associated with a computing platform that may implement control
software to adjust the temperature of the reservoir appropriately, using, for
example, thermal rod 408. Ports for providing sensors of any type into a
reservoir may also be implemented in any of the other embodiments
20 described herein, (i.e., a reservoir configured as in 106A, 106B, 206).
in some aspects, reservoir 404 may also comprise an input/output for
delivering and/or draining reservoir 404 of a coupling medium. For example,
Figure 4 illustrates an input/output 412 disposed in between the two ports
410 on the first side wall that is configured to fill/drain reservoir 404 with
25  coupling medium. One or. both filing and draining reservoir 404 may be
controlled manually or automatically by a computing platform associated with
apparatus 400. An input/output for delivering and/or draining a reservoir
may also be implemented in any of the other embodiments described herein,
(i.e., a reservoir configured as in 106A, 106B, 206). Notably, it may be
30 desirable to drain water from a reservoir after each imaging session in order
to avoid damaging the transducer.
Referring now to Figure 5, a front perspective view of an apparatus,

generally designated 500, which includes a transducer 402 and a reservoir
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404 as described above is provided. Apparatus 500 includes an |-beam 502
that connects both transducer 402 and reservoir 404 to an x-axis motion
stage 504 and a y-axis motion stage 506, and a U-shaped platform 508 with
one or more blocks 510 for supporting the extra weight from reservoir 404.
5 In comparison with embodiments of .apparatuses, systems, and methods for
preclinical imaging where the transducer moves relative to both a subject
and a reservoir, in the embodiment brovided in Figure 5, the transducer and
the reservoir move simultaneously relative to a subject. As a result, the
motion stages that are configured to move the transducer must be
10 configured to simultaneously translate a reservoir containing a quantity of
coupling medium in two dimensions.
In some aspects, |-beam 502 comprises a non-weight bearing
structure that may be configured to couple reservoir 404 to motion stages
504, 506. For example, |-beam is rigidly fixed to a bottom surface of
15  reservoir 404 at a first end and is rigidly fixed to both motion stages 504, 506
at a second end. In some aspects, I-beam 502 may also comprise a ring
(e.g., 602, Figure 6) that is configured to rigidly receive a bottom surface of
transducer 402. For example, transducer 402 may be inserted into an orifice
in a bottom surface of reservoir 404 and then rigidly received by the ring of |-
20 beam 502. In this manner, transducer 402 is retained in a rigid relationship
(i.e., precise spatial location) relative to reservoir 404 during translation of |-
beam 502 along one or both of the x-axis or the y-axis.
X-axis motion stage 504 and y-axis motion stage 506 provide linear
translation of transducer 402 and reservoir 404 via translation of |-beam 502.
25 Each of x-axis motion stage 504 and y-axis motion stage 506 are
independently movable relative to a stationary subject (not shown in this
Figure) in order to scan the subject from a variety of desired spatial positions
in a horizontal plane. Thus, transducer 402 may be moved in x, y manually -
and/or automatically using a motion control system associated with a
30 computing platform (see, e.g., Figure 12), such that transducer 402 is
movable in a horizontal plane relative to a subject positioned above reservoir -
464. For example, a motion control system may enable one or more users

to enter a mode of operation (e.g., jogging mode) where a spatial position of

-18-



WO 2016/118947 PCT/US2016/014685

transducer 402 is controlled by the computing platform, or an external

joystick or keypad, and transducer 402 is moved to a specified location via

motors controlling x, y stages 504, 506. In some aspects, a spatial position

or positions of transducer 402 may be determined a priori by the computing

5 platform in order to control the linear stages’ 504-506 positions. Regardless,

this mode may be useful for users wanting to explpre tissue volume to locate
features of interest.

In order to support reservoir 404 and coupling medium contained

within, apparatus 500 includes a weight bearing apparatus. In some

10  aspects, the weight bearing apparatus may comprise a plurality of blocks

configured to distribute the weight across a platform, a suspension

configuration from above the reservoir, rollers below the reservoir, or other

strain relieving methods. As illustrated in Figure 5, the weight bearing

apparatus may comprise platform 508, contact blocks 510, rods 512, sleeve

15  bearing blocks 514, and anchored corner blocks 516. Platform 508 may

comprise a U-shaped platform with a center removed to receive |-beam 502

and transducer 402. Platform 508 may be composed of a rigid material,
such as aluminun{.

In some aspects, one or more contact blocks 510 may be fixedly

20 attached to a bottom surface of reservoir 404. For example, four T-shaped

contact blocks 510 may be fixedly attached to reservoir 404, where two

blocks 510 are provided on one longitudinally extending side and two blocks

510 are parallelly provided on an opposing longitudinally extending side of a

bottom surface of reservoir 404 so that they are not in contact with platform

25 508. In some aspects, screws, bolts, and/or any other type of fastener may

be used to fixeglly attach contact blocks 510 to reservoir 404. Each of

contact blocks 510 may be provided with a through-hole through which

greased rods 512 may be slideably threaded. Greased rods 512 may

terminate at each end in sleeve bearing blocks 514 suspended over platform

30 508. For example, a first end of a first rod 512 may be fixed in a first sleeve

bearing block 514 and be slideably threaded through two contact blocks 510

disposed on a first longitudinally extending side of a bottom surface of

reservoir 404 and a second end of the first rod 512 may terminate in a
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second sleeve bearing block 514, while a first end of a second rod 512 may

be fixed in a third sleeve bearing block 514 and be slideably threaded

through two contact blocks 510 disposed on a second, opposing

longitudinally extending side of the bottom surface of reservoir 404 and

5 terminate in a fourth sleeve bearing block 514. The first and third sleeve

bearing blocks and the second and fourth bearing blocks 514 may be

parallel to one another, while the first and second bearing blocks and the

third and fourth bearing blocks 514 may also be parallel to one another. In

this way, when x-axis motion stage 504 translates reservoir 404 along the x-

10  axis, contact blocks 510 translate along rods 512 a corresponding
magnitude and direction along the x-axis.

Each of sleeve bearing blocks 514 may be suspended over platform

508 by one or more greased rods 518 being provided through through-holes

in each of sleeve bearing blocks 514 and terminating at each end in

15  anchored corner blocks 516 fixed onto platform 508. Axes of through-holes

| through which greased rods 518 extend in sleeve bearing blocks 514 are

substantially orthogonal to a surface in sleeve bearing blocks 514 at which

ends of rods 512 terminate. For exémple, a first end of a first rod 518 may

be fixed in a first anchored corner block 516 and be slideably threaded

20  through two sleeve bearing blocks 514 and a second end of the first rod 518

may terminate in a second anchoréd corner block 516 and a first end of a

second rod 518 may be fixed in a third anchdred corner block 516 and be

slideably threaded through two sleeve bearing blocks 514 and terminate in a

fourth anchored corner block 516. Where there are more than two rods 518

25 in each of sleeve bearing blocks 514, rods 518 may extend in parallel to one

another. The first and third anchored corner blocks and the anchored corner

blocks 516 may be parallel to one another, while the first and second

anchored corner blocks and the third and fourth anchored corner blocks 516

may also be parallel to one another. In this way, when y-axis motion stage

30 506 translates reservoir 404 along the y-axis, sleeve bearing blocks 514

translate along rods 518 a corresponding magnitude and direction along the

y-axis.
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Now referring to Figure 6, a cross-sectional view of an exemplary
embodiment of an apparatus, generally designated 600, including transducer
402, reservoir 404, and |-beam 502 as described above, is provided. As
noted, I-beam 502 may comprise a ring 602 configured to rigidly receive a
5 bottom surface of transducer 402, while a top surface of transducer 402 may
be securely received in a bottom surface of reservoir 404. For example, ring
602 may comprise an indented bottom surface sized to receive a bottom
surface of transducer, such that transducer 402 may b‘e able to be stabilized
and cannot be misaligned. In other examples, ring 602 may be configured to
10 retain transducer 602 using other contemplated methods. Regardless,
transducer 402 may be rigidly aligned (i.e., in a precise spatial location)
relative to reservoir 404 during translation of I-beam 502 along either the x-

axis or the y-axis.
While a bottom surface of transducer 402 may be secured to ring 602
15  of I-beam 502, a top surface of transducer 402 may be coupled to a bottom
surface of reservoir 402 in a substantially water-tight manner. Now referring
to Figures 7A-7B, a coupling mechanism may be provided which may be
configured to act as a seal between the transducer and the reservoir and
thereby prevent substantial leakage therebetween. In Figure 7A, a cross-
20 sectional view of a first embodiment, generally designated 700A, provides
for a transducer 702A and a reservoir 704A similar to transducer 402 and
reservoir 404 described with regard to earlier embodiments. For example,
reservoir 704A is a rigid tank, rather than a bag reservoir (see, e.g., 704B,
Figure 7B). In some aspects, a coupling mechanism or cross-coupling
25 clamp 706A, may be an annular clamp disposed around an outer
circumference of transducer 702A having a top surface substantially abutting
a bottom surface of reservoir 704A. Clamp 706A may comprise a radial or
inward pressure to seal around transducer 702A, using, for example, a
fastening element. Upward clamping pressure may be applied from clamp
30 706A towards reservoir 704A to seal between ftransducer 702A and
reservoir 704A, using similar fastening elements. As illustrated in Figure 7A,
two fastening screws are used to provide inward pressure on clamp 706A,

while two fastening screws are used to provide upward clamping pressure
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on reservoir 704A. One or more o-rings, generally designated OR, may be
utilized to provide radial pressure on transducer 702A. For example, three
o-rings OR may be utilized as illustrated in Figure 7A. However, using o-
rings OR may cause slight misalignment of transducer 702A in which case a
5 secondary method of positioning transducer 702A may be required. One
such secondary method may be, for example, to include a secondary
stabilization point at a distal or bottom end of transducer 702A.
In some aspects, a coupling mechanism for a reservoir comprising a
flexible bag is proVided. Figure 7B is a second embodiment, generally
10  designated 700B, of a transducer 702B and a reservoir 704B that differs
from the first embodiment 700A in that reservoir 704B is a flexible bag or
membrane containing coupling medium CM. Additionally, a coupling
mechanism or cross-coupling clamp 706B may be an annular clamp
disposed around an outer circumference of transducer 702B having a top
15  surface substantially abutting a bottom surface of reservoir 704B in order to
add additional clamping pressure onto coupling medium CM contained
within reservoir 704B. In such a manner, clamp 706B allows transducer
702B to enter through a bottom of reservoir 704B without leakage of
coupling medium CM. A bracket 708 provided on a side of clamp 706B may
20  enable movement of transducer 702B.
 Now referring to Figure 8, a perspective view of an apparatus,
generally designated 800, for providing z-axis and rotational movement of a
subject into an imaging chamber over a reservoir, such as reservoir 404 in
Figure 4, is provided. Where apparatus 800 is used in conjunction with an
25 apparatus, such as apparatus 500 (see, e.g., Figure 5), the resulting
configuration will be an apparatus such as apparatus 800, Figure 9, where
apparatus 800 is provided above apparatus 500 in the z-axis.
Z-axis movement of apparatus 800 may be achieved by a z-motion
stage comprising a primary motor, generally designated 802, which is
30 configured to drive vertical motion of a lead screw 804 along the z-axis on
which a middle block 806 is rotatingly attached and coupled to a platform
808 on which a subject may be placed. In this manner, motor 802 may drive

lead screw 804.either clockwise or counterclockwise, which will in turn drive
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middle block 806, and platform 808, either up or down in a z-axis direction
along lead screw 804. Alternatively, motor 802 may drive a pulley system
(not shown) in order to move platform 808 along the z-axis direction. Where
apparatus 800 is configured to be disposed over a reservoir having a
5 transducer disposed therein, as in any of the configurations described
above, a subject positioned on platform 808 may be automatically raised
and/or lowered into an imaging chamber over the reservoir through actuation
of motor 802.

Notably, platform 808 is advantageously configured to be rotational
10  about an x-axis, such that a subject placed belly up on platform 808 may be
automatically rotated 180 degrees into a belly down position relative to an x-
plane as the platform is lowered. More particularly, a rotational motion stage
comprising a secondary motor, generally designated 810, may be utilized to
actuate rotation of platform 808 via rotating a rotational shaft 812 in either a
15  clockwise or counterclockwise manner a predétermined number of degrees
(e.g., 180 degrees). Alternatively, a rack and pinion (not shown) may be
used to rotate platform 808. Arrow A; illustrates rotation of shaft 812 about
the x-axis. In some aspects, primary motor system 802 and secondary
motor system 810 may simultaneously be actuated so that platform 808 is
20 lowered along the z-axis at a same time as the platform is being rotated from
a first position (i.e., belly up position — illustrated in Figure 8) to a second
position (i.e., belly down position) about the x-axis. Conversely, primary
motor system 802 and secondary motor system 810 may simultaneously be
actuated so that platform 808 is raised along the z-axis at a same time as
25  the platform is being rotated from the second position to the first position

about the x-axis.

In some aspects, one or more stationary optical cameras 814 may be
provided on apparatus 800. Cameras 814 may be linked to a computing
platform that may be used to control motors 802, 810 such that images of a

30 subject on platform 808 may be automatically acquired at specific intervals
while the subject is being lowered and/or raised and/or rotated on platform
808. Advantageously, acquiring images during movement and/or rotation of

a su‘bject is advantageous for combining pre-clinical ultrasound imaging with
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other modalities, especially bioluminescence imaging, because images of
the subject at a number of different angles may be beneficial in constructing
one or more projections of the subject for surface mapping.
Referring now to Figure 9, an apparatus generally designated 900 for
5 preclinical ultrasound imaging of a subject is provided. Apparatus 900
comprises a plurality of components described in reference to Figures 4-8,
including a transducer 402, reservoir 404, |-beam 502, x and y motion
stages 504, 506, a z-motion stage 802, a rotational motion stage 810, and
an animal platform 808. Reservoir 404 is coupled to x and y motion stages
10 504, 506 via I-beam 502 which, in turn, rigidly affixes transducer 402, to a
bottom surface of reservoir 404, as described in Figures 4-7A. A removable
housing 902 is provided to encase transducer 402, reservoir 404, |-beam
502, x and y motion stages 504, 506, as well as other components of -
apparatus 900. Removable housing 902 may be composed of a rigid
15 material to add stability to apparatus 900 and may be removable in parts so
that apparatus may be quickly assembled and disassembled, as necessary.
In some aspects, removable housing 902 may comprise a removable
stage 904. Stage 904 may be configured as a removable lid to housing 902.
For example, stage 904 is disposed over reservoir 404 such that a coupling
20 . medium disposed within reservoir 404 is substantially covered by stage 904.
In this example, transducer 402, reservoir 404, |-beam 502, and x and y
motion stages 504, 506 are disposed below stage 904, while z-motion stage
802, rotational motion stage 810, and animal platform 808 are provided
above. In some aspects, stage 904 comprises an opening in which an
25  imaging chamber 906 is defined. For example, the opening may: be sized to
receive platform 808 when platform 808 is in the lowered, second position.
In such a position, platform 808 may be configured to be in close proximity to
the coupling medium contained within reservoir 404. Accordingly, for
example, a membrane 908 disposed on a bottom surface of imaging
30 chamber 906 may be used as a barrier between coupling medium in
reservoir 404 and imaging chamber 906 in order to protect a subject from

the coupling medium contained within reservoir 404.
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Accordingly, apparatus 900 may be utilized by an operator to
translate transducer 402 along the x and y-axes by x and y motion /stages
504, 506 and acquire pre-clinical ultrasound images of a subject positioned
in a lowered, second position on platform 808. After acquisition of preclinical

5 ultrasound images is complete, platform 808 may be raised and rotated back
into a first position away from imaging chamber 906. Stage 904 may be
removed and housing 902 may be disassembled in order to, for example,
drain the coupling medium from reservoir 404 and/or remove transducer
402.

10 Referring now to Figure 10, an exemplary embodiment of a subject
transfer platform, generally designated 1000, is provided. Specifically,
subject transfer platform 1000 may be similar to platform 808 (Figure 8) and
may be configured to allow registration of images acquired during preclinical
ultrasound imaging of a subject to other imaging modalities via one or more

15 fiducial landmarks. Subject transfer platform 1000 may comprise a cassette
1002 that may be slidable and/or removable with regard to a rigid structure,
such that cassette 1002 may be consistently and réliably positioned in a
same spatial position for each imaging session. In some aspects, cassette
1002 may be a transferable item that can transfer to any number of imaging

20 modalities (e.g., bioluminescence, cryoimaging, etc.)

As illustrated in Figure 10, for example, cassette 1002 may be
slideable along a groove 1004 that corresponds in width to a protrusion 1006
extending in each of a pair of guide rails 1008 in platform 1000. Thus,
cassette 1002 may be configured to be slid completely onto guide rails 1008

25 so that a first end of cassette 1002 is coplanar with first end of guide rails
1008 aﬁd a second end of cassette 1002 substantially abuts a far wall of
platform 1000. Thus, guide rails 1008 may be used to ensure vertical and
lateral alignment of cassette 1002 in platform 1000.

In some aspects, cassette 1002 may comprise elements for

30. interacting with a subject positioned thereon. For example, a nose cone
1010 for which a subject’s nose is positioned, which is connectable and/or
disconnectable with anesthesia tubes 1012 via valves 1014, is,provided.

Valves 1014 may be connected with nose cone 1010 and may be
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connectable and/or disconnectable to anesthesia tubes 1012 upon complete
insertion of cassette 1002 in guide rails 1008. In Figure 10, for example,
cassette 1002 is illustrated in an intermediate position where the cassette is
only partially slid onto guide rails 1008. Therefore, when cassette 1002 is
5 completely slid onto guide rails 1008 so that cassette 1002 is considered
completely inserted onto the guide rails, valves 1014 will be in a position to
be connected to anesthesia tubes 1012 so that an uninterrupted flow of
anesthesia may pass from anesthesia tubes 1012 to nose cone 1010.
Additionally, connection of anesthesia tubes 1012 to nose cone 1010 acts'as
10  securing cassette 1002 at an appropriate position in a z-axis direction.

In other aspects, cassette 1002 may include an integrated heating
mechanism (not shown) to ensure animal homeostasis during an imaging
study. For éxample, cassette 1002 may include an embedded electrical
heating pad, a recessed pocket for a chemical heating pad (e.g., a hand

15 warmer, microwavable heating pad, etc.)

Cassette 1002 may also cbmprise one or more fiducial landmarks
1016 disposed on a top surface thereof. For example, in Figure 10, cassette
1002 comprises a checkerboard pattern rendered in two distinct colors on a
top surface of cassette 1002. A subject may be placed on this surface and

20 then both optical imagés and ultrasound images may be acquired of the
subject on the cassette 1002 against the fiducial landmarks 1016. For
example, an optical camera (not shown in this Figure) may be utilized to
acquire images of a subject and register those images with a modality other
than ultrasound in order to provide more accurate and/or precise 2D or 3D

25 images.

Referring now to Figures 11A-11G, computer generated images of an
exemplary process flow for generating an atlas using fiducial landmarks,
such as those depicted in Figure 10, is illustrated. Figure 11A illustrates a
subject platform 1100A similar to 1000 illustrated in Figure 10 and

30 configured to include a subject S positioned thereon. Subject platform
1100A may be configured to include a cassette 1102 having one or more
fiducial landmark 1104 disposed on a surface on which subject S is

positioned. Fiducial landmark 1104 may- comprise a checkerboard pattern
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rendered in two distinct colors similar to pattern 1016 in Figure 10. Cassette

1102 may‘be movable with regard to platform 1100A in a z-axis and/or a

rotational x-axis direction towards and/or away from an imaging chamber

1106, similar to the imaging chamber described in reference to Figure 9,
5 where a transducer (not shown) may be provided.

One or more optical cameras may be provided on animal platform
1100A. For example, two optical cameras 1108 and 1110 are provided in
two disparate locations on platform 1100A. In some aspects, one or more
optical camera 1108 and 1110 may be utilized to coarsely map (i.e., one to

10  one spatially map) a spatial position of subject S on cassette 1102 in order
to 'facilitate ultrasound imaging scan bbundaries and subsequent positioning
of subject S in later imaging sessions. One or more optical camera 1108
and 1110 may be actuated by a computing platform associated with platform
1100A to acquire images as cassette 1102 moves in either one or both a

15  rotational and/or vertical manner towards imaging chamber 1106. Figures
11B-11C each illustrate exemplary computer generated images that may be
acquired by each camera at a first time period. For example, Figure 11B
provides for image 1100B acquired by first camera 1108 during a first time
period, while Figure 11C provides for image 1100C acquired by second

20 camera 1110 during the first time period. Thus, as can be seen from a
comparison of images 1100B and 1100C, different angular views of subject
S may be acquired at a same time period. Subsequent images may be
acquired for each of cameras 1108 and 1110 for subsequent time periods.

Figure 11D illustrates a computer generated image, generally

25 designated 1100D, of a topographic surface model formation based on the
angular images acquired from cameras 1108 and 1110. Notably, the more
images may be acquired at different time periods, the more precise the
topbgraphic surface models may be. /

Figure 11E illustrates a computer generated image, generally

30 designated 1100E, of a surface model registered to a 3D atlas. The 3D atlas
may be a 3D probability model of a subject that includes locations of specific
features within a subject, e.g., a heart, stomach, bladder, etc. By registering
a surface model of a subject to a 3D atlas of a generic subject, an operator

A
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may be able to determine an approximate location of where a specific organ
is on a subject currently being imaged and then robotically translate a
transducer in a preclinical ultrasound imaging system to that position relative
to the platform, keeping in mind a surface geometry and contours of the

5 subject For example, if the operator was interested in viewing the subject at
line P the 3D atlas would enable precise positioning of the transducer at that
point on the subject currently being imaged. In this manner, a 3D scan
region of a region of interest (ROI) of a subject may also be displayed prior
to acquisition of ultrasound images.

10 Figures 11F-11G each illustrate a computer generated image of a
targeted ultrasound using the spatial positioning information achieved from
the 3D atlas. Specifically, a screenshot of a targeted ultrasound image at line
P in a B-mode scan 1100F and using acoustic angiography 1100G are
illustrated in Figures 11F-11G, respectively.

15 Contact free imaging may thus be achieved by any of the
embodiments illustrated in Figures 1A-11G, since the ultrasound probe may
be coupled to the target without physical contact being made between the
probe and the tissue of the subject. |

Figure 12 is a schematic illustrating a system generally designated

20 1200 for preclinical ultrasound imaging of a subject. System 1200 may
comprise an 'ultrasound transducer 1202, which may be an ultrasound
transducer similar to transducers described herein. An ultrasound imaging
system 1204 may be communicatively connected to ultrasound transducer
1202 for controlling acquisition of preclinical ultrasound images of a subject.

25 Transducer 1202 may be movable relative to both a subject and a
reservoir or just a subject, as transducer 1202 may be coupled to the
reservoir. In some aspects, transducer 1202 may be moved via one or more
robotic motion stage 1206. For example, motion stage 1206 comprises two
linear motion stages to independently translate transducer 1202 along an x

30 and y axis. In another example, motion stage 1206 comprises two linear
motion stages to independently translate transducer 1202 along an x and z
axis and one rotational computerized stage for rotating transducer 1202

along a © axis. Each motion stage of the one or more robotic motion stage
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1206 may be independently controllable by a motion control system,
generally designated 1208, for either automatic and/or manual control by an
operator.

Other entities that may be associated with system 1200 may include a

5 reservoir for containing a coupling medium, a platform, more than one
robotic stage configured to move and/or rotate the platform, a reservoir
support structure, seals, membranes, one or more optical cameras, heating
elements, sensors, etc., as well as any structure comprising functionality for
capturing, regulating and/or storing acquired data.

10 In some aspects, a computing platform, generally designated 1210
may be in communication with” and/or otherwise associated with motion
control system 1208 and/or ultrasound imaging system 1204. In some
aspects, computing platform 1210 may include functionality for configuring
an apparatus to operate one or more robotic stage 1206 via motion control

15 system 1208 (e.g., through acquisition software or by an external joystick or
keypad.

Computing platform 1210 may be used for acquiring preclinical
ultrasound images of a subject. Computing platform 1210 may represent
any suitable entity or entities (e.g., an acquisition platform or a server farm)

20 for acquiring preclinical ultrasound images of a subject. For example,
computing platform 1210 may acquire preclinical ultrasound images
associated with an apparatus, such as apparatus 300, 900, etc., using one
or more ultrasound transducers.

In some aspects, computing platform 1210 may be configured to

25 perform one or more functions associated with acquiring preclinical
ultrasound images. In some embodiments, computing platform 1210 may be
a stand-alone acquisition tool, an ultrasound acquisition device, or software
executing on a processor. In some embodiments, computing platform 1210
may be a single node or may be distributed across multiple computing

30 platforms or nodes.

Computing platform 1210 may include an acquisition module (AM)
1212. AM 1212 may be any suitable entity (e.g., software executing on a

processor) for performing one or more aspects associated with preclinical
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ultrasound image acquisition and processing. AM 1212 may include
functionality for acquiring preclinical ultrasound image(s) during one imaging
session or multiple sessions and for processing these images. For example,
AM 1212 may acquire‘one or more ultrasound images of a subject for

5 processing. In this example, an AM user (e.g., a device or computing
platform usable by a user or an operator) may acquire one or more
preclinical ultrasound images of the subject via ultrasound imaging system
1204 associated with computing platform 1210, which may be subsequently
processed by AM 1212. In addition to providing functionality for acquiring

10 and/or processing the preclinical ultrasound images of a subject, AM 1212
may include functionality for storing the images for future use. In some
embodiments, AM 1212 may include functionality for instantiating or
initializing images and/or for providing the images to other computing
platforms or devices. For example, AM 1212 may acquire the ultrasound

15 images and process those images or may provide the acquired ultrasound
images to other nodes to process the images.

In some aspects, AM 1212 may include or access data storage 1214
containing data and/or images related to preclinical ultrasound imaging. For
example, AM 1212 may access data storage 1214 containing previous

20 image acquisitions, mapped coordinate systems, image data, profiles,
settings, or configurations. Exemplary data storage may include non-
transitory computer readable media, such as flash memory, random access
memory, or other storage devices. In some embodiments, data storage
1214 may be externa'l to and/or integrated with the computing platform 1210

25 and/or AM 1212. -

In some aspects, AM 1212 may include one or more communications
interfaces 1216 for interacting with users and/or nodes. For example, AM
1212 may provide a communications interface for communicating with an
AM user. In some embodiments, the AM user may be an automated system

30 or may be controlled or controllable by a human user. The AM user may
acquire and/or process the ultrasound images acquired during preclinical -

imaging. In some embodiments, processing the ultrasound images may
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include registering a currently acquired image set acquired at a second time
point to a previous acquired image set acquired at a first time point.

In some aspects, the AM user may include one or more
communications interfaces 1216 for interacting with one or more systems

5 and/or devices. Such systems and/or devices may include, but are not
limited to, an apparatus for acquiring preclinical ultrasound images (see,
Figures 1A-9), an ultrasound imaging system 1204, a motion control system
1208, a video recording device (e.g., one or more webcam 1218) for
capturing images regarding the positioning of the subject on the platform,

10 thermal management system (e.g., fluid coupling reservoir thermal
regulation 1220) with any sensors for regulating temperature of the coupling
medium, and/or any other suitable entity or entities (e.g., storage devices
containing animal physio-data 1222) implementing, acquiring, or otherwise
using preclinical ultrasound images. For example, such suitable entity or

15  entities may comprise an enterprise data storage system including multiple
physical storage devices or compo‘nents.

In some aspects, computing platform 1210 may include functionality
for configuring an apparatus to maintain a specific offset relative to the
platform during acquisition of preclinical ultrasound images. For example,

20 where computing platform 1210 communicates with transducer 1202 via
ultrasound imaging system 1204, computing platform 1210 may control
movement of transducer 1202 to specified locations relative to a subject. In
this example, computing platform 1210 may control movement of transducer
1202 to predetermined transducer-body offset such that transducer 1202

25 may be maintained and/or controlled at a predetermined (optimal) offset
from a body of a subject during an imaging session, e.g., a 1-1.5 cm offset,
whether a subject is moved relative to transducer 1202 or vice versa. In this
example, a surface atlas of the subject may be saved to data storage 1214
that may be accessed by computing platform 1210 during the imaging

30 session and may be utilized by computing platform 1210 to aid in
maintaining the offset.

In another aspect, computing platform 1210 may include functionality

to configure an ultrasound imaging system 1204 to acquire the images from
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positioned transducer 1202. In another aspect, computing platform 1210
may include functionality to modify conditions within the apparatus; for
example, regulating temperature of a coupling medium held within a
reservoir, movement of transducer 1202 to multiple spatial positions within
5 one imaging session, etc. In some aspects, computing platform 1210 may
include functionality to generate content (e.g., compounded image data
using previously acquired preclinical ultrasound images) and/or retrieve
stored content associated with a preclinical imaging session and may send
or provide the content to other suitable entities (e.g., subject physio-data

10 1222 regarding the subject being imaged that has been logged in previous
sessions). In some aspects, computing platform 1210 may be configured to
monitor subject physiological homeostasis, including but not limited to heart
rate, breathing rate, and body temperature, where this physio-data may be
logged throughout an imaging study. Consequently, any physio-data logged

15 during an imaging study may be used to retroactively gate images to remove
image frames in which a subject was moving.

In some aspects, the AM user may be configured to acquire and/or
process acquired ultrasound images based on existing content.  For
example, during preclinical image acquisition, the AM user may import

20 transducer positioning data from a previous imaging session in order to
replicate positioning of transducer 1202 in a current and/or subsequent
imaging session. Consequently, computing platform 1210 may be
associated with different aspects of system 1200 for acquiring preclinical
ultrasound images.

25 In some aspects, a system for preclinical ultrasound imaging may be
utilized to coarsely map (i.e., one to one spatially map) a subject’'s spatial
positioh on a platform of an apparatus for preclinical ultrasound imaging in
order to facilitate ultrasound imaging scan boundaries and subsequent
positioning of the subject in later imaging sessions. Such a system and/or

30 apparatus may include a system, such as system 1200, described with
respect to Figure 12, as well as any of the apparatuses described in
conjunction with Figures 1A-9. Users of a system for preclinical ultrasound

imaging may be enabled to manually and/ or automatically define angular
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and linear regions over which to scan, how many passes to make at each
location, and then execute this set of parameters. The system may update a
user how much time remains for the scan. This may be achieved in one or
more axes (e.g., the Z and Y axis) using one or more of the following options
5 including but not limited to: laser-based ranging, segmentation based on
webcam image feedback, pressure feedback of a subject on a platform,
and/or acoustic ranging based on a priori knowledge of platform distance.
Other options may also be utilized. In addition, a transducer used for
acquiring the preclinical images may include a laser indicating where the
10 transducer is currently aimed in order to allow visual feedback for the user in
positioning it. This may include non-visible wavelengths which an optical
detection device may detect in order to prevent reflections from endangering
a user’s eyes).

Mapping a subject’s spatial position may be performed by acquiring
15 an image of an organ, such as the heart, at a first time point. Location of a
2D ultrasound image acquired may be recorded in XYZ space and
subsequently stored using, for example, AM 1212 of computing platform
1210. A 3D ultrasound scan showing tissue surrounding a region of interest
at the first time point may then be acquired. Features of interest (e.g.,
20 organ(s), rib(s), a surface of the skin, or feature(s) that can serve as
landmarks), which have at least four XYZ points associated with them, may
be segmented from the 3D ultrasound scan. In some instances, four XYZ
points may be the minimum number of points needed to uniquely define a
coordinate system in 3D space to determine a location of the 2D ultrasound

25 plane relative to the landmarks.

In some aspects, a spatial position of a subject at a first time point
may be used to exactly position a transducer in order to acquire a 2D
ultrasound image (i.e., position the scan plane) at a second time point. This
may be useful in evaluating predetermined regions in a subject’s body in a

30 different imaging session. In order to use previous locations of a scan plane
in XYZ space in a subsequent session, another 3D image of that subject
may be acquired at a second time point. The same features of interest

acquired at the first time point may be segmented out of the 3D image in
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order to determine a location of a 2D ultrasound plane relative to the
landmarks in the second time point. The segmented landmarks may then be
aligned from the data, and once this transformation is known the image data
between the time points may be mapped, such that the ultrasound scan

5 plane may be exactly positioned where the scan plane was at the first time
point.

Slight adjustments may be needed for replicating positioning of a
scan plane from a first time point to a second time point once image data
between the time points is mapped. However, in one aspect, this may be

10 done very precisely and iteratively by comparing two 2D images (a current
image from a second time point, which updates every time a transducer is
moved, compared with a previous image from a first time point, which is
static) and stopping when a maximum value of correlation between the
frames is reached. This may ensure more accuracy than is capable from the

15 human eye.

In another aspect, instead of having a user define and/or segment
landmarks, a whole image dataset at a second time point may be registered
(manually or automatically) to an image dataset at a first time point. This
may result in a same coordinate transform, as described above.

20 In another aspect, an optical recording device (e.g., a webcam)
looking down on a subject may result in calibrated locations of XY locations.
This may enable a user to come very close to an original scan plane location
and/or orientation. For example, a user may add a suitable marking (e.g.,
fiducial landmark) to a subject’s skin, one that is not likely to move very

25 much over time, so that a location of the marking may be selected in the
webcam image and transmit the transducer to that specific location.

For example ahd in reference to Figures 13A-13C, an exemplary
process flow for one to one spatial mapping is illustrated, where an image
set of an imaging session at a second time point is registered to an image

30 set of either the same or different modality at a first time point. Figure 13A
illustrates a screenshot, 1300A, of a first image set at a first time point in a
first coordinate system. In some aspects, the first image set may include, for

example, an ultrasound image, a 2D webcam image, a 3D contour map of
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the animal derived by one or more webcam images, a photoacoustics

image, a bioluminescence image, an x-ray image, an MRI| image, a

fluorescence image, a SPECT image, a PET image, an anatomical atlas, or

any multimodality combination thereof. Figure 13B illustrates a screenshot,

5 1300B, of a second image set at a second time point using a different

coordinate system. In some aspects, the second image set may include, for

example, a widefield ultrasound image volume, a 2D webcam image, or a

3D contour map of the subject derived by one or more webcam images.

Figure 13C illustrates a screenshot of the resulting registration 1300C of the

10  image set from the second time point in Figure 13B to the image set from the

first time point in Figure 13A, where the coordinate system between the

image sets has been mapped one-to-one. Notably, once registration has

been performed, a user can provide a ROl somewhere in the first image set

(i.e., in Figure 13A) that is viewable in the registered set (i.e., in Figure 13C).

15 Thus, the presently disclosed subject matter enables the automatic

localization of one or more organ systems of interest based on the

registration between image data from a first time point and a second time
point.

In addition, the presently disclosed subject matter is advantageous

20 because it enables widefield imaging of tissue volumes. More specifically,

over 50% of a subject's body may be imaged, which may enable better

longitudinal comparisons, thereby increasing the quality of image data. This

is made possible by the system physically positioning an ultrasound

transducer at different angles relative to the same tissue, and imaging the

25  tissue without physically contacting it directly (i.e., no tissue warping). This

may allow the resulting images to be rigidly registered together to ensure

accurate alignment between the ultrasound image data and the secondary

image data set (i.e., sampling the same tissue regions) so that

measurements made within the ultrasound image data and the secondary

30 image data set have one to one correspondence. Alignment may be

performed in an automated or manual fashion, and may occur

simultaneously with or subsequently to image generation.
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For example, an ultrasound transducer may be positioned at three
different angles relative to a same tissue (see, e.g., Figures 14A-C, 15A-B,
and 16A-B). These angles may be +/- 20 degrees and O degrees, with a z
range of 5 cm and a z resolution of 150 um, and 333 image frames per

5 stack. A transducer may be positioned at more angles or less angles
relative to the same tissue, as well. Referring to Figures 14A-C, a first angle
at which an ultrasound transducer is positioned and subsequent image plane
at which an ultrasound image of the subject is acquired is provided.
Specifically, Figure 14A provides a diagram of an imaging session, generally

10  designated 1400A, of a transducer 1402 in a first spatial position relative to a
subject S positioned on a platform 1404. Subject S is prepped and
positioned on platform 1404 over a reservoir holding a coupling medium (not
shown) in an apparatus similar to one or more apparatus described
hereinabove. Transducer 1402 may be positioned in the first spatial position
15  in either a manual or automated manner in order to scan a certain region of
subject S in a first scan plane P4 (e.g., a rectangular region right to left).
Notably, the first spatial position of transducer 1402 may be chosen in order
to image certain organs or tissues of subject S. Figure 14B is an exemplary
photograph, generally designated 1400B, of an image of transducer 1402 in
20 the first spatial position relative to subject S as described in Figure 14A.
First scan plane P4 is provided in photograph 1400B to illustrate the ROl in
subject S in which transducer 1402 will acquire a 2D ultrasound image.
Accordingly, Figure 14C is an exemplary screen shot of a 2D ultrasound
image, generally designated 1400C, acquired of subject S, where a bladder
25 1406, a liver 1408, and a heart 1410 are all visible.

Referring now to Figures 15A-15B a second angle at which an
ultrasound transducer is positioned and subsequent image plane at which an
ultrasound image of the subject is acquired is provided. Specifically, Figure
15A provides a diagram of an imaging session, generally designated 1500A,

30 of a transducer 1502 in a second spatial position relative to a subject S
positioned on a platform 1504. Notably, the imaging session illustrated in
Figure 15A may be a same imaging session as that illustrated in Figure 14A.

The only difference may be that the transducer has been moved from a first
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spatial position to a second spatial position relative to a subject S.
Transducer 1502 may be positioned in the second spatial position in either a
manual or automated manner in order to scan a certain region of subject S
in a second scan plane P2 (e.g., a rectangular region superior to interior) in

5 order to image the same organs or tissues from Figures 14A-C at a different
angle. Figure 15B is an exemplary screen shot of a 2D ultrasound image,
generally designated 1500B, acquired of subject S, where a bladder 1506, a
liver 1508, and a heart 1510 are all visible; albeit at a different angle than in
Figure 14C.

10 Referring now to Figures 16A-B, a third angle at which an ultrasound
transducer is positioned and subsequent image plane at which an ultrasound
image of the subject is acquired is provided. Specifically, Figure 16A
provides a schematic illustration of an imaging session, generally designated
1600A, of a transducer 1602 in a third spatial position relative to a subject S

15  positioned on a platform 1604. Notably, the imaging session illustrated in
Figure 16A may be a same imaging session(s) as that illustrated in either
one or both of Figures 14A and 15A. The only difference may be that the
transducer has been moved from first and/or second spatial position(s) to a
third spatial position relative to a subject S. Transducer 1602 may be

20 positioned in the third spatial position in either a manual or automated
manner in order to scan a certain region of subject S in a third scan plane P3
(e.g., a rectangular region anterior to posterior) in order to image the same
organs or tissues from Figures 14A-C and 15A-B at a different angle. Figure
16B is an exemplary screen shot of a 2D ultrasound image, generally

25 designated 1600B, acquired of subject S, where only a bladder 1606, is
visible; albeit at-a different angle than in Figures 14C and15B.

Accordingly, once images at different reference angles of a
transducer have been acquired, the images at different angles may then be
compounded into a multi-angle composite image. For example, Figure 17 is

30 a screenshot of a three-angle composite image, generally designated 1700,
of the 2D ultrasound images of the bladder acquired in Figures 14C, 15B,
and 16B. Such a resulting composite image may have a direct and

advantageous impact on a field of view (FOV), as it may be dramatically
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increased when compared to a single angle FOV. | Such a comparison is
illustrated in Figures 18A-B. Figure 18A is a screenshot of a single angle 2D
ultrasound image, generally designated 1800A, of a subject with a FOV
having a width of X4, while Figure 18B is a screenshot of a three angle

5 composite 2D ultrasound image, generally designated 1800B, of a same
subject with a FOV having a width of X;. In the example provided in
screenshots 1800A and 1800B, X4 is equal to approximately 1.8 cm, while
X2 is equal to approximately 3.7 cm. Thus, the single acquisition image in
Figure 18A has a FOV that is approximately two times less than the FOV of

10 the three angle composition image of Figure 18B, such that compounding
multiple images acquired of a subject from different angles into a single
image may provide a larger FOV for analysis and study.

In addition, the apparatuses, systems, and methods described herein
enable users to specify a desired signal to noise ratio (SNR) in their final

15 image. This may achieved by computing how many angular projections
would be acquired to result in the specified SNR, and then automatically
determining the angular range over which to acquire the data, and displaying
the required time for the user. In some aspects, the system may enable the
user to specify a desired acquisition time, and then SNR is maximized given

20 the time constraint and spatial area being scanned.

The apparatuses, systems, and/or methods according to the present
subject matter may also include functionality for producing values for cardiac
function, such as, for example, left ventricular (LV) wall thicknesses -
proximal and distal, LV chamber dimensions at systole and diastole,

25 fractional shortening, ejection fraction, heart rate, and cardiac output.
Traditionally, capturing values for cardiac function has proven difficult using
conventional imaging techniques. This is because of the technical challenge
in placing a sampling line or plane in exactly the same position within the
body between subjects or time points, leading to increased variance.

30 Additionally, data samples of the heart can be corrupted by the ribs,
respiratory motion, and other reasons. However, the following presents an
advantageous approach that reduces time, cost, and the effect of inter-user

variability.
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Specifically, an amount of time that a user has to actively interact with
the apparatus and/or system may be reduced by the subject matter
described herein. By positioning, a raster scan grid approximately near the
heart (e.g., as indicated by a laser or light to show the user where the scan
will be), the user may configure the apparatus and/or system, actuate the
apparatus and/or system, and let the apparatus and/or system collect data,
without the need for continual supervision by the user. During the time that
the apparatus and/or system may be automatically acquiring data, the user
may be able to prepare the next subject, thereby increasing the efficiency of
the workflow. In addition, the effect of inter-user variability is reduced
because the user may not have control over the placement of the scan
plane, since movement of the linear and/or rotational stages (which position
the transducer) of the apparatus and/or system may be controllable
automatically by a computing platform associated with the apparatus and/or
system.

Moreover, reducing the overall cost of the technology may be enabled
by using a single ultrasound transducer (or small number of ultrasound
transducers) and moving the single transducer around using the above-
described apparatus, compared to a conventional ultrasound probes which
attempt to produce 2D or 3D images for user interface. Such “image-
producing” transducer arrays significantly increase the price of heart-
analysis tools, while the apparatus or system according to the present
subject matter collects individual lines of data about how the heart walls are
moving in different areas of the organ and then interpolates between those
lines to create a model of the heart beating in 3D. Although, the apparatus
or system of the present subject matter could be used to create a 2D image
of the heart, it may be relatively slow (several seconds per image due to the
necessity that the transducer be physically translated along the subject).

As mentioned above, the system and/or apparatus used to produce
values for cardiac function may be an m-mode line, pulse wave Doppler, or
tissue Doppler, and/or any other mode of ultrasound which acquires a 1D

spatial sampling region over time. lllustrated below is an exemplary
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workflow for raster scanning and acquiring data of a subject using an
apparatus and/or system of the type described above.

Figures 19-23B each illustrates a process for producing values for
cardiac function as described above. Referring now to Figure 19, a

5 computer generated image of an exemplary setup, generally designated
1900, is provided where a transducer 1902 (e.g., a 30 MHz piston) may be
aligned to an approximate location on a subject S. For example, transducer
1902 may be aligned to an approximate location on subject’s chest where
heart 1904 is expected to be. Transducer 1902 may be translated over

10  heart 1904 along x and y axes using one or more motion stages coupled to
transducer 1902.

Figure 20A is a computer generated image, generally designated
2000A, illustrating a subject S with an exemplary sampling grid 2002
provided thereon. Further to Figure 19, sampling may be performed in an

15 XY grid 2002 in the approximate location of where heart 1904 is expected to
be on a chest of subject S. This may be estimated or it may be more
precisely determined using, for example, lasers to indicate where the
ultrasound grid will appear on a chest of subject S. Additionally, an even
more precise approach of determining where heart 1904 may be comprises

20 acquiring a picture of subject 8 (e.g., in the prone position while the subject
is on a platform, registering the image to an “atlas”, which is able to detail
where the heart is located in a subject when it is positioned in the current
manner photographed, etc). Additionally, a 3D ultrasound volume, or “scout
scan” may be used to localize the boundaries of the desired organ or tissue,

25  and positioning of the raster grid.

Once the approximate area of heart 1904 is determined, a motion
stage (not shown) may move transducer 1902 to a center of grid 2002, and
then move it iteratively through a plurality of XY locations across a chest of
subject S at predetermined spacings (e.g., 0.05 mm - 1 mm), over a

30 predetermined grid size (e.g., 0.5 cm - 2 cm) and for a predetermined
amount of time at each location (e.g., 0.5-5 seconds). - Thus, grid 2002 is
composed of a plurality of 1D ultrasound lines 2004, which may be collected

at a predetermined line-sampling rate (e.g., 100 Hz — 5,000 Hz) and stored

-40-



WO 2016/118947 PCT/US2016/014685

in memory. For example, there may be 400 total sample lines 2004 in a grid

2002, although this number may be larger or smaller depending on a size of

grid 2002. Figure 20B is a computer generated image, generally designated

2000B, including a detailed view of grid 2002 having a plurality of sampling

5 lines 2004. Notably, although some of sampling lines 2004 may be

corrupted by ribs 2006 of subject S, these may be automatically removed

from the dataset (see Figure 20A). In order to achieve enough data samples

at each location (e.g., 4 heart beats) a total time for a grid 2002 may be

approximately between three and four minutes; preferably 3 minutes and 35

10 seconds. However, it is noted that less data samples may require less time
for the grid and larger data samples may require more time for the grid.

While the 1D ultrasound data is being collected, electrocardiogram

(ECG) data of a subject’s heartbeat may also be collected by any computing

platform and/or nodes (e.g., computing platform 1210, Figure 12). Any

15  respiration-induced motion may be removed after acquisition using passive

gating, or another technique. For example, passive gating may be

accomplished by determining if a cross correlation function has a strong

frequency component at the rate at which a normal subject breathes (e.g.,

less than 1 Hz, where a mouse heart is usually around 8 Hz). Once data

20 has been acquired, it may be determined which lines of data correspond to

valid data captured from the heart. This may be done by determining a cross

correlation function between lines of data at each location, and creating a

scoring system which increases a location’s score if the cross correlation

function at given location has the same frequency and phase as the ECG

25 signal recording the heart’'s motion. In other words, if the ECG signal says

the heart should be beating, and the ultrasound data shows something

happening at the same exact point in time, that's a strong indicator that the

location is on the heart. For example, in Figures 20A-B, the acquired 1D

ultrasound image (i.e., lines 2004) may be considered valid data because

30 they were taken from a location on heart 1904, rather than a location that

was not on heart 1904 of subject S.
Using valid data (i.e., data that is indicative that a scan location is on

the heart (or on a desired organ)), relevant walls of heart 1904 may be
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segmented or “localized” in each m-mode trace line. A screenshot of the
acquired 1D ultrasound image, generally designated 2100A, of a portion of
lines 2004, is illustrated in Figure 14, where there are four clear trace lines
2102A-2108A. Depending on an angle of the ultrasound beam, screenshot

5 2100A may be representative of a right ventricle wall (posterior or anterior),
left ventricle wall (posterior or anterior), or a septum, among other surfaces
or interfaces in heart 1904 of subject S. Segmentation of trace lines 2102A-
2108A may be accomplished either manually or in an automated manner.
For example, Figure 21B provides a set of line drawings, generally

10  designated 2100B, where each line drawing is an automated segmentation
2102B-2108B that corresponds to the curvature of one of the four surfaces
extracted from each m-mode line 2102A-2108A in Figure 21A. For
example, automated segment 2102B corresponds to m-mode line 2102A,
automated segment 2104B corresponds to m-mode line 2104A, automated

15 segment 2106B corresponds to m-mode line 2106A, and automated
segment 2108B corresponds to m-mode line 2108A.

Accordingly, a sparsely sampled grid of heart wall locations at all
times during the cardiac cycle may be modeled by fit to the sparse-
spatial/high-temporal sampled segmentations of each m-mode trace line

20 (see, e.g., Figures 21A-B). For example, Figure 22 illustrates a 3D model of
a heart, generally designated 2200, fit to sparse-spatial/high-temporal
sampled segmentations. Notably, by interpolating between these points at
each time step through the cardiac cycle, a 3D mesh of the relevant surfaces
of the heart (the epicardium and endocardium walls, for example) may be

25  built up. This interpolation may be done very simply using a spline based
approach, although it may also be done using a more complex image-to-
atlas registration approach, where movement of the heart is watched and
attempted to be aligned with how a heart normally moves during the cardiac
cycle. The 3D mesh may be refined and corrected. In addition, several

30 quantitative outputs may be determined from the model of the heart, such
as: LV wall thicknesses (proximal and distal), LV chamber dimensions

(systole and diastole), fractional shortening, ejection fraction, heart rate,
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and/or cardiac output. However, strain calculations and Doppler of flow or
tissue may not be determined from the fitted heart model.

Once the 3D mesh of the heart is obtained, optimal long and short
axes positions/orientations of the subject's heart may be determined using

5 the 3D model. In Figure 23A, a 3D model, generally designated 2300A, of
the heart 1904 of subject S with optimal long 2302A and short axes 2304A
indicate the short axis end systole, short axis end diastole, long axis end
systole, and long axis end diastole. Using optimal long 2302A and short
2304A axes modeled on the 3D model 2300A, 2D scan plans may be

10 defined in order to acquire b-mode images. The b-mode images may be
acquired by translating the 1D sampling lines along a predetermined
trajectory to build up a 2D image by slowly translating the beam laterally
through tissue of the subject. Translation of the beam may be accomplished
thl;ough several cardiac cycles in order to acquire a video of the heart
15  beating.

In some aspects, the scan planes may be manually defined and
selected, or may be automated once a model of the heart is created. As
illustrated in Figure 23B, a computer generated image illustrating the
location of the heart on the subject, generally designated 2300B is provided,

20 where the 3D model of the heart 2300A is used to define 2D scan planes
2302B and 2304B.

Consequently, producing values for cardiac function for one subject
may be accomplished in approximately less than 13 minutes and 30
seconds. Figure 24 is an example flow chart, generally designated 2400, for

25  such a process. In comparison, conventional workflows for producing values
for cardiac function, which include raster scanning and acquiring data, have
taken as long as 28 minutes for one subject. Exemplary flow chart 2400
illustrates a first step 2402, during which time subject prep and positioning
may occur. For example, a subject may be prepared and placed in an

30 apparatus, for example a SonoVol device, used for preclinical ultrasound
imaging in approximately five minutes. Five minutes may be a typical

preparation and positioning time for a subject in a study.

-43-



WO 2016/118947 PCT/US2016/014685

10

156

20

25

30

In a second step 2404, a transducer may be positioned near a region
of interest over the subject. For example, a transducer may be positioned
over a heart in approximately thirty seconds to one minute. Such a range of
time, i.e., thirty seconds to one minute, may be a dramatic decrease in
positioning in time compared to typical positioning times which may be up to
approximately five minutes.

In a third step 2406, an m-mode raster scan may be performed over a
region of interest of the subject. For example, a raster scan grid in x-y axes
may be performed in approximately three minutes and thirty seconds.
Typical raster scan times may be approximately five minutes.

In a fourth step 2408, datasets may be processed. For example, data
obtained from the m-mode raster scan may be processed in approximately
less than one minute. Advantageously, this is where the most significant
time savings in producing values for cardiac functions may be achieved as
typically dataset processing may take up to thirteen minutes per imaging
session per subject.

In a fifth step 2410, quantitative outputs may be transmitted. For
example, any analysis of the datasets from the fourth step 2408 may be
transmitted and saved to a database (e.g., database 1214, Figure 12).

In an optional step 2412, an orthogonal b-scan may be acquired. For
example, a high resolution b-scan image may comprise a lateral FOV of
approximately 1.5 cm with a lateral resolution of 120 ym and an acquisition
time of approximately one minute and thirty seconds. Alternatively, prior to
acquiring the b-mode images, another round of data in addition to step 2406,
may be collected having a finer sampling density over the area where it has
been validly determined that the heart is located on the subject. Doing so
may further increase the accuracy of determining the location of the
subject’s heart.

In an optional step 2414, manual definition of one or more ROl may
be performed. For example, an operator may define one or more ROl in

approximately two minutes.
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After step 2412, in step 2416, qualitative outputs based on the b-scan
image acquired may be transmitted and saved to a database (e.g., database
1214, Figure 12).

Accordingly, a preclinical ultrasound imaging session for a single
subject may be dramatically reduced to approximately ten minutes in
comparison to typical sessions which may take approximately twenty eight
minutes. Reduction of subject preparation time may be further reduced in
order to further reduce workflow time. For example, anesthesia
induction/subject preparation may be accomplished while the apparatus
and/or system described above is raster-scanning and acquiring data, which
may reduce the time for each imaging session by three to four minutes,
thereby resulting in completion of an entire days worth of work using
conventional methods to less than three hours.

Referring now to Figure 25, a process flow diagram, generally
designated 2500, for preclinical ultrasound imaging of a subject is provided.
In a first step, 2502, a platform, on which a subject is positionable is movably
positioned. For example, a subject S may be movably positioned on a
platform (e.g., 808, Figure 8).

In a second step, 2504, a spatial position of at least one ultrasound
transducer relative to the platform may be controlled by at least one motion
stage. For example, a spatial position of an ultrasound transducer 402
relative to a subject S may be controlled by two linear stages, an x-axis
motion stage 504 and a y-axis motion stage 506 (Figure 5). In other
examples, a spatial position of an ultrasound transducer 302 relative to a
subject S may be controlled by two linear stages, a y-axis stage 306 and a z-
axis stage 308 and a rotational stage, a ©-axis stage 310 (Figure 3).

In a third step, 2506, ultrasound image data of the subject may be
acquired. For example, ultrasound image data of a subject may be acquired
and transmitted to a computing platform for data processing and/or analysis.

It will be understood that various details of the subject matter
described herein may be changed without departing from the scope of the
subject matter described herein. Furthermore, the foregoing description is

for the purpose of illustration only, and not for the purpose of limitation.
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CLAIMS
What is claimed is:

1. An apparatus for preclinical ultrasound imaging of a subject, the
5 apparatus comprising:
a platform on which a subject is positionable; and
at least one motion stage for controlling a spatial position of at
least one ultrasound transducer relative to the platform in order to
acquire ultrasound image data of the subject.
10
2. The apparatus of claim 1, further comprising an ultrasound imaging
system, wherein the at least one ultrasound transducer is associated

with the ultrasound imaging system.

15 3. The apparatus of claim 1, wherein the at least one motion stage is
configured to move the at least one ultrasound transducer into at least
a first spatial position and at least a second spatial position to acquire

ultrasound image data of the subject at each spatial position.

20 4. The apparatus of claim 1, further comprising a computing platform
associated with the apparatus and configured to register the
ultrasound image data to a secondary image data set, of either a
same or a different modality from the ultrasound image data, acquired
prior to acquisition of the ultrasound image data in order to ensure
25 accurate alignment between the ultrasound image data and the
secondary image data set so that measurements made within the
ultrasound image data and the secondary image data set have one to

one correspondence.

30 5. The apparatus of claim 1, further comprising a reservoir, movable in

relation to the platform, for containing a coupling medium.

6. The apparatus of claim 5, wherein the at least one ultrasound

transducer is coupled to a bottom surface of the reservoir, such that
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the reservoir and the at least one ultrasound transducer are
configured to move relative to the platform on which the subject is

positionable.

5 7. The apparatus of claim 5, wherein the at least one ultrasound
transducer is configured to translate substantially either above and/or

below the platform on which the subject is positionable.

8. The apparatus of claim 5, wherein the reservoir comprises a tank

10 having a coupling medium impermeable membrane creating a seal
between the subject and the coupling medium, or the reservoir

comprises a bag creating a seal between the subject and the coupling

medium in order to provide contact-free imaging between the at least

one ultrasound transducer and the subject.

15
9. The apparatus of claim 1, wherein the at least one motion stage
comprises a plurality of motion stages and the apparatus further
comprises a motion control system configured to independently
control motion of each of the plurality of motion stages.
20

10.  The apparatus of claim 1, wherein the platform comprises fiducial
landmarks for enabling registration of the ultrasound image data to at

least one functional imaging modality.

25 11. The apparatus of claim 10, wherein the at least one functional
imaging modality comprises at least one modality selected from the
group consisting of. bioluminescence, fluorescence, cryoimaging,
single-photon emission computerized tomography (SPECT), and

positron emission tomography (PET).

30
12.  The apparatus of claim 1, wherein the subject comprises a small
animal, and wherein the at least one motion stage is movable to allow
generation of a full body three-dimensional (3D) volume ultrasound
image of the small animal.
35
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13. A system for preclinical ultrasound imaging of a subject, the system
comprising:
at least one ultrasound imaging system;
at least one ultrasound transducer associated with the at least
5 one ultrasound imaging system and positionable relative to a subject;
and
an apparatus comprising:
a platform on which the subject is positionable, and
at least one motion stage for controlling a spatial
10 position of the at least one ultrasound transducer relative to the
platform in order to acquire ultrasound image data of the
subject.

14.  The system of claim 13, wherein the at least one motion stage is
15 configured to move the at least one ultrasound transducer into at least
a first spatial position and at least a second spatial position to acquire

ultrasound image data of the subject at each spatial position.

15. The system of claim 14, further comprising a computing platform

20 associated with the apparatus and configured to register the
ultrasound image data to a secondary image data set, of either a

same or a different modality from the ultrasound image data, acquired

prior to acquisition of the ultrasound image data in order to ensure

accurate alignment between the ultrasound image data and the

25 secondary image data set so that measurements made within the
ultrasound image data and the secondary image data set have one to

one correspondence.

16.  The system of claim 13, wherein the apparatus comprises a reservoir,
30 movable in relation to the platform, for containing a coupling medium.

17.  The system of claim 16, wherein the reservoir comprises a tank
having a coupling medium impermeable membrane creating a seal

between the subject and the coupling medium, or the reservoir
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18.

19.

20.

21.

22.

comprises a bag creating a seal between the subject and the coupling
medium in order to provide contact-free imaging between the at least

one ultrasound transducer and the subject.

The system of claim 13, wherein the at least one motion stage
comprises a plurality of motion stages and the apparatus further
comprises a motion control system configured to independently

control motion of each of the plurality of motion stages.

The system of claim 13, wherein the platform comprises fiducial
landmarks for enabling registration of the ultrasound image data to at

least one functional imaging modality.

The system of claim 19, wherein the at least one functional imaging
modality comprises at least one modality selected from the group
consisting of. bioluminescence, fluorescence, cryoimaging, single-
photon emission computerized tomography (SPECT), and positron
emission tomography (PET).

The system of claim 13, wherein the subject comprises a small
animal, and wherein the at least one motion stage is movable to allow
generation of a full body three-dimensional (3D) volume ultrasound

image of the small animal.

A method for preclinical ultrasound imaging of a subject, the method
comprising:

movably positioning a platform, on which a subject is
positionable;

controlling, by at least one motion stage, a spatial position of at
least one ultrasound transducer relative to the platform; and

acquiring ultrasound image data of the subject.
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23. A system for preclinical ultrasound raster scanning of at least one
‘organ or tissue in a subject, the system comprising:
at least one ultrasound imaging system;
at least one ultrasound transducer associated with the at least
5 one ultrasound imaging system and positionable relative to a subject;
an apparatus comprising:
a platform on which the subject is positionable, and
at least one motion stage for controlling a spatial position of the
at least one ultrasound transducer relative to the platform in order to
10 acquire ultrasound image data of the subject; and
a computing platform having a hardware processor and a
memory and being associated with the at least one ultrasound
imaging system and the apparatus, wherein the computing platform is
configured to collect one-dimensional (1D) ultrasound scan lines
15 through translation of the at least one ultrasound transducer through a
raster scan grid aligned over an approximation of a location of at least
one organ or tissue in the subject, and to analyze the 1D ultrasound
scan lines to build a two-dimensional (2D) or three-dimensional (3D)
mesh of relevant surfaces of the at least one organ or tissue.
20
24.  The system of claim 23, wherein the at least one organ or tissue in

the subject is a heart.

25.  The system of claim 23, wherein the computing platform is configured
25 to localize walls of surfaces or interfaces in the at least one organ or
tissue to build the 3D mesh of the relevant surfaces of the at least one

organ or tissue.

26.  The system of claim 23, wherein the computing platform is configured
30 to acquire b-mode images by translating the collected 1D ultrasound

lines along a predetermined trajectory to build a 2D ultrasound image.

27.  The system of claim 26, wherein the computing platform is configured

to register the acquired ultrasound image to previously acquired
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28.

29.

30.

31.

32.

functional images of the at least one organ or tissue in the subject
from at least one functional imaging modality in order to target the at
least one organ or tissue in the subject at a same location of the at
least one organ or tissue in the subject as indicated in the previously
acquired functional images, via controlling the spatial position of the

at least one ultrasound transducer relative to the platform.

The system of claim 27, wherein the platform comprises fiducial
landmarks for registering the ultrasound image to the previously
acquired functional images from the at least one functional imaging

modality.

The system of claim 28, wherein the at least one functional imaging
modality comprises at least one modality selected from the group
consisting of. bioluminescence, fluorescence, cryoimaging, single-
photon emission computerized tomography (SPECT), and positron
emission tomography (PET).

The system of claim 23, wherein there is at least one motion stage for
controlling the at least one ultrasound transducer over the raster scan

grid.

The system of claim 23, wherein the computing platform is configured
to perform passive gating on the acquired 1D ultrasound images to

remove physio-induced motion.

The system of claim 23, wherein the computing platform is configured

to refine the 3D mesh.
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33. A method for preclinical ultrasound raster scanning of at least one
organ or tissue in a subject, the method comprising:
positioning a subject on a platform;
controlling a spatial position of at least one ultrasound
5 transducer relative to the platform in order to acquire ultrasound
image data of the subject;
collecting one-dimensional (1D) ultrasound scan lines by
translating the at least one ultrasound transducer through a raster
scan grid aligned over an approximation of a location of at least one
10 organ or tissue in the subject; and
analyzing the 1D ultrasound scan lines to build a two-
dimensional (2D) or three-dimensional (3D) mesh of relevant surfaces

of the at least one organ or tissue.
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