A tool for managing device driver aggregation during operating system deployment. The tool receives, by a first computer processor, a request for a device bundle, the request including a unique identifier. The tool determines, by the first computer processor, whether an available driver bundle matches the requested device bundle based, at least in part, on the unique identifier. Responsive to determining an available driver bundle does not match a requested device bundle, the tool creates, by the first computer processor, an associated driver bundle for the requested device bundle.
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DEVICE DRIVER AGGREGATION IN OPERATING SYSTEM DEPLOYMENT

BACKGROUND OF THE INVENTION

[0001] The present invention relates generally to operating system management, and more particularly to provisioning device drivers during deployment of an operating system.

[0002] The handling of device drivers during the deployment of an operating system (OS) is a delicate and critical process. Typically, each system device in the OS is treated as a single and unique entity, despite other devices that are discovered on the system. An agent component, executed on a machine being provisioned with device drivers, provides the capability to discover system devices that are present on a given machine by performing a system device inventory. The result of such discovery is a device list that identifies the devices interconnected to the local bus.

[0003] Based on the device list, a server component and the agent component are able to find a proper device driver to be used for each single device in the device list. Device drivers are sent one at a time for each single device in the device list.

SUMMARY

[0004] Aspects of an embodiment of the present invention disclose a method, system, and computer program product for managing device driver aggregation during operating system deployment. The method includes receiving, by a first computer processor, a request for a device bundle, the request including a unique identifier. The method includes determining, by the first computer processor, whether an available driver bundle matches the requested device bundle based, at least in part, on the unique identifier. Responsive to determining an available driver bundle does not match a requested device bundle, the method includes creating, by the first computer processor, an associated driver bundle for the requested device bundle.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0005] FIG. 1 illustrates a functional block diagram illustrating a data processing environment, generally designated 100, in accordance with an embodiment of the present invention.

[0006] FIG. 2 depicts a flowchart of the operational steps of a client-side aggregate driver program for client-side management of device driver aggregation during operating system deployment, in accordance with an embodiment of the present invention.

[0007] FIG. 3 depicts a flowchart of the operational steps of an aggregate driver program for server-side management of device driver aggregation during operating system deployment, in accordance with an embodiment of the present invention.

[0008] FIG. 4 illustrates a block diagram depicting components of a data processing system (such as the server computer of FIG. 1), in accordance with an embodiment of the present invention.

DETAILED DESCRIPTION

[0009] Embodiments of the present invention recognize that a side effect of device determination and installation performed on-the-fly while the operating system is deployed, with drivers preloaded, is a larger computational footprint, as a provisioning program is often shared among several hardware models and driver conflicts can prevent devices from working correctly.

[0010] Embodiments of the present invention provide the capability to manage drivers in an aggregated form, with the system being able to adapt itself to the different configuration of the system models being provisioned in a customer environment. Embodiments of the present invention further provide the capability to prepare an optimal bundle of drivers for a specific target model, where finding the optimal driver bundle is done on the client side, whereas preparation of the driver bundles is done on the server side. Embodiments of the present invention further provide the capability to minimize server computation overload thereby reducing a computational footprint during the driver installation phase of operating system deployment.

[0011] Implementation of such embodiments may take a variety of forms, and exemplary implementation details are discussed subsequently with reference to the figures.

[0012] The present invention will now be described in detail with reference to the figures. FIG. 1 is a functional block diagram illustrating a data processing environment, generally designated 100, in accordance with an embodiment of the present invention. FIG. 1 provides only an illustration of one implementation and does not imply any limitations with regard to the environments in which different embodiments may be implemented. Many modifications to the depicted environment may be made by those skilled in the art without departing from the scope of the invention as recited by the claims. Data processing environment 100 includes network 102, server 104, and a plurality of client devices, such as client device 106, client device 108, and client device 110.

[0013] In the exemplary embodiment, network 102 is the Internet representing a worldwide collection of networks and gateways that use TCP/IP protocols to communicate with one another. Network 102 may include wire cables, wireless communication links, fiber optic cables, routers, switches and/or firewalls. Server 104, client device 106, client device 108, and client device 110 are interconnected by network 102. Network 102 can also be any combination of connections and protocols capable of supporting communications between server 104, client device 106, client device 108, and client device 110, and network 102 can also be any combination of connections and protocols capable of supporting communications between server 104, client device 106, client device 108, and client device 110, and network 102 can also be any combination of connections and protocols capable of supporting communications between server 104, client device 106, client device 108, and client device 110, and network 102 can also be any combination of connections and protocols capable of supporting communications between server 104, client device 106, client device 108, and client device 110.

[0014] In the exemplary embodiment, server 104 may be, for example, a server computer system such as a management server, a web server, or any other electronic device or computing system capable of sending and receiving data. In another embodiment, server 104 represents a "cloud" of computers interconnected by one or more networks, where server 104 is a computing system utilizing clustered computers and components to act as a single pool of seamless resources when accessed through network 102. This is a common implementation for data centers in addition to cloud computing applications. In the exemplary embodiment, server 104 includes an aggregate driver program 112, a plurality of aggregate driver unique identifiers 114, and a plurality of drivers 116.
In the exemplary embodiment, server 104 includes aggregate driver program 112 for managing device driver aggregation during operating system (OS) deployment. In the exemplary embodiment, aggregate driver program 112 is a software-based component capable of processing target device driver requests originating from one or more client devices, such as client device 106, 108, and 110, during OS deployment, wherein the scope of operating system deployment extends to any program made of machine readable instructions that manage device hardware. In the exemplary embodiment, aggregate driver program 112 includes a bundle selector 118 for determining whether a new device driver bundle must be created, and started to be provisioned at OS deployment, to satisfy a target device driver request, or whether a current device driver bundle already satisfies the target device driver request. In the exemplary embodiment, bundle selector 118 is responsible for creating device driver bundles by abstracting single device drivers into aggregate bundles, based, at least in part, on a plurality of heuristics, such that the device driver bundles contain a best group of available device drivers to satisfy a target device driver request.

In the exemplary embodiment, server 104 includes a plurality of aggregate device unique identifiers (ADUI) 114 for representing a set of peripheral component interconnect (PCI) devices present within one or more client devices, such as client device 106, 108, and 110. In the exemplary embodiment, ADUI 114 is a unique identifier generated as a hashed key of each of the one or more PCI identifiers composing the set of PCI devices, such that each ADUI 114 refers to a unique set of PCI devices present within the one or more client devices. For example, a set of PCI devices present within a client device, such as client device 106, may include a PCI identification (PCI-ID), such as PCI-ID-1, PCI-ID-2, and PCI-ID-3, etc. In this case, ADUI 114 for the set of PCI devices present on client device 106 is defined as a hash key, representing each of the one or more PCI identifiers for the set of PCI devices present within client device 106, such as “A1B2C3”.

In the exemplary embodiment, within server 104, each ADUI 114 is associated with a plurality of information including, without limitation, a device driver bundle containing the drivers for all the devices represented by a specific ADUI, an index indicating an amount of requests for the specific ADUI, a status describing effectiveness of the specific ADUI as used by the target client device (i.e., device driver quality feedback), and context information indicating a machine model (i.e., type of client device), and an operating system for which the ADUI references.

In the exemplary embodiment, each ADUI 114 originates within a client device, such as client device 106, 108, and 110. Server 104 receives a target device driver request in the form of a specific ADUI request. In the exemplary embodiment, each ADUI request from the client device is stored in a history log (not shown) with a plurality of information including, without limitation, a specific ADUI 114, a client device where the ADUI request originated, and a time stamp.

In the exemplary embodiment, server 104 includes drivers 116 for provisioning one or more client devices, such as client device 106, 108, and 110 during OS deployment. In the exemplary embodiment, drivers 116 are computer programs that operate or control a particular type of device attached to a computer. Drivers 116 provide a software interface to hardware devices, enabling operating systems and other computer programs to access hardware functions without needing to know precise details of the hardware. In the exemplary embodiment, drivers 116 are aggregated into one or more device driver bundles, based, at least in part, on ADUI requests, for provisioning the one or more client devices during OS deployment.

In the exemplary embodiment, client devices 106, 108, and 110 are clients to server 104 and may be, for example, a desktop computer, a laptop computer, a tablet computer, a personal digital assistant (PDA), a smart phone, a thin client, or any other electronic device or computing system capable of communicating with server 104 through network 102. For example, client devices 106, 108, and 110 may be mobile devices capable of connecting to a network, such as network 102, to request one or more drivers from aggregate driver program 112 on server 104 via client-side aggregate driver program 120(a), 120(b), and 120(c), respectively.

In the exemplary embodiment, client devices 106, 108, and 110 may be any wearable electronic device, including wearable electronic devices affixed to eyeglasses and sunglasses (e.g., Google Glass®), helmets, wristwatches, clothing, wigs, and the like, capable of sending, receiving, and processing data. For example, client devices 106, 108, and 110 may be a wearable electronic device, such as a wristwatch, capable of communicating with a server, such as server 104, to request one or more device drivers during OS deployment.

In the exemplary embodiment, client devices 106, 108, and 110 include a client-side aggregate driver program 120(a), 120(b), and 120(c), respectively, for initiating requests at the client side for device driver bundles during OS deployment. Client-side aggregate driver program 120(a), 120(b), and 120(c) is a client-side software-based component of aggregate driver program 112 on server 104 capable of generating an aggregate device unique identifier (ADUI) for one or more devices present within the client device by hashing a list of inventoried PCI-IDs for each of the one or more devices present within the client device. In the exemplary embodiment, client-side aggregate driver program 120(a), 120(b), and 120(c) sends an ADUI request to aggregate driver program 112, requesting a device driver bundle specific to the ADUI. In the exemplary embodiment, client-side aggregate driver program 120(a), 120(b), and 120(c) generate a specific ADUI 114 for one or more PCI devices present within client device 106, 108, and 110 respectively. In some embodiments, client-side aggregate driver program 120(a), 120(b), and 120(c) functions as a proxy for aggregate driver program 112 in a peer-to-peer model to provision locally stored device driver bundles to one or more other client devices (not shown). In this embodiment, client-side aggregate driver program 120(a), 120(b), and 120(c) can provide driver provisioning functionality, such as the functionality provided by aggregate driver program 112, to decrease server workload. Client-side aggregate driver program 120(a), 120(b), and 120(c) can monitor ADUI requests broadcast from other client devices (not shown) and fulfill the ADUI requests by providing driver bundles locally available (i.e., driver bundles utilized in current operating system deployment or stored locally after driver installation). For example, client-side aggregate driver program 120(a) monitors ADUI requests broadcast by other client devices, such as client device 110, and responsive to determining that a requested driver bundle
matches a driver bundle deployed on client device 106, client-side aggregate driver program 112 sends the matching driver bundle to client device 110.

Claim 23: Data processing environment 100 may include additional client devices, servers, networks, displays, and other devices not shown.

Claim 24: FIG. 2 depicts a flowchart of the operational steps of client-side aggregate driver program 120(a), generally designated 200, for client-side management of device driver aggregation during operating system deployment, in accordance with an embodiment of the present invention. Flowchart 200 illustrates interactions between server 104 and client device 106 during OS deployment from the perspective of client-side aggregate driver program 120(a).

Claim 25: Client-side aggregate driver program 120(a) initiates a request for a set of drivers for a device bundle on a target client (202). In the exemplary embodiment, client-side aggregate driver program 120(a) initiates a request for a set of drivers for a device bundle by generating an aggregate device unique identifier (ADUI) for the device bundle, and sending the ADUI, a machine model, and a time stamp in the request to aggregate driver program 112. In the exemplary embodiment, generating the ADUI for the device bundle includes generating a hashed key of all PCI identifiers associated with the device bundle, such that the ADUI represents a unique set of PCI devices existing on the target client. In the exemplary embodiment, client-side aggregate driver program 120(a) sends the request to aggregate driver program 112 on server 104, which determines a best available driver bundle for the device bundle. In other embodiments, aggregate driver program 112 may determine and send individual drivers or create an associated driver bundle for the request.

Claim 26: In response to receiving a driver bundle, client-side aggregate driver program 120(a) determines whether all drivers are correct (204). In the exemplary embodiment, client-side aggregate driver program 120(a) determines whether all drivers are correct by unpacking and installing each of the drivers from the driver bundle, and confirming that each of the devices for which drivers were requested are supported and functional. Client-side aggregate driver program 120(a) processes each bundle installation result and information related to driver bundle quality is captured. For example, if one of the drivers in a driver bundle does not install, or does not fully support the device it was selected for, client-side aggregate driver program 120(a) captures this information for later use in driver bundle optimization.

Claim 27: In response to determining that at least one of the drivers in the best available driver bundle are not correct (NO branch, 204), client-side aggregate driver program 120(a) initiates a request for one or more missing drivers for the device bundle (206). In the exemplary embodiment, client-side aggregate driver program 120(a) initiates a request for one or more missing drivers for the requested device bundle by sending an outcome to aggregate driver program 112 including feedback information related to drivers that are correct (e.g., size of the driver, status of the driver relative to the driver bundle, and quality of driver, etc.) along with a request for an aggregate driver bundle for the incorrect drivers (i.e., missing drivers or non-functioning drivers). In response to determining that all drivers are correct (i.e., each of the devices in the device bundle are provided with working drivers) (YES branch, 204), client-side aggregate driver program 120(a) collects feedback information and updates internal data (208). In one embodiment, client-side aggregate driver program 120(a) collects feedback information on client device 106 and sends the feedback information to aggregate driver program 112 on server 104 to update internal data.

Claim 28: FIG. 3 depicts a flowchart of the operational steps of aggregate driver program 112, generally designated 300, for server-side management of device driver aggregation during operating system deployment, in accordance with an embodiment of the present invention. Flowchart 300 illustrates interactions between server 104 and client device 106 during OS deployment from the perspective of aggregate driver program 112.

Claim 29: In response to receiving a request for a set of drivers for a device bundle on a target client, for example, a request from client-side aggregate driver program 120(a) on client device 106, aggregate driver program 112 determines whether an available bundle matches the device bundle (302). In the exemplary embodiment, aggregate driver program 112 determines whether an available (driver) bundle matches the device bundle by processing the request, wherein processing the request includes registering the request and determining whether an associated driver bundle exists for the requested ADUI. In the exemplary embodiment, aggregate driver program 112 utilizes bundle selector 118 to register the request by incrementing a counter tracking a request threshold. Tracking a time sequence of new request arrival (i.e., time stamps), and storing the request with its associated information in a history log within server 104. In the exemplary embodiment, aggregate driver program 112 utilizes bundle selector 118 to determine whether an available driver bundle exists for the requested ADUI by cross referencing the ADUI with the available driver bundles, and where an available driver bundle is associated with the device bundle represented by the ADUI, determining that the associated driver bundle matches the requested ADUI.

Claim 30: In another embodiment, client-side aggregate driver program 120(a) may be equipped with a driver provider proxy functionality to decrease server workload. In this embodiment, client-side aggregate driver program 120(a) enables a target client (either a target client being provisioned drivers, or one already provisioned drivers) to participate in ADUI requests (i.e., listen to requests for driver bundles for specific device bundles), and provide relevant driver bundles available locally on the target client (i.e., used in current OS deployment or locally stored after installation). For example, a second target client, such as client device 108, can request the same driver bundle used by a first target client, such as client device 106, and client device 106, utilizing the driver provider proxy functionality, provide the driver bundle to client device 108.

Claim 31: In response to determining an available driver bundle matches the device bundle represented by the ADUI (YES branch, 302), aggregate driver program 112 sends the associated driver bundle to client-side aggregate driver program 120(a) on client device 106 (314).

Claim 32: In response to determining an available driver bundle does not match the device bundle represented by the ADUI (NO branch, 302), aggregate driver program 112 determines whether a request threshold is exceeded (304). In the exemplary embodiment, aggregate driver program 112 utilizes bundle selector 118 to determine whether a request threshold is exceeded by referencing the counter tracking the request threshold, and where a predetermined number of the same ADUI request have been received, determining that the request threshold for that ADUI request is exceeded.
example, where a predetermined request threshold is set at 5 requests, upon receiving a sixth request, aggregate driver program 112 determines the request threshold is exceeded.

[0033] In response to determining that the request threshold for a particular ADUI request is exceeded (YES branch, 304), aggregate driver program 112 creates an associated driver bundle for the device bundle represented by the ADUI (306). In the exemplary embodiment, aggregate drive program 112 utilizes bundle selector 118 to create an associated driver bundle for the device bundle represented by the ADUI by referencing a PCI-ID list within the ADUI, wherein the PCI-ID list includes a device inventory and a plurality of device statistics, and aggregating drivers, such as drivers 116, relevant to each of the devices in the device bundle. In one embodiment, bundle selector 118 can reference additional heuristics, including, without limitation, past human experience (i.e., reusing data from other running environments), bundle size, bandwidth, driver quality (i.e., driver quality feedback), computation resources and time, and most requested drivers, etc., to tailor the driver bundle to best support each of the devices in the device bundle.

[0034] In response to creating an associated driver bundle for the device bundle represented by the ADUI, aggregate driver program 112 sends the associated driver bundle to client-side aggregate driver program 120(a) on client device 106 (314).

[0035] In response to determining that the request threshold for a particular ADUI request is not exceeded (NO branch, 304), aggregate driver program 112 determines a best available driver bundle (308). In the exemplary embodiment, aggregate driver program 112 utilizes bundle selector 118 to determine a best available driver bundle, wherein the best available driver bundle is an available (i.e., existing) driver bundle that is not an exact match (i.e., not associated) to the requested device bundle, but an available driver bundle that covers more than a percentage, for example, forty percent (configurable), of the requested driver bundle (i.e., ADUI request). Bundle selector 118 determines the best available driver bundle for the ADUI request by utilizing a plurality of heuristics, such as the most requested bundle for the same target client (i.e., similar target model, similar operating system, or similar target PCI inventory), to select a best matching available driver bundle associated with a similar ADUI. For example, if a target client initiates a request for a set of drivers for a device bundle including device 1, 2, 5, and 6, and currently no available device bundles are associated with device bundle 1, 2, 5, and 6 (i.e., no ADUI representing a PCI inventory of devices 1, 2, 5, and 6 is associated with an available driver bundle), bundle selector 118 may determine the best available driver bundle to be a driver bundle associated with an ADUI representing a PCI inventory of devices 1, 2, 3, and 4, as the driver bundle provides drivers for devices 1 and 2.

[0036] In response to determining a best available driver bundle (YES branch, 308) aggregate driver program 112 sends the best available driver bundle to client-side aggregate driver program 120(a) on client device 106 (310). In response to determining no best available driver bundle exists (NO branch, 308), aggregate driver program 112 sends one or more drivers individually (312). In the exemplary embodiment, there exists a case where it is not possible to determine the best available driver bundle. For example, in the case where none of the driver bundle requests (i.e., ADUI requests) have reached the request threshold, no best available driver bundle exists as bundle selector 118 has not yet created an associated driver bundle (i.e., if no request threshold has been exceeded, bundle selector 118 has not created an associated driver bundle).

[0037] In one embodiment, aggregate driver program 112 may receive, after sending a best available driver bundle, a request for one or more missing drivers. In response to receiving the request for one or more missing drivers for the device bundle, aggregate driver program 112 sends one or more drivers individually to client-side aggregate driver program 120(a) (not shown). In the exemplary embodiment, aggregate driver program 112 sends one or more drivers individually until client-side aggregate driver program 120(a) confirms that all drivers are correct. In another embodiment, aggregate driver program 112 may determine whether an available driver bundle matches the device bundle being request (i.e., a smaller subset of the original device bundle being requested), and proceed through the process flow again, this time working on a smaller subset of devices. In yet another embodiment, aggregate driver program 112 may determine an amount of missing drivers justifies a reiteration of the process by regenerating an ADUI request as a subset of the original (complete) ADUI request, including only missing drivers.

[0038] Aggregate driver program 112 collects feedback information and updates internal data (316). In the exemplary embodiment, aggregate driver program 112 collects feedback information and updates internal data periodically to facilitate more relevant driver bundles and optimize driver bundle size (i.e., smaller bundles shared across the systems), and improve network bandwidth and utilization of computation resources and time. For example, aggregate driver program 112 collects feedback information and updates internal data every time drivers are sent, received, and installed. In the exemplary embodiment, aggregate driver program 112 can collect feedback information directly from client-side aggregate driver program 120(a), such as is the case when driver consumer initiates requests for a set of drivers. In another embodiment, client-side aggregate driver program 120(a) sends feedback information collected on client device 106 to aggregate driver program 112 for updating internal data on server 104.

[0039] FIG. 4 depicts a block diagram of components of a data processing system, generally designated 400, in data processing environment 100, such as server 104 or client device 106, 108, or 110, in accordance with an illustrative embodiment of the present invention. It should be appreciated that FIG. 4 provides only an illustration of one implementation and does not imply any limitations with regard to the environments in that different embodiments may be implemented. Many modifications to the depicted environment may be made.

[0040] In the illustrative embodiment, data processing system 400 in data processing environment 100 is shown in the form of a general-purpose computing device. The component of computer 410 may include, but are not limited to, one or more processors or processing unit 414, memory 424, and bus 416 that couples various system components including memory 424 to processing unit 414.

[0041] Bus 416 represents one or more of any of several types of bus structures, including a memory bus or memory controller, a peripheral bus, an accelerated graphics port, and a processor or local bus using any of a variety of bus architectures. By way of example, and not limitation, such architectures include Industry Standard Architecture (ISA) bus, Micro Channel Architecture (MCA) bus, Enhanced ISA...
(EISA) bus, Video Electronics Standards Association (VESA) local bus, and Peripheral Component Interconnect (PCI) bus.

[0042] Computer 410 typically includes a variety of computer system readable media. Such media may be any available media that is accessible by computer 410, and it includes both volatile and non-volatile media, removable and non-removable media.

[0043] Memory 424 can include computer system readable media in the form of volatile memory, such as random access memory (RAM) 426 and/or cache memory 428. Computer 410 may further include other removable/non-removable, volatile/non-volatile computer system storage media. By way of example only, storage system 430 can be provided for reading from and writing to a non-removable, non-volatile magnetic media (not shown and typically called a “hard drive”). Although not shown, a magnetic disk drive for reading from and writing to a removable, non-volatile magnetic disk (e.g., a “floppy disk”), and an optical disk drive for reading from or writing to a removable, non-volatile optical disk such as a CD-ROM, DVD-ROM, or other optical media can be provided. In such instances, each can be connected to bus 416 by one or more data media interfaces. As will be further depicted and described below, memory 424 may include at least one computer program product having a set (e.g., at least one) of program modules that are configured to carry out the functions of embodiments of the invention.

[0044] Program/utility 432, having one or more sets of program modules 434, may be stored in memory 424 by way of example, and not limitation, as well as an operating system, one or more application programs, other program modules, and program data. Each of the operating systems, one or more application programs, other program modules, and program data, or some combination thereof, may include an implementation of a networking environment. Program modules 434 generally carry out the functions and/or methodologies of embodiments of the invention as described herein. Computer 410 may also communicate with one or more external device(s) 412 such as a keyboard, a pointing device, a display 422, etc., or one or more devices that enable a user to interact with computer 410 and any devices (e.g., network card, modem, etc.) that enable computer 410 to communicate with one or more other computing devices. Such communication can occur via Input/Output (I/O) interface(s) 420. Still yet, computer 410 can communicate with one or more networks such as a local area network (LAN), a general wide area network (WAN), and/or a public network (e.g., the Internet) via network adapter 418. As depicted, network adapter 418 communicates with the other components of computer 410 via bus 416. It should be understood that although not shown, other hardware and software components, such as microcode, device drivers, redundant processing units, external disk drive arrays, RAID systems, tape drives, and data archival storage systems may be used in conjunction with computer 410.

[0045] The present invention may be a system, a method, and/or a computer program product. The computer program product may include a computer readable storage medium (or media) having computer readable program instructions therein for causing a processor to carry out aspects of the present invention.

[0046] The computer readable storage medium can be a tangible device that can retain and store instructions for use by an instruction execution device. The computer readable storage medium may be, for example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded thereon, and any suitable combination of the foregoing. A computer readable storage medium, as used herein, is not to be construed as being transitory signals per se, such as radio waves or other freely propagating electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g., light pulses passing through a fiberoptic cable), or electrical signals transmitted through a wire.

[0047] Computer readable program instructions described herein can be downloaded to respective computing/processing devices from a computer readable storage medium or to an external computer or external storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless network. The network may comprise copper transmission cables, optical transmission fibers, wireless transmission, routers, switches, gateways, computers and/or edge servers. A network adapter card or network interface in each computing/processing device receives computer readable program instructions from the network and forwards the computer readable program instructions for storage in a computer readable storage medium within the respective computing/processing device.

[0048] Computer readable program instructions for carrying out operations of the present invention may be assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent instructions, microcode, firmware instructions, state-setting data, or other source code or object code written in any combination of one or more programming languages, including an object oriented programming language such as Smalltalk, C++, or the like, and conventional procedural programming languages, such as the “C” programming language or similar programming languages. The computer readable program instructions may execute entirely on the user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic circuitry including, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or programmable logic arrays (PLA) may execute the computer readable program instructions by utilizing state information of the computer readable program instructions to personalize the electronic circuitry, in order to perform aspects of the present invention.

[0049] Aspects of the present invention are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems), and computer pro-
gram products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer readable program instructions.

[0050] These computer readable program instructions may be provided to a processor of a general purpose computer, a special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. These computer readable program instructions may also be stored in a computer readable storage medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in a particular manner, such that the computer readable storage medium having instructions stored therein comprises an article of manufacture including instructions which implement aspects of the function/act specified in the flowchart and/or block diagram block or blocks.

[0051] The computer readable program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other device to cause a series of operational steps to be performed on the computer, other programmable apparatus, or other device to produce a computer implemented process, such that the instructions which execute on the computer, other programmable apparatus, or other device implement the functions/acts specified in the flowchart and/or block diagram block or blocks.

[0052] The flowchart and block diagrams in the figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the present invention. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of instructions, which comprises one or more executable instructions for implementing the specified logical function(s). In some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession, may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in reverse order, depending upon the functionality being performed. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware and computer instructions.

[0053] The descriptions of the various embodiments of the present invention have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the invention. The terminology used herein was chosen to best explain the principles of the embodiment, the practical application or technical improvement over technologies found in the marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.

[0054] The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of the invention. It should be appreciated that any particular nomenclature herein is used merely for convenience and thus, the invention should not be limited to use solely in any specific function identified and/or implied by such nomenclature. Furthermore, as used herein, the singular forms of "a", "an", and "the" are intended to include the plural forms as well, unless the context clearly indicates otherwise.

1. -8. (canceled)

9. A computer program product for managing device driver aggregation during operating system deployment, the computer program product comprising:

one or more computer readable storage media and program instructions stored on the one or more computer readable storage media, the program instructions comprising:

program instructions to receive, by a first computer processor, a request for a device bundle, the request including a unique identifier;

program instructions to determine, by the first computer processor, whether an available driver bundle matches the device bundle based, at least in part, on the unique identifier;

responsive to determining the available driver bundle does not match [a] the device bundle, program instructions to create, by the first computer processor, an associated driver bundle for the device bundle.

10. The computer program product of claim 9, wherein the unique identifier represents a plurality of device identifiers associated with the device bundle.

11. The computer program product of claim 9, wherein program instructions to create an associated driver bundle for the device bundle further comprise program instructions to determine, by the first computer processor, whether a request threshold is exceeded by referencing a counter tracking the request threshold, and:

where a predetermined number of a specific request for a device bundle have been received, determining that the request threshold for the specific request is exceeded; and

where a predetermined number of a specific request for a device bundle has not been received, determining that the request threshold for the specific request is not exceeded.

12. The computer program product of claim 11, further comprising program instructions to send, by the first computer processor, a best available driver bundle for the device bundle by utilizing a plurality of heuristics to select the best available driver bundle from one or more associated driver bundles that cover more than a percentage of a requested device bundle.

13. The computer program product of claim 12, further comprising program instructions to create, by one or more computer processors, the associated driver bundle for the device bundle by referencing a peripheral component interconnect identification (PCI-ID) list, wherein the PCI-ID list includes a device inventory and a plurality of device statistics,
program instructions to aggregate, by one or more computer processors, at least one driver relevant to each of a plurality of devices in the device bundle;
program instructions to send, by one or more computer processors, the associated driver bundle to the target client; and
program instructions to store, by one or more computer processors, the associated driver bundle under an aggregate device unique identifier, wherein the aggregate device unique identifier links the associated driver bundle to the device bundle.

15. The computer program product of claim 9 further comprises program instructions to determine, by a second computer processor, whether each driver in the associated driver bundle is correct for the device bundle, wherein determining whether each driver is correct includes confirming, by the second computer processor, that each of the plurality of devices within the device bundle for which drivers were requested are supported and functional, wherein confirming each of the devices are supported and functional includes:
installing each driver from the associated driver bundle;
processing each driver bundle installation result; and
capturing information related to driver bundle quality.

16. The computer program product of claim 15, responsive to determining that at least one of the drivers are not correct, further comprises program instructions to initiate, by the second computer processor, a request for one or more missing drivers for the device bundle, wherein initiating the request for one or more missing drivers includes sending, by the second computer processor, an outcome result including feedback information related to each driver that is correct along with a request for an associated driver bundle for the one or more missing drivers.

17. A computer system for managing device driver aggregation during operating system deployment, the computer system comprising:
one or more computer readable storage media;
program instructions stored on at least one of the one or more computer readable storage media for execution by
at least one of one or more computer processors, the program instructions comprising:
program instructions to receive, by a first computer processor, a request for a device bundle, the request including a unique identifier;
program instructions to determine, by the first computer processor, whether an available driver bundle matches the device bundle based, at least in part, on the unique identifier;
responsive to determining the available driver bundle does not match the device bundle, program instructions to create, by the first computer processor, an associated driver bundle for the device bundle.

18. The computer system of claim 17, wherein program instructions to create an associated driver bundle for the device bundle further comprise program instructions to determine, by the first computer processor, whether a request threshold is exceeded by referencing a counter tracking the request threshold, and:
where a predetermined number of a specific request for a device bundle have been received, determining that the request threshold for the specific request is exceeded; and
where a predetermined number of a specific request for a device bundle has not been received, determining that the request threshold for the specific request is not exceeded.

19. The computer system of claim 18, further comprising responsive to determining that the request threshold for the specific request is exceeded, program instructions to determine, by the first computer processor, a best available driver bundle for the device bundle by utilizing a plurality of heuristics to select the best available driver bundle from one or more associated driver bundles that cover more than a percentage of a requested device bundle.

20. The computer system of claim 19, further comprising program instructions to send, by the first computer processor, the best available driver bundle to a target client.