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LISTEN BEFORE TALK LOAD BASED CHANNEL ACCESS FOR CO-EXISTENCE WITH WI-FI

TECHNICAL FIELD

[0001] The example embodiments relate generally to wireless networks, and specifically

to channel access operations between wireless devices.

BACKGROUND OF RELATED ART

[0002] A Wi-Fi network may be formed by one or more access points (APs) that provide
a wireless communication channel or link with a number of client devices or stations (STAs).
Each AP, which may correspond to a Basic Service Set (BSS), periodically broadcasts beacon
frames to enable any STAs within wireless range of the AP to establish and/or maintain a
communication link with the Wi-Fi network. The beacon frames, which may include a traffic
indication map (TIM) indicating whether the AP has queued downlink data for the STAs, are

typically broadcast according to a target beacon transmission time (TBTT) schedule.

[0003] In a typical Wi-Fi network, only one device may use a shared wireless medium at
any given time. To arbitrate access to the shared wireless medium, the IEEE 802.11

standards define a distributed coordination function (DCF) that instructs individual STAs (and
APs) to “listen” to the medium to determine when the medium is idle (e.g., using a “carrier
sense” technique). When a STA detects that the wireless medium has been continuously idle
for a DCF Interframe Space (DIFS) duration, the STA may attempt to transmit data on the
wireless medium. Many Wi-Fi networks operating in the 5 GHz frequency band employ an
Enhanced Distributed Channel Access (EDCA) mechanism for medium access contention

operations. The EDCA mechanism is an example of a listen-before-talk (LBT) protocol.

[0004] For example, to prevent multiple devices from accessing the wireless medium at
the same time, each device may select a random “back-off’” number or period. At the end of
the DIFS duration, a contention period begins during which each device waits for a period of
time determined by its back-off number (e.qg., its back-off period) before it attempts to transmit
data on the wireless medium. The device that selects the lowest back-off number will have the
shortest back-off period (e.q., the earliest slot time in the contention period), and therefore
“wins” the medium access contention operation. If multiple devices select the same back-off
value and then attempt to transmit data at the same time, a collision occurs and the devices

contend for medium access again using an exponential back-off procedure in which each
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device doubles the value of its back-off number for each subsequent medium access

contention operation.

[0005] Other wireless networks may operate on the 5 GHz frequency band, and thus
may share the same wireless medium with an IEEE 802.11-compliant wireless network. These
other wireless networks may not employ an exponential back-off procedure for collision
avoidance, and therefore devices associated with these other wireless networks may have an
advantage over devices associated with EDCA-based wireless networks when contending for
medium access. For example, channel access mechanisms associated with the European
Telecommunications Standards Institute (ETSI) Broadband Access Network (BRAN) for Load
Based Equipment (LBE) may not employ exponential back-off procedures for collision
avoidance, which in turn may give wireless devices operating according to LBE protocols an
unfair advantage over wireless devices that employ EDCA mechanisms for collision
avoidance.

[0006] Thus, would be desirable for LBE-based devices and EDCA-based devices to

more fairly contend for access to a shared wireless medium.

SUMMARY

[0007] This Summary is provided to introduce in a simplified form a selection of
concepts that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor is it

intended to limit the scope of the claimed subject matter.

[0008] Apparatuses and methods are disclosed that may ensure equal medium access
between a first wireless device associated with a load based equipment (LBE) protocol and a
number of second wireless devices associated with an enhanced distributed channel access
(EDCA) protocol. The LBE protocol may be defined by a European Telecommunications
Standards Institute (ETSI) Broadband Access Network (BRAN) for LBE standard, and the
EDCA protocol may be defined by an IEEE 802.11 standard.

[0009] In one example, a method of ensuring equal medium access between the first
wireless device and the number of second wireless devices includes determining a level of
contention associated with gaining access to a wireless medium, selecting a contention
window size based, at least in part, on the determined level of contention, and selecting, for a
medium access contention operation, a random back-off number from a range of numbers

defined by the selected contention window size.
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[0010] In another example, a first wireless device associated with the LBE protocol is
disclosed and is configured to ensure equal medium access with a number of second wireless
devices associated with the EDCA protocol. The first wireless device may include one or more
processors and a memory configured to store instructions. Execution of the instructions by the
one or more processors may cause the first wireless device to determine a level of contention
associated with gaining access to a wireless medium, to select a contention window size
based, at least in part, on the determined level of contention, and to select, for a medium
access contention operation, a random back-off number from a range of numbers defined by

the selected contention window size.

[0011] In another example, a non-transitory computer-readable storage medium is
disclosed. The non-transitory computer-readable storage medium may store one or more
programs containing instructions that, when executed by one or more processors of a first
wireless device associated with the LBE protocol, causes the first wireless device to ensure
equal medium access with a number of second wireless devices associated with the EDCA
protocol by performing a number of operations. The number of operations may include
determining a level of contention associated with gaining access to a wireless medium,
selecting a contention window size based, at least in part, on the determined level of
contention, and selecting, for a medium access contention operation, a random back-off

number from a range of numbers defined by the selected contention window size.

[0012] In another example, a first wireless device associated with the LBE protocol is
disclosed and is configured to ensure equal medium access with a number of second wireless
devices associated with the EDCA protocol. The first wireless device may include means for
determining a level of contention associated with gaining access to a wireless medium, means
for selecting a contention window size based, at least in part, on the determined level of
contention, and means for selecting, for a medium access contention operation, a random

back-off number from a range of numbers defined by the selected contention window size.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The example embodiments are illustrated by way of example and are not
intended to be limited by the figures of the accompanying drawings. Like numbers reference

like elements throughout the drawings and specification.

[0014] FIG. 1 shows an example wireless system within which the example

embodiments may be implemented.
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[0015] FIG. 2 shows an example EDCA device in accordance with example

embodiments.

[0016] FIG. 3 shows an example LBE device in accordance with example

embodiments.

[0017] FIG. 4 depicts an example relationship between calibrated contention window
sizes for LBE devices and an average number of interruptions per transmission, in accordance

with example embodiments.

[0018] FIGS. 5A-5F depict example medium access success rates for LBE devices that
adjust their contention window sizes based on the graph of FIG. 4 and example medium

access success rates for EDCA devices, in accordance with example embodiments.

[0019] FIG. 6A depicts an example relationship between calibrated contention window
sizes for LBE devices and contention window offset values as a function of the average

number of interruptions per transmission, in accordance with example embodiments.

[0020] FIG. 6B depicts an example operation for converging a contention window size

to a target value for LBE devices, in accordance with example embodiments.

[0021] FIG. 7 depicts an example relationship between calibrated contention window
sizes for LBE devices and an average collision rate, in accordance with example

embodiments.

[0022] FIG. 8 depicts example medium access success rates for LBE devices that
adjust their contention window sizes based on the graph of FIG. 7 and example medium

access success rates for EDCA devices, in accordance with example embodiments.

[0023] FIG. 9 shows an illustrative flowchart depicting an example operation for

selecting contention window sizes for LBE devices, in accordance with example embodiments.

[0024] FIG. 10 depicts an example relationship between calibrated contention window
sizes for EDCA devices and an average number of interruptions per transmission, in

accordance with example embodiments.

[0025] FIGS. 11A-11G depict example medium access success rates for EDCA devices
that adjust their contention window sizes based on the graph of FIG. 10, in accordance with

example embodiments.

[0026] FIG. 12 shows an illustrative flowchart depicting an example operation for
selecting contention window sizes for EDCA devices, in accordance with example

embodiments.
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[0027] FIG. 13A shows an illustrative flowchart depicting an example operation for
dynamically adjusting a selected contention window size in accordance with some

embodiments.

[0028] FIG. 13B shows an illustrative flowchart depicting an example operation for
dynamically adjusting a selected contention window size in accordance with other

embodiments.

DETAILED DESCRIPTION

[0029] The example embodiments are described below in the context of a wireless
system including a wireless local area network (WLAN) and an LBE wireless network for
simplicity only. It is to be understood that the example embodiments are equally applicable to
other wireless networks (e.q., cellular networks, pico networks, femto networks, satellite
networks). As used herein, the terms “WLAN” and “Wi-Fi®” may include communications
governed by the IEEE 802.11 family of standards, Bluetooth, HiperLAN (a set of wireless
standards, comparable to the IEEE 802.11 standards, used primarily in Europe), and other
technologies having relatively short radio propagation range. Thus, the terms “WLAN” and
“Wi-Fi” may be used interchangeably herein. In addition, although described below in terms of
an infrastructure WLAN system including one or more APs and a number of STAs, the
example embodiments are equally applicable to other WLAN systems including, for example,
multiple WLANS, peer-to-peer (or Independent Basic Service Set) systems, Wi-Fi Direct
systems, and/or Hotspots. In addition, although described herein in terms of exchanging data
frames between wireless devices, the example embodiments may be applied to the exchange
of any data unit, packet, and/or frame between wireless devices. Thus, the term “frame” may
include any frame, packet, or data unit such as, for example, protocol data units (PDUs), MAC
protocol data units (MPDUSs), and physical layer convergence procedure protocol data units
(PPDUs). The term “A-MPDU” may refer to aggregated MPDUs.

[0030] In the following description, numerous specific details are set forth such as
examples of specific components, circuits, and processes to provide a thorough understanding
of the present disclosure. The term “coupled” as used herein means connected directly to or
connected through one or more intervening components or circuits. The term “medium
access” as used herein may refer to gaining and/or controlling access to a shared wireless
medium. The term “transmit opportunity” (TXOP) as used herein may refer to a period of time
during which a device (or a portion of the device) may transmit data via the shared wireless
medium. As used herein, the term “EDCA device” may refer to a wireless device that employs

an exponential back-off procedure for collision avoidance, for example, in accordance with the
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EDCA mechanisms defined in the IEEE 802.11e standards. Further, as used herein, the term
“‘LBE device” may refer to a wireless device that does not employ an exponential back-off
procedure for collision avoidance, for example, such as wireless devices operating in
accordance with the LBE standards provided by the ETSI. It is noted that channel access
mechanisms associated with the ETSI's Broadband Access Network (BRAN) for LBE may
also be referred to as LBT for LBE, and thus the terms “LBE device” and “LBT for LBE device”

may be used interchangeably herein.

[0031] Also, in the following description and for purposes of explanation, specific
nomenclature is set forth to provide a thorough understanding of the example embodiments.
However, it will be apparent to one skilled in the art that these specific details may not be
required to practice the example embodiments. In other instances, well-known circuits and
devices are shown in block diagram form to avoid obscuring the present disclosure. The term
“‘coupled” as used herein means connected directly to or connected through one or more
intervening components or circuits. Any of the signals provided over various buses described
herein may be time-multiplexed with other signals and provided over one or more common
buses. Additionally, the interconnection between circuit elements or software blocks may be
shown as buses or as single signal lines. Each of the buses may alternatively be a single
signal line, and each of the single signal lines may alternatively be buses, and a single line or
bus might represent any one or more of a myriad of physical or logical mechanisms for
communication between components. The example embodiments are not to be construed as
limited to specific examples described herein but rather to include within their scopes all

embodiments defined by the appended claims.

[0032] As mentioned above, to prevent multiple devices from accessing a shared
wireless medium at the same time, the IEEE 802.11 standards define a distributed
coordination function (DCF) that instructs individual devices to determine that the shared
wireless medium has been idle for a time period before attempting to transmit data.
Specifically, after the shared wireless medium has been idle for a DIFS duration, a contention
period begins during which each device waits for a period of time determined by its randomly
selected back-off number before it attempts to transmit data on the wireless medium. The
device that selects the lowest back-off number has the shortest back-off period, and therefore
“wins” access to the shared wireless medium. The winning device may be granted access to
the shared wireless medium for a period of time commonly referred to as the transmit
opportunity (TXOP).

[0033] Data may be selected for transmission over the shared medium according to

priority levels, for example, so that higher priority data (e.g., voice data) may be allocated

6
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higher transmission priorities than lower priority data (e.q., emails). More specifically, data of
different priority levels may be assigned different ranges of back-off numbers so that higher
priority data is more likely to win a given medium access contention operation than lower
priority data (e.g., by assigning lower back-off numbers to higher priority data and assigning
higher back-off numbers to lower priority data). The different ranges of back-off numbers may
be allocated to different priority levels of data by classifying data into access categories, and

then providing a different range of back-off numbers to each access category (AC).

[0034] According to the enhanced distributed coordination channel access (EDCA)
function described in the IEEE 802.11e standards, each STA is to include a different transmit
queue for each access category (AC), and the transmit queues are to independently contend
for medium access. Because an AP may serve multiple STAs at the same time, the AP may
include a plurality of transmit queues for each AC. More specifically, the AP may classify
downlink data (e.g., data to be transmitted to one or more of its associated STAs) based on a
traffic identifier (TID) and a destination address (DA). The destination address (DA) indicates
to which STA the data is to be transmitted. The TID indicates the priority level of the data, and
may thus be mapped to a corresponding access category. By classifying downlink data
according to its TID and DA, the AP may aggregate data of the same priority level in a
common set of AC queues that select from a corresponding range of back-off numbers. The
aggregated data may be transmitted over the wireless medium as aggregated data frames
such as, for example, aggregate MAC protocol data units (AMPDUSs) and/or aggregate MAC
service data units (AMSDUS).

[0035] As mentioned above, each device contending for medium access may select
(e.q., generate) a random back-off number that may correspond to one of the slot times of the
contention period. More specifically, each device may initially set its contention window (CW)
to a minimum value (CWmin), and then randomly selects its back-off number from a range of
numbers between 0 and the CW value. After the wireless medium has been idle for a DIFS
duration, each device may decrement its selected back-off number after each Arbitration
Interframe Space (AIFS) duration. The AIFS duration may be based on the AIFS number
(AIFSN), the slot time (ST), and a Short Interframe Space (SIFS) duration. The AIFSN may be
based on the access category to which the transmit data is assigned. In general, the AIFS
duration may be expressed as AIFS = AIFSN[AC]*ST + SIFS, where AIFSN[AC] is the AIFS
number for the access category of the transmit data. For Wi-Fi networks operating in the 5
GHz frequency band (e.g., in accordance with the IEEE 802.11n/ac protocols), each slot time

has a duration of 9 ys, the SIFS duration is 18 ps, and the DIFS duration is 34 us.

[0036] If multiple devices select the same back-off number and attempt to transmit data

7
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at the same time, a collision occurs and the devices contend for medium access again using
an exponential back-off procedure in which each device doubles the contention window for
each subsequent medium access contention operation. When the contention window reaches
a maximum value (CWnax), the contention window size remains at CWax until one of the

contending devices wins access to the shared wireless medium.

[0037] In contrast to the EDCA mechanisms defined in the IEEE 802.11e standards,
LBE devices employ a contention window of a fixed size, commonly denoted as q, upon which
to base selection of their back-off numbers. The value of g, which is an integer greater than or
equal to one, may be based on the maximum duration of a transmission from an LBE device.
For example, when the wireless medium has been idle for more than a time period, an LBE
device may select a random back-off number between zero and the value of g, and may then
decrement its back-off number after each slot time. The LBE device may transmit data on the
wireless medium when its back-off number reaches zero if the LBE device does not sense a
busy condition on the shared wireless medium. The slot time for LBE device is currently set at
20 ps.

[0038] Because EDCA devices double their contention window sizes after each
occurrence of a collision and LBE devices maintain the same contention window size
regardless of collisions, LBE devices may have an advantage in contending for medium
access in the event of collisions, especially if the collisions result in multiple medium access
contention operations. As the number of devices contending for medium increases (e.g., which
increases the probability of collisions), LBE devices tend to have a higher-priority access to
the shared wireless medium than EDCA devices. As explained in more detail below, the
example embodiments disclose apparatuses and methods to ensure fair access to a wireless

medium shared between LBE devices and EDCA devices.

[0039] FIG. 1 is a block diagram of a wireless system 100 within which the example
embodiments may be implemented. The wireless system 100 is shown to include four wireless
stations STA1-STA4, a wireless access point (AP) 110, and a wireless local area network
(WLAN) 120. The WLAN 120 may be formed by a plurality of Wi-Fi access points (APs) that
may operate according to the IEEE 802.11 family of standards (or according to other suitable
wireless protocols). Thus, although only one AP 110 is shown in FIG. 1 for simplicity, it is to be
understood that WLAN 120 may be formed by any number of access points such as AP 110.
The AP 110 is assigned a unique MAC address that is programmed therein by, for example,
the manufacturer of the access point. Similarly, each of stations STA1-STA4 is also assigned
a unigue MAC address. For some embodiments, the wireless system 100 may correspond to

a multiple-input multiple-output (MIMO) wireless network. Further, although the WLAN 120 is

8



WO 2016/115357 PCT/US2016/013425

depicted in FIG. 1 as an infrastructure BSS, for other example embodiments, WLAN 120 may
be an IBSS, an ad-hoc network, or a peer-to-peer (P2P) network (e.g., operating according to

the Wi-Fi Direct protocols).

[0040] Each of stations STA1-STA4 may be any suitable Wi-Fi enabled wireless device
including, for example, a cell phone, personal digital assistant (PDA), tablet device, laptop
computer, or the like. Each station STA may also be referred to as a user equipment (UE), a
subscriber station, a mobile unit, a subscriber unit, a wireless unit, a remote unit, a mobile
device, a wireless device, a wireless communications device, a remote device, a mobile
subscriber station, an access terminal, a mobile terminal, a wireless terminal, a remote
terminal, a handset, a user agent, a mobile client, a client, or some other suitable terminology.
For at least some embodiments, each station STA may include one or more transceivers, one
or more processing resources (e.g., processors and/or ASICs), one or more memory
resources, and a power source (e.g., a battery). The memory resources may include a non-
transitory computer-readable medium (e.g., one or more nonvolatile memory elements, such
as EPROM, EEPROM, Flash memory, a hard drive, etc.) that stores instructions for
performing operations described below with respect to FIGS. 12 and 13A-13B.

[0041] The AP 110 may be any suitable device that allows one or more wireless
devices to connect to a network (e.g., a local area network (LAN), wide area network (WAN),
metropolitan area network (MAN), and/or the Internet) via AP 110 using Wi-Fi, Bluetooth, or
any other suitable wireless communication standards. For at least one embodiment, AP 110
may include one or more transceivers, one or more processing resources (e.g., processors
and/or ASICs), one or more memory resources, and a power source. The memory resources
may include a non-transitory computer-readable medium (e.g., one or more nonvolatile
memory elements, such as EPROM, EEPROM, Flash memory, a hard drive, etc.) that may

store instructions for performing operations described below.

[0042] For the stations STA1-STA4 and/or AP 110, the one or more transceivers may
include Wi-Fi transceivers, Bluetooth transceivers, cellular transceivers, and/or other suitable
radio frequency (RF) transceivers (not shown for simplicity) to transmit and receive wireless
communication signals. Each transceiver may communicate with other wireless devices in
distinct operating frequency bands and/or using distinct communication protocols. For
example, the Wi-Fi transceiver may communicate within a 2.4 GHz frequency band and/or
within a 5 GHz frequency band in accordance with the IEEE 802.11 specification. The cellular
transceiver may communicate within various RF frequency bands in accordance with a 4G
Long Term Evolution (LTE) protocol described by the 3rd Generation Partnership Project
(3GPP) (e.g., between approximately 700 MHz and approximately 3.9 GHz) and/or in

9
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accordance with other cellular protocols (e.g., a Global System for Mobile (GSM)
communications protocol). In other embodiments, the transceivers included within the STA
may be any technically feasible transceiver such as a ZigBee transceiver described by a
specification from the ZigBee specification, a WiGig transceiver, and/or a HomePlug

transceiver described a specification from the HomePlug Alliance.

[0043] The wireless system 100 may also include, be adjacent to, or otherwise be
associated with an LBE wireless network 130. The LBE wireless network 130 is depicted in
FIG. 1 as including three LBE devices LBE1-LBE3. For other embodiments, the LBE wireless
network 130 may include any suitable number of LBE devices and/or any suitable number of
APs. Each of LBE devices LBE1-LBE3 may be any suitable wireless device including, for
example, a cell phone, personal digital assistant (PDA), tablet device, laptop computer, or the
like. Each station STA may also be referred to as a user equipment (UE), a subscriber station,
a mobile unit, a subscriber unit, a wireless unit, a remote unit, a mobile device, a wireless
device, a wireless communications device, a remote device, a mobile subscriber station, an
access terminal, a mobile terminal, a wireless terminal, a remote terminal, a handset, a user
agent, a mobile client, a client, or some other suitable terminology. For at least some
embodiments, each LBE device may include one or more transceivers, one or more
processing resources (e.g., processors and/or ASICs), one or more memory resources, and a
power source (e.g., a battery). The memory resources may include a non-transitory computer-
readable medium (e.g., one or more nonvolatile memory elements, such as EPROM,
EEPROM, Flash memory, a hard drive, etc.) that stores instructions for performing operations

described below with respect to FIG. 9.

[0044] For purposes of discussion herein, the WLAN 120 and the LBE wireless network
130 may operate on the same or similar frequency bands (e.g., the 5 GHz frequency band),
and thus the stations STA1-STA4 of WLAN 120 and the LBE devices LBE1-LBE3 of the LBE
wireless network 130 may contend with each other for access to a shared wireless medium,
as described in more detail below.

[0045] FIG. 2 shows an example EDCA device 200 that may be one embodiment of one
or more of stations STA1-STA4 of FIG. 1. The EDCA device 200 may include a PHY device
210 including at least a number of transceivers 211 and a baseband processor 212, may
include a MAC 220 including at least a number of contention engines 221 and frame
formatting circuitry 222, may include a processor 230, may include a memory 240, and may
include a number of antennas 250(1)-250(n). The transceivers 211 may be coupled to
antennas 250(1)-250(n), either directly or through an antenna selection circuit (not shown for

simplicity). The transceivers 211 may be used to transmit signals to and receive signals from

10



WO 2016/115357 PCT/US2016/013425

AP 110 and/or other STAs (see also FIG. 1), and may be used to scan the surrounding
environment to detect and identify nearby access points and/or other STAs (e.g., within
wireless range of EDCA device 200). Although not shown in FIG. 2 for simplicity, the
transceivers 211 may include any number of transmit chains to process and transmit signals to
other wireless devices via antennas 250(1)-250(n), and may include any number of receive
chains to process signals received from antennas 250(1)-250(n). Thus, for example
embodiments, the EDCA device 200 may be configured for MIMO operations. The MIMO
operations may include single-user MIMO (SU-MIMO) operations and multi-user MIMO (MU-
MIMOQO) operations.

[0046] The baseband processor 212 may be used to process signals received from
processor 230 and/or memory 240, and to forward the processed signals to transceivers 211
for transmission via one or more of antennas 250(1)-250(n). The baseband processor 212
may also be used to process signals received from one or more of antennas 250(1)-250(n) via

transceivers 211, and to forward the processed signals to processor 230 and/or memory 240.

[0047] For purposes of discussion herein, MAC 220 is shown in FIG. 2 as being
coupled between PHY device 210 and processor 230. For actual embodiments, PHY device
210, MAC 220, processor 230, and/or memory 240 may be connected together using one or

more buses (not shown for simplicity).

[0048] The contention engines 221 may contend for access to one more shared
wireless mediums, and may also store packets for transmission over the one more shared
wireless mediums. The EDCA device 200 may include one or more contention engines 221 for
each of a plurality of different access categories. For other embodiments, the contention
engines 221 may be separate from MAC 220. For still other embodiments, the contention
engines 221 may be implemented as one or more software modules (e.g., stored in memory
240 or stored in memory provided within MAC 220) containing instructions that, when

executed by processor 230, perform the functions of contention engines 221.

[0049] The frame formatting circuitry 222 may be used to create and/or format frames
received from processor 230 and/or memory 240 (e.g., by adding MAC headers to PDUs
provided by processor 230), and may be used to re-format frames received from PHY device

210 (e.qg., by stripping MAC headers from frames received from PHY device 210).

[0050] Memory 240 may include a device database 241 that stores device profiles for a
plurality of other wireless devices such as, for example, APs, other EDCA devices (or other
STAs), and/or LBE devices. Each device profile may include information including, for
example, the corresponding device’s Service Set Identification (SSID), MAC address, channel

information, RSSI values, goodput values, channel state information (CSl), supported data
11
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rates, connection history with the EDCA device 200, and any other suitable information

pertaining to or describing the operation of the corresponding device.

[0051] Memory 240 may also include a non-transitory computer-readable medium (e.g.,
one or more nonvolatile memory elements, such as EPROM, EEPROM, Flash memory, a hard

drive, and so on) that may store at least the following software (SW) modules:

¢ aframe formatting and exchange software module 242 to facilitate the creation and
exchange of any suitable frames (e.g., data frames, control frames, management
frames, and/or action frames) between EDCA device 200 and other wireless devices

(e.g., as described for one or more operations of FIGS. 12 and 13A-13B);

e aframe processing SW module 243 to process received frames or packets (e.g., as
described for one or more operations of FIGS. 12 and 13A-13B);

¢ a medium contention level determination SW module 244 to determine a level of
contention associated with gaining access to a wireless medium (e.g., as described for
one or more operations of FIGS. 12 and 13A-13B); and

e an EDCA medium access contention SW module 245 to select a contention window
size, to select a random back-off number from a range of numbers defined by the
selected contention window size, to count down the random back-off number, to
dynamically adjust the selected contention window size, and/or to facilitate other
operations associated with contending for medium access (e.g., as described for one or
more operations of FIGS. 12 and 13A-13B).

Each software module includes instructions that, when executed by processor 230, cause
EDCA device 200 to perform the corresponding functions. The non-transitory computer-
readable medium of memory 240 thus includes instructions for performing all or a portion of
the operations depicted in FIGS. 12 and 13A-13B.

[0052] Processor 230 may be any suitable one or more processors capable of
executing scripts or instructions of one or more software programs stored in EDCA device 200
(e.g., within memory 240). For example, processor 230 may execute the frame formatting and
exchange software module 242 to facilitate the creation and exchange of any suitable frames
(e.g., data frames, control frames, management frames, and/or action frames) between EDCA
device 200 and other wireless devices. Processor 230 may execute the frame processing SW
module 243 to process received frames or packets. Processor 230 may execute the medium
contention level determination SW module 244 to determine a level of contention associated
with gaining access to a wireless medium. Processor 230 may execute the EDCA medium
access contention SW module 245 to select a contention window size, to select a random
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back-off number from a range of numbers defined by the selected contention window size, to
count down the random back-off number, to dynamically adjust the selected contention
window size, and/or to facilitate other operations associated with contending for medium
access for EDCA device 200.

[0053] FIG. 3 shows an example LBE device 300 that may be one embodiment of one
or more of LBE devices LBE1-LBE3 of FIG. 1. The LBE device 300 may include a PHY device
310 including at least a number of transceivers 311 and a baseband processor 312, may
include a MAC 320 including at least a number of contention engines 321 and frame
formatting circuitry 322, may include a processor 330, may include a memory 340, and may
include a number of antennas 350(1)-350(n). Operations of the PHY device 310, MAC 320,
and antennas 350(1)-350(n) of LBE device 300 are similar to operations of PHY device 210,
MAC 220, and antennas 250(1)-250(n) of EDCA device 200 described above with respect to

FIG. 2, and are therefore not repeated herein for brevity.

[0054] Memory 340 may include a device database 341 that stores device profiles for a
plurality of other wireless devices such as, for example, APs, other LBE devices, and/or EDCA
devices. Each device profile may include information including, for example, the corresponding
device’s Service Set Identification (SSID), MAC address, channel information, RSSI values,
goodput values, channel state information (CSl), supported data rates, connection history with
the LBE device 300, and any other suitable information pertaining to or describing the

operation of the corresponding device.

[0055] Memory 340 may also include a non-transitory computer-readable medium (e.g.,
one or more nonvolatile memory elements, such as EPROM, EEPROM, Flash memory, a hard

drive, and so on) that may store at least the following software (SW) modules:

¢ aframe formatting and exchange software module 342 to facilitate the creation and
exchange of any suitable frames (e.g., data frames, control frames, management
frames, and/or action frames) between LBE device 300 and other wireless devices

(e.g., as described for one or more operations of FIG. 9);

o aframe processing SW module 343 to process received frames or packets (e.g., as
described for one or more operations of FIG. 9);

¢ a medium contention level determination SW module 344 to determine a level of
contention associated with gaining access to a wireless medium (e.g., as described for

one or more operations of FIG. 9); and

¢ an LBE medium access contention SW module 345 to select a contention window size,
to select a random back-off number from a range of numbers defined by the selected
13
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contention window size, to count down the random back-off number, to dynamically
adjust the selected contention window size, and/or to facilitate other operations
associated with contending for medium access (e.g., as described for one or more

operations of FIG. 9).

Each software module includes instructions that, when executed by processor 330, cause the
LBE device 300 to perform the corresponding functions. The non-transitory computer-readable
medium of memory 340 thus includes instructions for performing all or a portion of the

operations depicted in FIG. 9.

[0056] Processor 330 may be any suitable one or more processors capable of
executing scripts or instructions of one or more software programs stored in LBE device 300
(e.g., within memory 340). For example, processor 330 may execute the frame formatting and
exchange software module 342 to facilitate the creation and exchange of any suitable frames
(e.g., data frames, control frames, management frames, and/or action frames) between LBE
device 300 and other wireless devices. Processor 330 may execute the frame processing SW
module 343 to process received frames or packets. Processor 330 may execute the medium
contention level determination SW module 344 to determine a level of contention associated
with gaining access to a wireless medium. Processor 330 may execute the LBE medium
access contention SW module 345 to select a contention window size, to select a random
back-off number from a range of numbers defined by the selected contention window size, to
count down the random back-off number, to dynamically adjust the selected contention
window size, and/or to facilitate other operations associated with contending for medium

access for LBE device 300.

[0057] As discussed above, when contending for medium access, LBE devices may
select a random back-off number between zero and the value of q (which as described above
denotes the fixed contention window size conventionally associated with LBE devices). The
value of g does not typically change, even if there are collisions resulting from medium access
contention operations. Because EDCA devices use an exponential back-off procedure for
collision avoidance, LBE devices may have an advantage over EDCA devices when
contending for medium access, especially when collisions on the shared wireless medium
result in additional contention operations between the LBE devices and the EDCA devices.
Thus, as described in more detail below, the example embodiments may adjust medium
access contention operations for LBE devices and/or EDCA devices in manner that ensures
that LBE devices and EDCA devices have similar success rates in accessing a shared

wireless medium.

[0058] For example embodiments, disparities in the likelihood of winning medium
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access between LBE devices and EDCA devices may be reduced by (1) decreasing the
duration of the slot time used by LBE devices from 20 us to 9 ys (or to other suitable time
values) and (2) requiring LBE devices to add an AIFS duration to their random back-off
numbers in the event of a collision. For example, decreasing the LBE slot time may allow LBE
device 300 to begin an initial medium access contention operation sooner than conventional
LBE devices, and requiring LBE device 300 to add an AIFS duration to its back-off number in
the event of a collision may allow EDCA devices (such as EDCA device 200 of FIG. 2) to have
a similar success rate in gaining medium access as the LBE device 300 during subsequent
medium access contention operations. In this manner, the back-off periods for LBE device 300

may more closely resemble the back-off periods for EDCA devices such as EDCA device 200.

[0059] The size of the contention window (e.g., the value of q) from which LBE device
300 selects random back-off numbers may also be adjusted to ensure that LBE devices and
EDCA devices have fair (e.g., equal) access to the shared wireless medium. For example, the
LBE device 300 may determine a level of contention associated with gaining access to a
wireless medium, may select a contention window size based, at least in part, on the
determined level of contention, and may select a random back-off number from a range of

numbers defined by the selected contention window size.

[0060] More specifically, the contention window size (q) may be adjusted based on
observed collisions, transmission interruptions, and/or or inter-CCA (clear channel
assessment) busy times in a manner that ensures that LBE devices and EDCA devices have
equal chances of gaining medium access. In some aspects, LBE device 300 may maintain a
moving average of one or more parameters indicative of a channel access success rate. The
one or more “success rate” parameters may include, for example, (i) the average number of
interruptions per transmission, (ii) the average collision rate, and (iii) the average time between
medium busy events. For some implementations, the moving average (MA) may be
determined as a simple (e.g., unweighted) moving average, for example, that may be

expressed as:

SRPy+SRPy +-+SRP,
n

MA =

(EQ. 1)
where SRP is a selected one of the success rate parameters, and n is an integer indicating the
number of SRP values used to determine the moving average.

[0061] For other implementations, the moving average MA may be determined as a
weighted moving average. For example, in some aspects, the moving average MA may be

weighting using a damping factor (DF), and expressed as:
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MA = (1-DF)*MA + DF*SRP (EQ. 2)

For at least some embodiments, the damping factor DF may be between approximately 0.5%
and 10% (although for other embodiments, the damping factor DF may be of other suitable

values).

[0062] In other aspects, a moderation factor (MF) may be used to adjust the value of g

so0 as to converge to a target g value (Qrarget). FOr example, the q value may be expressed as:
q =9+ MF * (Qtarget — 9) (EQ. 3)

For at least some embodiments, the moderation factor MF may be between approximately 1%
and 20% (although for other embodiments, the moderation factor MF may be of other suitable

values).

[0063] It is noted that although increasing the damping factor value and/or the
moderation factor value may increase the speed with which the value of q converges to the
value of Qiarget, increasing the damping factor value and/or the moderation factor value may
also increase signal fluctuations and jitter. Thus, the selection of the damping factor value
and/or the moderation factor value may involve a trade-off between (1) the rate at which the
value of q is adjusted in response to changing numbers of devices contending for medium
access and (2) the rate at which the channel access success rate changes for each of the
contending devices. For at least some implementations, the moving average value and the

value of g may be updated after each transmission (e.g., after each contention period ends).

[0064] The LBE device 300 may select a suitable contention window size based on a
relationship between values of q that result in the same (or similar) medium access success
rates for LBE devices and EDCA devices and the moving average of a selected success rate
parameter. More specifically, for some embodiments, the value of g may be calibrated (e.g.,
adjusted or otherwise modified from the fixed value defined by the ETSI standards) for each of
a plurality of moving average values of the selected success rate parameter, for example,
such that the LBE devices and EDCA devices have the same (or similar) medium access
success rates. The resulting relationship between the calibrated g values and the moving
averages of the selected success rate parameter may be plotted as a graph (which may be
referred to herein as a “calibrated q graph”). In some aspects, the calibrated q graph may be
stored in the LBE device (e.g., within memory 340 of LBE device 300). Thereafter, when
contending for medium access, the LBE device 300 may measure, obtain, or otherwise
determine the selected success rate parameter, and then select a corresponding calibrated g

value from the calibrated q graph.

[0065] As mentioned above, for some implementations, the average number of

interruptions per transmission (ANIPT) may be the selected success rate parameter. For
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example, FIG. 4 shows a calibrated q graph 400 depicting an example relationship between
calibrated LBE contention window sizes (e.g., calibrated q values) and ANIPT values. As
shown in FIG. 4, the calibrated g value increases as the average number of interruptions per
transmission increases. More specifically, as the average number of interruptions per
transmission increases (e.g., indicating an increasing level of contention on the shared
wireless medium), the likelihood of EDCA devices employing an exponential back-off
procedure also increases, which as discussed above may put EDCA devices at a

disadvantage relative to LBE devices when contending for medium access.

[0066] Thus, in accordance with example embodiments, the size of the contention
window from which LBE device 300 selects a random back-off number for medium access
contention operations may be adjusted (e.g., increased) based on the calibrated q graph 400.
As described in more detail below, the LBE device 300 may increase its back-off period
based, at least in part, on a selected calibrated q value so that medium access success rates
for the LBE device 300 are the same (or at least similar) to the medium access success rate of
EDCA devices. For example, in an implementation using the example calibrated q graph 400,
if the average number of interruptions per transmission is a relatively high value of
approximately 25, then a relatively high calibrated g value of approximately 42 us may define
the contention window size from which LBE device 300 selects its random back-off number for

medium access contention operations (as indicated by lines 401-402).

[0067] Conversely, as shown in FIG. 4, the calibrated g value decreases as the average
number of interruptions per transmission decreases. More specifically, as the average number
of interruptions per transmission decreases (e.q., indicating a decreasing level of contention
on the shared wireless medium), the likelihood of EDCA devices employing an exponential
back-off procedure also decreases, which as discussed above may reduce the differences in
medium access success rates between EDCA devices and LBE devices. For example, in an
implementation using the example calibrated g graph 400, if the average number of
interruptions per transmission is a relatively low value of approximately 5, then a relatively low
calibrated g value of approximately 16 pus may define the contention window size from which
LBE device 300 selects its random back-off number for medium access contention operations
(as indicated by lines 411-412).

[0068] The calibrated q graph 400 of FIG. 4 may be determined by observing, for each
of a plurality of ANIPT values, the medium access success rates of LBE devices compared to
the medium access success rates of EDCA devices. More specifically, the value of q (e.g., the
LBE contention window size) may be adjusted until the medium access success rates are the

same (or at least similar) for both LBE devices and EDCA devices. The value of g that results
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in the same or similar medium access success rates for LBE and EDCA devices may be
selected as the calibrated q value corresponding to a particular ANIPT value. The calibrated g
values may be plotted as a function of the ANIPT values to generate the example calibrated q
graph 400 of FIG. 4.

[0069] Thereafter, when contending for medium access, the LBE device 300 may
measure, obtain, or otherwise determine an ANIPT value, and then select a corresponding
calibrated g value from the calibrated q graph 400. The LBE device 300 may then use the
selected calibrated q value (rather than the fixed g value) to define the contention window size

from which to select a random back-off number for medium access contention operations.

[0070] For example, Table 1 below lists a number of example pairs of calibrated q
values and ANIPT values from which the example calibrated g graph 400 of FIG. 4 may be

determined.
Devices | ANIPT Calibrated q (us)
2 0.9 13
3 1.7 13
5 3.3 14.5
6 4.1 15.5
10 6.8 19.0
15 10.1 23.5
20 13.1 27.5
40 25.3 43.0
Table 1
[0071] More specifically, for some implementations, the pairs of calibrated q values and

ANIPT values shown above in Table 1 may be used to determine a calibrated g value using

the below expression (where “max{a, b}" equals the greater of a and b):
Qealibrated = Max {13, 10.4766 + 1.2852 * ANIPT} (EQ. 4)
[0072] For one example, FIG. 5A shows an example graph 500A depicting example

medium access success rates as a function of time for a wireless network including 1 LBE
device and 2 EDCA devices contending for medium access. More specifically, the LBE device
(not shown for simplicity) contends for medium access using a calibrated q value that may be
determined in accordance with example embodiments (e.g., as described above with respect
to FIG. 4), and the EDCA devices (not shown for simplicity) contend for medium access using
the EDCA back-off mechanism defined in the IEEE 802.11e standards. As depicted in FIG.
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5A, the LBE device and the EDCA devices each have a medium access success rate of
approximately 30%. The calibrated q value used by the LBE device in the example of FIG. 5A

is approximately 13 ps.

[0073] For another example, FIG. 5B shows an example graph 500B depicting example
medium access success rates as a function of time for a wireless network including 1 LBE
device and 9 EDCA devices contending for medium access. More specifically, the LBE device
(not shown for simplicity) contends for medium access using a calibrated q value that may be
determined in accordance with example embodiments (e.g., as described above with respect
to FIG. 4), and the EDCA devices (not shown for simplicity) contend for medium access using
the EDCA back-off mechanism defined in the IEEE 802.11e standards. As depicted in FIG.
5B, the LBE device and the EDCA devices each have a medium access success rate of

approximately 10%. For the LBE device in the example of FIG. 5B, Qcaiiprated = 20 US.
[0074] For another example, FIG. 5C shows an example graph 500C depicting example

medium access success rates as a function of time for a wireless network including 1 LBE
device and 39 EDCA devices contending for medium access. More specifically, the LBE
device (not shown for simplicity) contends for medium access using a calibrated q value that
may be determined in accordance with example embodiments (e.g., as described above with
respect to FIG. 4), and the EDCA devices (not shown for simplicity) contend for medium
access using the EDCA back-off mechanism defined in the IEEE 802.11e standards. As
depicted in FIG. 5C, the LBE device and the EDCA devices each have a medium access
success rate of approximately 3%. For the LBE device in the example of FIG. 5C, Qcaiibrated =
40 ps.

[0075] For another example, FIG. 5D shows an example graph 500D depicting example
medium access success rates as a function of time for a wireless network including 20 LBE
devices and 20 EDCA devices contending for medium access. More specifically, the LBE
devices (not shown for simplicity) contend for medium access using a calibrated q value that
may be determined in accordance with example embodiments (e.g., as described above with
respect to FIG. 4), and the EDCA devices (not shown for simplicity) contend for medium
access using the EDCA back-off mechanism defined in the IEEE 802.11e standards. As
depicted in FIG. 5D, the LBE devices and the EDCA devices each have a medium access
success rate of approximately 3%. For the LBE devices in the example of FIG. 5D, Qcaiibrated =
40 ps.

[0076] For another example, FIG. 5E shows an example graph 500E depicting example
medium access success rates as a function of time for a wireless network including 40 LBE

devices contending for medium access. More specifically, the LBE devices (not shown for
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simplicity) contend for medium access using a calibrated q value that may be determined in
accordance with example embodiments (e.g., as described above with respect to FIG. 4) As
depicted in FIG. 5E, the LBE devices each have a medium access success rate of

approximately 3%. For the LBE devices in the example of FIG. 5E, Qcaiibrated = 40 US.
[0077] For another example, FIG. 5F shows an example graph 500F depicting example

medium access success rates as a function of time for a wireless network including 2 LBE
devices contending for medium access. More specifically, the LBE devices (not shown for
simplicity) contend for medium access using a calibrated q value that may be determined in
accordance with example embodiments (e.g., as described above with respect to FIG. 4) As
depicted in FIG. 5F, the LBE devices each have a medium access success rate of

approximately 3%. For the LBE devices in the example of FIG. 5F, Qcaiibrated = 13 MS.
[0078] The example graphs 500A-500F depicted in FIGS. 5A-5F, respectfully,

correspond to calibrated q values determined using a damping factor (DF) set to 90% and
using a moderation factor (MF) set to 10%. For other embodiments, other values for the
damping factor (DF) and the moderation factor (MF) may be used. For example, as described
above, increasing the values of the damping factor (DF) and the moderation factor (MF) may
increase the rate with which the value of q is adjusted towards a target value (which may also
increase jitter), while decreasing the values of the damping factor (DF) and the moderation
factor (MF) may decrease the rate with which the value of q is adjusted towards the target

value (which may reduce jitter).

[0079] Referring to FIGS. 5A-5F, the example embodiments may achieve the same (or
at least similar) medium access success rates for LBE devices and EDCA devices regardless
of the number of LBE devices or EDCA devices, for example, by selecting an appropriate
calibrated g value (Qcaibrated). FuUrther, for at least some embodiments, the calibrated q value
may be related to the total number of devices contending for medium access (e.g., rather than
to the particular combination of LBE and EDCA devices). More specifically, in the examples of
FIGS. 5A and 5F, which include 3 contending devices and 2 contending devices, respectively,
similar medium access success rates between the LBE devices and the EDCA devices may
be achieved with Qcaiibrated = 13 MS. In the example of FIG. 5B, which includes 10 contending
devices, similar medium access success rates between the LBE devices and the EDCA
devices may be achieved with Qcaiprated = 20 pSs. In the examples of FIGS. 5C-5E, which each
include 40 contending devices, similar medium access success rates between the LBE

devices and the EDCA devices may be achieved with Qeajipratea = 40 US.

[0080] Using the ANIPT as the success rate parameter upon which to determine

calibrated g values that result in the same or similar medium access success rates for LBE
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and EDCA devices may also allow selected q values to be modified based on the number of
contending devices. More specifically, if one or more selected q values (e.g., determined in the
manner described above with respect to FIG. 4) do not result in the same or similar medium
access success rates for LBE and EDCA devices, then a relationship between q offset values
and ANIPT values may be used to converge the selected q values to calibrated q values that
result in the same or similar medium access success rates. For example embodiments
described herein, the q offset value may increase as the number of contending devices
decreases, and may decrease as the number of contending devices increases. Thus, the rate
with which a given g value may converge to a corresponding calibrated g value may be faster
for wireless networks having a relatively small number of contending devices than for wireless

networks having a relatively large number of contending devices.

[0081] FIG. 6A shows a graph 600 depicting an example relationship between
calibrated g values and ANIPT values relative to example relationships between q offset
values and ANIPT values for various numbers of contending devices. A calibrated q graph 601
depicting calibrated q values (Qcaiibratea) s a function of ANIPT values may be determined in
the manner described above with respect to FIG. 4. In some environments, a selected q value
that defines the LBE contention window size may not result in LBE devices having the same
(or similar) medium access success rates as EDCA devices. For example, a first q offset value
plot 611 depicts q offset values (Qosset) @s a function of ANIPT values for a wireless network
including 2 contending devices, a second q offset value plot 612 depicts g offset values as a
function of ANIPT values for a wireless network including 10 contending devices, a third q
offset value plot 613 depicts q offset values as a function of ANIPT values for a wireless
network including 20 contending devices, and a fourth q offset value plot 614 depicts q offset

values as a function of ANIPT values for a wireless network including 40 contending devices.

[0082] The example q offset value plots 611-614 of FIG. 6A may be used to converge a
given g value to a corresponding calibrated q value that results in the same (or similar)
medium access success rates for both LBE devices and EDCA devices. For example, FIG. 6B
depicts an example operation 620 for converging the value of q to the calibrated q value using
the third q offset value plot 613 corresponding to 20 contending devices. The operation 620 of
FIG. 6B may be based on the calibrated q graph 601 of FIG. 6A. For any given point on the q
offset value plot 613, converging the value of q to a corresponding point on the calibrated q
graph 601 may result in a decrease in the value of ANIPT. For one example, for an ANIPT
value of approximately 19, the value of g may be incorrectly set to approximately 39 us (as
indicated by point 623A on the q offset value plot 613), whereas the corresponding calibrated
g value is approximately 35 us (as indicated by point 621A on the calibrated q graph 601).

Thus, for an ANIPT value of approximately 19, the value of q is approximately 4 us offset from
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the calibrated q value. For another example, for an ANIPT value of approximately 17, the
value of g may be incorrectly set to approximately 35 ys (as indicated by point 623B on the g
offset value plot 613), whereas the corresponding calibrated q value is approximately 32 us
(as indicated by point 621B on the calibrated q graph 601). Thus, for an ANIPT value of
approximately 17, the value of q is approximately 3 us offset from the calibrated g value. For
yet another example, for an ANIPT value of approximately 16, the value of g may be
incorrectly set to approximately 33 us (as indicated by point 623C on the q offset value plot
613), whereas the corresponding calibrated g value is approximately 30 us (as indicated by
point 621C on the calibrated q graph 601). Thus, for an ANIPT value of approximately 16, the

value of q is approximately 3 ps offset from the calibrated q value.

[0083] As mentioned above, for other implementations, the average collision rate may
be the selected success rate parameter. For example, FIG. 7 shows a calibrated g graph 700
depicting an example relationship between calibrated q values and the average collision rate
on a shared wireless medium during medium access contention operations. As shown in the
example calibrated q graph 700 of FIG. 7, the calibrated q value increases as the average
collision rate increases. More specifically, as the average collision rate increases (e.qg.,
indicating an increasing level of contention on the shared wireless medium), the likelihood of
EDCA devices employing an exponential back-off procedure also increases, which as
discussed above may put EDCA devices at a disadvantage relative to LBE devices when

contending for medium access.

[0084] Thus, in accordance with example embodiments, the size of the contention
window from which LBE device 300 selects a random back-off number for medium access
contention operations may be adjusted (e.g., increased) based on the calibrated q graph 700.
In this manner, the LBE device 300 may increase its back-off period based, at least in part, on
a selected calibrated g value so that medium access success rates for the LBE device 300 are
the same (or at least similar) to the medium access success rate of EDCA devices. For
example, in an implementation using the example calibrated g graph 700, if the average
collision rate is a relatively high value of approximately 58, then a relatively high calibrated q
value of approximately 43 us may define the contention window size from which LBE device
300 selects its random back-off number for medium access contention operations (as
indicated by lines 701-702).

[0085] Conversely, as shown in FIG. 7, the calibrated g value decreases as the average
collision rate decreases. More specifically, as the average collision rate decreases (e.g.,
indicating a decreasing level of contention on the shared wireless medium), the likelihood of

EDCA devices employing an exponential back-off procedure also decreases, which as
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discussed above may reduce the differences in medium access success rates between EDCA
devices and LBE devices. For example, in an implementation using the example calibrated g
graph 700, if the average collision rate is a relatively low value of approximately 11, then a
relatively low calibrated q value of approximately 11 ys may define the contention window size
from which LBE device 300 selects its random back-off number for medium access contention

operations (as indicated by lines 711-712).

[0086] The calibrated q graph 700 of FIG. 7 may be determined by observing, for a
given number of devices, the medium access success rates of LBE devices compared to
EDCA devices. Then, the value of g (e.g., the LBE contention window size) may be adjusted
until the medium access success rates are the same (or at least similar) for LBE devices and
EDCA devices. The resultant value of g may then be designated as the calibrated q value. The
calibrated g values may be plotted as a function of the moving average of the collision rate, for

example, to generate the example calibrated q graph 700 of FIG. 7.

[0087] Thereafter, when an LBE device 300 is contending for medium access, the LBE
device 300 may measure, obtain, or otherwise determine the average collision rate, and then
select a corresponding calibrated q value from the calibrated q graph 700. The LBE device
300 may then use the selected calibrated g value (rather than the fixed g value) to define the
contention window size from which to select a random back-off number for medium access

contention operations.

[0088] For example, Table 2 below lists a number of example pairs of calibrated g
values and average collision rates (ACRs) from which the example calibrated g graph 700 of

FIG. 7 may be determined.

Devices | ACR Calibrated q (us)
2 0.12 12
3 0.19 12
6 0.28 14
15 45 23
20 0.5 31
40 0.58 44
Table 2
[0089] More specifically, for some implementations, the pairs of calibrated q values and

ACR values shown above in Table 2 may be used to determine the value of Qarget USING the

below expression (where “max{a,b} equals the greater of a and b):
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if ACR < 0.21, then Grarget = 12 (EQ. 5)
else Grarget = Max{12, 229.9096 * ACR? — 94.3678 * ACR + 2.8437}

[0090] FIG. 8 shows an example graph 800 depicting example medium access success
rates as a function of time for a wireless network including 1 LBE device and 9 EDCA devices
contending for medium access. More specifically, the 1 LBE device (not shown for simplicity)
contends for medium access using a calibrated q value that may be determined in accordance
with example embodiments (e.g., as described above with respect to FIG. 7), and the EDCA
devices (not shown for simplicity) contend for medium access using the EDCA back-off
mechanism. As depicted in FIG. 8, the 1 LBE device and the 9 EDCA devices each have a
medium access success rate of approximately 8%. For the example of FIG. 8, the damping

factor is set to 90% and the moderation factor is set to 10%.

[0091] As mentioned above, for other implementations, the average time between
medium busy events on the shared wireless medium may be the selected success rate
parameter. For such implementations, determination of calibrated g values may also be based
upon additional information such as, for example, a number of different observed MAC
addresses, a histogram of different observed modulation and coding schemes (MCSs), and/or

received signal strength indicator (RSSI) values.

[0092] FIG. 9 shows an illustrative flowchart depicting an example operation 900 for
ensuring equal medium access between a first wireless device associated with a load based
equipment (LBE) protocol and a number of second wireless devices associated with an
enhanced distributed channel access (EDCA) protocol. As discussed above, the LBE protocol
may be defined by a European Telecommunications Standards Institute (ETSI) Broadband
Access Network (BRAN) for LBE standard, and may prescribe a fixed contention window size
for all medium access contention operations regardless of collisions. The EDCA protocol may
be defined by the IEEE 802.11(e) standard, and may prescribe doubling the contention
window size for each subsequent medium access contention operation resulting from

collisions on the wireless medium.

[0093] For the example of FIG. 9, the first wireless device may be LBE device 300 of
FIG. 3, and one or more of the second wireless devices may be EDCA device 200 of FIG. 2.
Thus, as described above, the first wireless device may be associated with a channel access
mechanism that maintains a fixed contention window size for medium access contention

operations regardless of collisions, and the second wireless devices may be associated with a
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channel access mechanism that employs an exponential back-off procedure in the event of
collisions.

[0094] The first wireless device may determine a level of contention associated with
gaining access to a wireless medium (902). For some implementations, to determine the level
of contention, the first wireless device may select a parameter indicative of a medium access
success rate of the first wireless device (902A), and may then determine a moving average of
the selected parameter, the moving average indicative of the level of contention (902B). The
level of contention may indicate traffic levels on the wireless medium, congestion levels on the
wireless medium, a likelihood of gaining medium access, and/or the number of devices
contending for medium access. As discussed above, the selected parameter, which may
indicate a medium access success rate, may be (i) the average number of interruptions per
transmission, (ii) the average collision rate, or (iii) the average time between medium busy

events.

[0095] The first wireless device may then select a contention window size based, at
least in part, on the determined level of contention (904). For some implementations, to select
the contention window size, the first wireless device may retrieve, from a memory, a calibrated
contention window size value corresponding to the determined moving average (904A), and
then define the selected contention window size based on the retrieved calibrated contention
window size value (904B). As discussed above, the memory may store, for each of a plurality
of moving averages of the selected parameter, a corresponding calibrated contention window
size value that, when used to define the contention window size, results in similar medium
access success rates for the first wireless device and the number of second wireless devices.
In some aspects, the memory may store the calibrated q graph of FIG. 4 and/or the calibrated
CW size graph of FIG. 7.

[0096] Next, the first wireless device may select, for a medium access contention
operation, a random back-off number from a range of numbers defined by the selected
contention window size (906). As discussed above, selecting the random back-off number
from the range of numbers defined by the selected contention window size may ensure that
LBE devices and EDCA devices have the same or similar medium access success rates. For
some aspects, the EDCA devices may not alter their contention window sizes, and adhere to

the exponential back-off procedure defined, for example, in the IEEE 802.11e standards.

[0097] As described above, for at least some embodiments, the first wireless device
may decrease a slot time used for medium access contention operations and/or may increase

its back-off period by a duration (908). In some aspects, the duration may be an Arbitration
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Interframe Space (AIFS) duration. In other aspects, the duration may be a number of SIFS

durations, a number of PIFS durations, a DIFS duration, or any other suitable time period.

[0098] Thereafter, the first wireless device may dynamically adjust the selected
contention window size based on changes in the level of contention (910). For example, after
selecting the contention window size, the first wireless device may continue monitoring the
wireless medium to detect changes in contention levels, and in response thereto may
dynamically adjust the contention window size to ensure continued fairness between LBE

devices and EDCA devices for medium access contention operations.

[0099] For other embodiments, the size of the contention window (CW) from which
EDCA device 200 selects its random back-off number may be adjusted so that LBE devices
and EDCA devices have the same or similar medium access success rates (e.g., rather than
adjusting the size of the contention window used by the LBE devices). For example, the EDCA
device 200 may determine a level of contention associated with gaining access to a wireless
medium, may select a contention window size based, at least in part, on the determined level
of contention, and may select a random back-off number from a range of numbers defined by

the selected contention window size.

[00100] More specifically, in accordance with example embodiments, the CW size
associated with EDCA device 200 may be adjusted based on observed collisions,
transmission interruptions, and/or inter-CCA (clear channel assessment) busy times in a
manner that ensures that LBE devices and EDCA devices have equal chances of gaining
medium access. In some aspects, the EDCA device 200 may maintain a moving average of
one or more success rate parameters such as, for example, (i) the average number of
interruptions per transmission, (ii) the average collision rate, and (iii) the average time between
medium busy events. For some implementations, the moving average (MA) may be
determined as a simple (e.g., unweighted) moving average, for example, as described above
with respect to EQ. 1. For other implementations, the moving average MA may be determined
as a weighted moving average, for example, using a damping factors (DF) as described above
with respect to EQ. 2 and/or using a moderation factor (MF) as described above with respect
to EQ. 3.

[00101] FIG. 10 shows a calibrated CW size graph 1000 depicting an example
relationship between calibrated CW sizes and the average number of interruptions per
transmission (ANIPT). As shown in the example calibrated CW size graph 1000 of FIG. 10, the
calibrated CW size increases as the average number of interruptions per transmission
increases. More specifically, as the average number of interruptions per transmission

increases (e.g., indicating an increasing level of contention on the shared wireless medium),
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the size of the contention window from which EDCA device 200 selects a random back-off
number for medium access contention operations may be adjusted (e.g., increased) based on
the example calibrated CW size graph 1000. In this manner, the EDCA device 200 may
increase its back-off period based, at least in part, on the selected calibrated CW size so that
medium access success rates for EDCA devices are the same (or at least similar) as the
medium access success rates for LBE devices. For example, in an implementation using the
example calibrated CW size graph 1000, if the average number of interruptions per
transmission is a relatively high value of approximately 26, then a relatively high CW size of
approximately 90 yus may define the contention window size from which EDCA device 200
selects its random back-off number for medium access contention operations (as indicated by
lines 1001-1002).

[00102] Conversely, as shown in FIG. 10, the calibrated CW size decreases as the
average number of interruptions per transmission decreases. More specifically, as the average
number of interruptions per transmission decreases (e.g., indicating a decreasing level of
contention on the shared wireless medium), the likelihood of EDCA devices employing an
exponential back-off procedure also decreases, which as discussed above may reduce the
differences in medium access success rates between EDCA devices and LBE devices. In this
manner, the EDCA device 200 may decrease the size of the contention window from which
the random back-off number is selected, which in turn may decrease the back-off period of
EDCA device 200, for example, so that medium access success rates for the EDCA device
200 are the same (or at least similar) as the medium access success rates for LBE devices.
For example, in an implementation using the example calibrated CW size graph 1000, if the
average number of interruptions per transmission is a relatively low value of approximately 2,
then a relatively low CW size of approximately 20 us may define the contention window size
from which EDCA device 200 selects its random back-off number for medium access

contention operations (as indicated by lines 1011-1012).

[00103] Thus, while typical EDCA devices use a CW size that is initially set to a fixed
minimum value (e.g., CWpn) and then doubled for each subsequent medium access
contention operation, EDCA devices of the example embodiments may dynamically adjust the
CW size based, at least in part, on the ANIPT (e.g., rather than employing an exponential

back-off procedure).

[00104] The calibrated CW size graph 1000 of FIG. 10 may be determined by observing,
for a given number of devices, the medium access success rates of EDCA devices compared
to LBE devices. Then, the size of the CW from which EDCA device 200 selects its random

back-off number may be adjusted until the medium access success rates are the same (or at
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least similar) for LBE devices and EDCA devices. The resultant CW size may then be
designated as the calibrated CW size. A number of calibrated CW sizes may be plotted as a
function of the moving average of the number of interruptions per transmission, for example, to
generate the example calibrated CW size graph 1000 depicted in FIG. 10.

[00105] Thereafter, when EDCA device 200 is contending for medium access, the EDCA
device 200 may measure, obtain, or otherwise determine an ANIPT value, and then select a
corresponding calibrated CW size from the calibrated CW size graph 1000. The EDCA device
200 may then use the selected calibrated CW size from which to select a random back-off
number for medium access contention operations (e.g., rather than using an exponential back-
off procedure).

[00106] For example, Table 3 below lists a number of example pairs of calibrated CW
sizes and ANIPT values from which the example calibrated CW size graph 1000 of FIG. 10
may be determined.

Devices | ANIPT Calibrated Average CW (us)
2 0.8904 17.1100
3 1.7252 19.4089
5 3.3118 24.2900
6 4.0809 26.6754
10 7.0437 35.7292
15 10.5701 | 46.2671
20 14.0023 | 55.6873
40 26.8387 | 89.7851
Table 3
[00107] More specifically, for some implementations, the pairs of calibrated average CW

sizes and the ANIPT values shown above in Table 3 may be used to determine the calibrated

CW size (CWeaiibratea) USING the below expression:
CWoaiibrated = 2.8150 * ANIPT + 15.2782 (EQ. 7)

[00108] For one example, FIG. 11A shows an example graph 1100A depicting example
medium access success rates as a function of time for a wireless network including 1 EDCA
device that dynamically adjusts its CW size (e.g., based at least in part on one or more
measured ANIPT values) and 5 EDCA devices that do not dynamically adjust their CW sizes
(e.g., 5 EDCA devices that use an exponential back-off procedure as defined by the IEEE
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802.11e standards). As depicted in FIG. 11A, all contending EDCA devices have a medium

access success rate of approximately 15%.

[00109] For another example, FIG. 11B shows an example graph 1100B depicting
example medium access success rates as a function of time for a wireless network including 6
EDCA devices that dynamically adjust their CW sizes (e.g., based at least in part on one or
more measured ANIPT values). As depicted in FIG. 11B, all contending EDCA devices have a

medium access success rate of approximately 15%.

[00110] For another example, FIG. 11C shows an example graph 1100C depicting

example medium access success rates as a function of time for a wireless network including 1
EDCA device that dynamically adjusts its CW size (e.g., based at least in part on one or more
measured ANIPT values) and 19 EDCA devices that do not dynamically adjust their CW sizes.
As depicted in FIG. 11C, all contending EDCA devices have a medium access success rate of

approximately 5%.

[00111] For another example, FIG. 11D shows an example graph 1100D depicting
example medium access success rates as a function of time for a wireless network including
20 EDCA devices that dynamically adjust their CW sizes (e.g., based at least in part on one or
more measured ANIPT values). As depicted in FIG. 11D, all contending EDCA devices have a

medium access success rate of approximately 5%.

[00112] For another example, FIG. 11E shows an example graph 1100E depicting

example medium access success rates as a function of time for a wireless network including 1
EDCA device that dynamically adjusts its CW size (e.g., based at least in part on one or more
measured ANIPT values) and 39 EDCA devices that do not dynamically adjust their CW sizes.
As depicted in FIG. 11E, all contending EDCA devices have a medium access success rate of

approximately 4%.

[00113] For another example, FIG. 11F shows an example graph 1100F depicting
example medium access success rates as a function of time for a wireless network including
40 EDCA devices that dynamically adjust their CW sizes (e.g., based at least in part on one or
more measured ANIPT values). As depicted in FIG. 11F, all contending EDCA devices have a

medium access success rate of approximately 4%.

[00114] For another example, FIG. 11G shows an example graph 1100G depicting
example medium access success rates as a function of time for a wireless network including
20 EDCA devices that dynamically adjust their CW sizes (e.g., based at least in part on one or
more measured ANIPT values) and 20 EDCA devices that do not dynamically adjust their CW
sizes. As depicted in FIG. 11G, all contending EDCA devices have a medium access success
rate of approximately 4%.
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[00115] The example graphs 1100A-1100G depicted in FIGS. 11A-11G, respectfully,
correspond to calibrated CW sizes determined using a damping factor (DF) set to 90% and
using a moderation factor (MF) set to 10%. For other embodiments, other values for the

damping factor (DF) and the moderation factor (MF) may be used.

[00116] For some implementations, a relationship between the number of actively
contending devices (n) and a selected parameter (e.g., one of the average number of
interruptions per transmission (ANIPT), the average collision rate (ACR), and the inter-CCA
busy time (tousy)) may be used to verify that a particular wireless device is operating according
to a specified medium access contention mechanism (e.g., EDCA with a truncated exponential
back-off procedure). The particular device, which may hereinafter be referred to as the device-
under-test (DUT), may be provided within a test network (either real or simulated), and the
selected parameter as observed by the DUT may be verified as having the correct value, for
the number of actively contending devices, that results in the same or similar medium access
success rates for LBE and EDCA devices. In some aspects, if the selected parameter value
cannot be observed by other devices not under test, then the observed parameter value at a
test network node may be used to verify that the selected parameter value is within a range of

the correct value for the number of actively contending devices.

[00117] An example first order relationship between the number of actively contending
devices (n) and the average number of interruptions per transmission (ANIPT) may be
expressed as ANIPT = 0.9 + 0.6n. An example second order relationship between the number
of actively contending devices (n) and ANIPT may be expressed as ANIPT = -0.0019n? +
0.731n - 0.229.

[00118] An example first order relationship between the number of actively contending
devices (n) and the number of interruptions per successful TXOP (ANIPST) may be expressed
as ANIPST = 1.80n - 6.4. An example second order relationship between the number of
actively contending devices (n) and ANIPST may be expressed as ANIPST = 0.0072n? +
1.3386n - 2.0871.

[00119] An example relationship between the number of actively contending devices (n)
and the average collision probability (ACP) may be expressed as ACP = 0.23 + 0.014n -
0.0001n?,

[00120] An example relationship between t,,sy and the calibrated contention window size

used by EDCA devices may be expressed as CWeaiibrated = (8/(0.02* tyusy -1)) slots.

[00121] An example relationship between the average number of interruptions per
transmission (ANIPT) and the EDCA contention window size may be expressed as CW.aiiprated
= (15 + 3.2*ANIPT) slots. Another example relationship between the average number of
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interruptions per transmission (ANIPT) and the EDCA contention window size may be
expressed as CWeaiipratea = (17 + 2.7*ANIPT) slots. Yet another example relationship between
the average number of interruptions per transmission (ANIPT) and the EDCA contention
window size may be expressed as CWeaibratea = -0.013*ANIPTZ + 3.22*ANIPT + 13.92.

[00122] An example second order relationship between the average collision probability
(ACP) observed at the DUT and the EDCA contention window size may be expressed as
CWeaiibratea = (60 - 290ACP + 588ACP?) slots. An example exponential relationship between
the average collision probability (ACP) observed at the DUT and the EDCA contention window
size may be expressed as CWaiiprated = 7.2836%e”(4.2865*ACP) slots.

[00123] In some embodiments, the inverse of a relationship between the number of
actively contending devices and the value of a selected parameter as observed by a wireless
device may be used to estimate the number of actively contending devices. The estimated
number of actively contending devices (or the observed value of the selected parameter) may
be used to adjust the limit of a maximum TXOP duration. In some aspects, the maximum
TXOP duration may be increased as the number of actively co