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then evicts unused data to a lower level cache are described. The prefetching
system prefetches data from a main memory to a cache, and data that is not
immediately useable or is part of a data set which is too large to fit in the
cache can be tagged for eviction to a lower level cache, which keeps the data
available with a shorter latency than if the data had to be loaded from main
memory again. This lowers the cost of prefetching useable data too far ahead
and prevents cache trashing.
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PREFETCH TAG FOR EVICTION PROMOTION

TECHNICAL FIELD
[0001] This disclosure relates to prefetching data to a cache from a main

memory and evicting data to prevent cache trashing.

BACKGROUND
[0002] Modern microprocessors are much faster than the memory where
the program is stored in, which means that the program instructions cannot be
read fast enough to keep the microprocessor busy if the instructions are read
from the main memory. Adding a cache, which is a small amount of very fast
memory to each processor, can speed up processing time by providing faster
access to needed instructions.
[0003] Prefetching is the process where anticipated instructions are
loaded into the cache before being requested by the processor. Modern
systems have evolved into multi-cache systems where each processor, or each
core of the processor may have one or two levels of cache dedicated to each
core/processor, and one or more additional cache levels that are shared among
cores/processors. Each successive level of cache away from the
core/processor may be larger but slower than the preceding cache levels.
Prefetching from the main memory to a processor cache, such as level 1 or
level 2 cache, can provide low latency access to the data, but since the size of
the processor caches are small, data that is not used right away, or datasets
which are larger than the size of the cache, can cause resource conflicts and

upsets (cache trashing).

SUMMARY
[0004] In an embodiment, a cache prefetch system comprises an
interconnect configured for communicably coupling a processor, a shared
cache, and a main memory. The cache prefetch system can include a
processor cache prefetcher configured for prefetching a set of data from the
main memory via the interconnect to a processor cache, wherein the processor
cache is associated with the processor, and wherein the processor cache tags a
first portion of data from the set of data as unused and a second portion of data
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from the set of data as used. The cache prefetch system can include a
processor cache evictor configured for evicting the first portion of data to the
shared cache via the interconnect and evicting the second portion of data to the
main memory via the interconnect.

[0005] In another embodiment, a cache prefetch system can include a
processor; and a memory that stores executable instructions that, when
executed by the processor, facilitate performance of operations. The operations
can include prefetching a set of data from a system memory to a processor
cache, associated with the processor and tagging a first portion of data of the
set of data with an indication that the first portion of data is executed data. The
operations can include tagging a second portion of data of the set of data with
an indication that the second portion of data is likely to be executed data and
evicting the second portion of data to a shared cache.

[0006] In another embodiment, a method comprises prefetching a set of
data from a system memory to a processor cache, associated with the
processor. The method can include tagging a first portion of data of the set of
data with an indication that the first portion of data is used data. The method
can include tagging a second portion of data of the set of data with an indication
that the second portion of data is unused data. The method can include evicting
the second portion of data to a shared cache.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] FIG. 1 is a block diagram illustrating an embodiment of a system
for prefetching with a ring architecture interconnect.
[0008] FIG. 2 is a block diagram illustrating an embodiment of a
préefetching system.
[0009] FIG. 3 is a block diagram illustrating an embodiment of a
prefetching system.
[0010] FIG. 4 is a block diagram illustrating an embodiment of a
prefetching system. |
[0011] FIG. 5 is a block diagram illustrating an embodiment of a
prefetching system.
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[0012] FIG. 6 is a block diagram illustrating an embodiment of a
processor with a prefetching cache system that evicts data to prevent cache
trashing.

[0013] FIG. 7 is a block diagram illustrating an embodiment of a
processor with a prefetching cache system that evicts data to prevent cache
trashing.

[0014] FIG. 8 illustrates a flow diagram of an embodiment of a method for

prefetching and evicting unused data to prevent cache trashing.

[0015] FIG. 9 iliustrates a block diagram of an example electronic
computing environment.

[0016] FIG. 10 illustrates a block diagram of an example data
communication network.

DETAILED DESCRIPTION
[0017] Various embodiments provide for a system that prefetches data
from a main memory to a cache and then evicts unused data to a lower level
cache. The prefetching system prefetches data from a main memory to a
cache, and data that is not immediately useable or is part of a data set which is
too large to fit in the cache can be tagged for eviction to a lower level cache,
which keeps the data available with a shorter latency than if the data had to be
loaded from main memory again. This lowers the cost of prefetching useable
data too far ahead and prevents cache trashing.
[0018] Data can be prefetched well before it may be used, as loads from
slower memories (DDR, disks) tend to be spatial and temporal in nature.
Prefetching takes advantage of the spatial nature of loads since related data
may be located physically or logically near the data that is being requested by
the processor. Thus, for address streams, there is a high likelihood that a load
to a memory address A will be followed soon by a load to memory address A+N,
where N can be any arbitrary integer, and thus loads likely occur in strides to
addresses A+N*m where m is another arbitrary signed integer.
[0019] By prefetching related data as well as currently requested data,
future loading of data from the main memory or from storage can be avoided.
Since processor level caches, such as level 2 caches are not very large, data

should not be stored there unless it is next in line for execution or will be
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processed very soon. Therefore, data that is not immediately next in line can be
tagged as unused data, and can be evicted to a lower level cache, such as level
3 cache. Level 3 cache may be slower than level 2 cache, but it can be much
larger, and can more feasibly retain data that may be used at a later time.
When the data that was evicted to the level 3 cache is then required by the
processor, the level 2 cache can prefetch that data from the level 3 cache must
faster than prefetching the data from the main memory.

[0020] FIG. 1, a block diagram illustrating embodiment of a system 100
for prefetching with a ring architecture interconnect. Processor 102 can include
one or more cores (shown in FIG. 1 with 4 cores). Processor 102 can also
include a processor level cache, or a cache associated with each core of
processor 102. This cache can be a level 2 cache in some embodiments. The
processor 102 can also be communicably coupled to one or more shared
caches 108 and 110, and a main memory 106 via a ring interconnect 104. In
systems with ring interconnects such as ring interconnect 104, the shared
caches 108 and 110 can be shared among one or more processors (e.g.,
processor 102, etc) without being directly tied to each processor. The shared
caches, level 3 caches in some embodiments, can thus be distributed among
multiple cores and/or processors.

[0021] In an embodiment, processor 102 can include a processor level
cache, or level 2 cache, for each core, or pair of cores in processor 102. Data
that is executed by the processor 102 can be fetched from the level 2 cache to a
level 1 cache, or even directly to a register associated with the processdr 102.
In order to ensure that the processor level cache on processor 102 has the data
that the processor 102 will need for execution, and to avoid a cache miss,
where the processor does not find the memory location in the cache, the
processor cache can prefetch data from the main memory 106 via the ring
interconnect 104. Using predictive heuristics, the prefetcher in the processor
cache can predict which data is likely to be used next using the A+N*m
algorithm described above, and preload the data into the processor cache so
that the data is available when the processor 102 requires the data.

[0022] Since related data may be likely to be either physically or logically
close to the requested data, or related in address space, the related data can be

prefetched in addition to the requested data, since the related data may be
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requested by the processor at a later time. If the dataset is too large for the
level 2 cache on the processor, or may not be used within a predetermined time
period, the level 2 cache can mark that data as "prefetch only" or as "unused"
which will promote the data for eviction to the shared cache 108 or 110. Data
that may be completely unrelated can be evicted back the main memory 108,
but if the data may possibly be used in the near future, or within a
predetermined time period, the data can be tagged for eviction to the shared
cache 108 or 110. The data can be tagged by setting an indicator bit on or off
based on whether the data is to be evicted to the shared cache 108 or 110. In
an embodiment, the data can be tagged based on an indication of a probability
of future use by the processor. Based on the probability of future use, the level
3 cache, or the shared cache 108 or 110 can hold the data for a predetermined
length of time before evicting to the main memory 106. Similarly, if the
probability of future use within a predetermined period of time is very high, the
processor cache may not tag the data for eviction.

[0023] When that data is requested by the processor at the later time, the
latency to retrieve the data from the shared cache 108 or 110 will be much
shorter than the latency retrieving the data from main memory 106.

[0024] It is to be appreciated that although reference has been made to
level 2 and level 3 cache, the concepts herein that describe a prefetch system
that tags prefetched data for eviction to a hierarchically lower cache system can
be applied in other embodiments. For instance, data can be prefetched to a
level 1 cache, and then evicted to a level 2 cache, and in other embodiments,
level 3 and 4 caches can be used, or various combinations thereof.

[0025] FIG. 2 illustrates a block diagram illustrating an example
embodiment of a prefetching system 200. Processor 202 can include one or
more cores (shown in FIG. 2 with 4 cores). Processor 202 can also include a
processor level cache 204 and in some embodiments, each core can include a
cache like cache 204. The cache 204 can be a level 2 cache in some
embodiments. The processor 202 can also be communicably coupled to an
interconnect 210 and via the interconnect 210 to a shared cache 208 and a
main memory 206. In an embodiment, the shared cache 208 can be shared
among one or more processors (e.g., processor 202, etc) and/or cores without
being directly tied to each processor. The shared cache 208, level 3 cache in
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some embodiments, can thus be distributed among multiple cores and/or
processors.

[0026] Data that is executed by the processor 202 can be fetched from
the level 2 cache to a level 1 cache, or even directly to a register associated
with the processor 202. In order to ensure that the processor level cache 204
on processor 202 has the data that the processor 202 will need for execution,
and to avoid a cache miss, where the processor does not find the memory
location in the cache, the processor cache can prefetch data from the main
memory 206 via the interconnect 210. Using predictive heuristics, the
prefetcher in the processor cache can predict which data is likely to be used
next using the A+N*m algorithm described above, and send a request to main
memory 206 via interconnect 210 to preload the data into the processor cache
204 so that the data is available when the processor 202 requires the data.
[0027] FIG. 3 illustrates a block diagram of an embodiment of a
prefetching system 300. After the processor 302 and prefetcher in the cache
304 requests data to be preloaded from main memory 306, the data can be sent
from the main memory 306 to the processor 302 and cache 304 via the
interconnect 310. In some embodiments, the data can be directly prefetched to
the level 2 cache 304, skipping the shared cache 308 (level 3 cache), and in
other embodiments, the data can first be prefetched to shared cache 308 and
then prefetched from shared cache 308 to cache 304. The data that is
prefetched by the cache 304 can be data that is being requested by the
processor 302 as well as other data that may be related to the data being
requested. The related data can be data that is related in address space, or
located physically or logically near the requested data, and by prefetching all the
possibly related data can be more efficient than prefetching, in multiple
operations, the requested data.

[0028] FIG. 4 illustrates another block diagram of an embodiment of a
prefetching system 400. After the processor 402 and cache 404 have
prefetched a set of related data from a main memory 406, the cache 404 can
evict a portion of the data to a shared cache 408 via an interconnect 410. Since
related data may be likely to be either physically or logically close to the
requested data, or related in address space, the related data can be prefetched

- in addition to the requested data since the related data may be requested by the
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processor at a later time. If the dataset is too large for the cache 404 on the
processor 402, or may not be used within a predetermined time period, the
cache 404 can mark that data as "prefetch only" or as "unused" which will
promote the data for eviction to the shared cache 408. Data that may be
completely unrelated can be evicted back the main memory 406, but if the data
may possibly be used in the near future, or within a predetermined time period,
the data can be tagged for eviction to the shared cache 408. The data can be
tagged by setting an indicator bit on or off based on whether the data is to be
evicted to the shared cache 408. In an embodiment, the data can be tagged
based on an indication of a probability of future use by the processor 402.
Based on the probability of future use, the level 3 cache, or the shared cache
408 can hold the data for a predetermined length of time before evicting to the
main memory 406. Similarly, if the probability‘of future use within a
predetermined period of time is very high or above a predetermined probability,
the processor cache 404 may not tag the data for eviction.

[0029] FIG. 6 illustrates a block diagram of an embodiment of a
prefetching system 500. After the tagged data has been evicted to the shared
cache 508, if the processor 502 requests the evicted data, or a prefetcher on
cache 504 determines that the processor 502 will soon process/execute the
related data, the data can be retrieved from the shared cache 508 via the
interconnect 510. In an embodiment, if the data has already been evicted back
to the main memory 5086, the cache 504 can load the data from the main
memory 506 via the interconnect 510.

[0030] FIG. 6 illustrates a block diagram illustrating an embodiment of a
processor with a prefetching cache system 600 that evicts data to prevent
cache trashing. Processor 602 can include one or more cores and a cache 604.
In some embodiments, each core, or pair of cores may have a corresponding
cache. In some embodiments, cache 604 can be a level 2 cache. The
processor 602 can also be communicably coupled to a shared cache 612, and a
main memory 614 (DDR, disk, etc) via an interconnect 610. In systems with
ring interconnects such as interconnect 610, the shared cache 612 can be
shared among one or more processors (e.g., processor 602, etc) without being
directly tied to each processor. The shared cache 612, level 3 caches in some

embodiments, can thus be distributed among multiple cores and/or processors.
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[0031] In an embodiment, the cache 604 can include a prefetch
component 606 (prefetcher) and an eviction component 608 (evictor). The
prefetch component can be configured to prefetch a set of data from the main
memory 614 via the interconnect 610 to the cache 604, wherein the processor
cache 604 is associated with the processor 602. The prefetch component 606
can tags a first portion of data from the set of data as unused and a second
portion of data from the set of data as used.

[0032] The eviction component 608 can be configured to evict the first
portion of data to the shared cache 612 via the interconnect 610 and evict the
second portion of data to the main memory 614 via the interconnect 610.
[0033] FIG. 7 illustrates a block diagram of an embodiment of a
processor with a prefetching cache system 700 that evicts data to prevent
cache trashing. The processor 702 can include a cache 704 that has a tagging
component 706 and a prediction component 708. The tagging component 706
can tag data that is prefetched by the cache 704 to indicate that the data is
unused, or is likely to be used in the future.

[0034] Since data related to the processor requested data may be likely
to be either physically or logically close to the requested data, or related in
address space, the related data can be prefetched in addition to the requested
data, since the related data may be requested by the processor 702 at a later
time. If the dataset is too large for the cache 704 on the processor, or may not
be used within a predetermined time period, the cache 704 can tag that data as
"prefetch only" or as "unused" which will promote the data for eviction to a level
3 cache or a lower level cache. Data that may be completely unrelated can be
evicted back a main memory, but if the data may possibly be used in the near
future, or within a predetermined time period, the data can be tagged for
eviction to the shared cache. The data can be tégged by the tagging
component 706 by setting an indicator bit on or off based on whether the data is
to be evicted to the shared cache. In an embodiment, the data can be tagged
based on an indication of a probability of future use by the processor. The
prediction component 708 can determine a likelihood that the data is to be used
by the processor 702 within a predetermined time period, and based on the
probability of future use, the level 3 cache, or the shared cache can hold the

data for a predetermined length of time before evicting to the main memory.
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The tagging component 706 can also set an indicator on the data indicating the
relative or absolute probability of future use.
[0035] In view of the example systems described above, methods that
may be implemented in accordance with the described subject matter may be
better appreciated with reference to the flow chart of FIG. 8. While the method
is shown and described as a series of blocks, the claimed subject matter is not
limited by the order of the blocks, as some blocks may occur in different orders
and/or concurrently with other blocks from what is depicted herein. Not all
illustrated blocks may be required to implement the methods described
hereinafter.
[0036] FIG. 8 is a flow diagram of an embodiment of a method for
prefetching and evicting unused data to prevent cache trashing. Methodology
700 can start at 702, where the method include prefetching a set of data from a
system memory to a processor cache, associated with the processor. The
prefetching can be performed by the prefetcher in the processor cache which
can be a level 2 cache in some embodiments. The prefetching loads not just
thedataata memory address indicated by the processor, but also data at
memory addresses related to the requested data. Using predictive heuristics,
the prefetcher can predict which data is likely to be used in the future, which can
include data in a similar address space, or data physically or logically near to
the requested data. This related data can be preloaded into the cache to allow
faster access by the processor to the data.
[0037] At 704, the method can include tagging a first portion of data of
the set of data with an indication that the first portion of data is used data. If
data is used by the processor and if it is not likely to be used again in the near
future, the data can be tagged for eviction back to the main memory or to disk.
Similarly, at 706, the method can include tagging a second portion of data of the
set of data with an indication that the second portion of data is likely to be
executed data and at 708 where the method includes evicting the second
portion of data to a shared cache. Data that may not be used right away, but
may be used in the near future can be sent to a shared cache, (e.g., level 3
cache). This shared cache provides quicker access to the data than from main

memory, and evicting it, allows the cache at the processor (level 2 cache) to
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retain data that might be used more immediately or sooner than the evicted
data.

[0038] The techniques described herein can be applied to any device
where it is desirable to facilitate the execution of prefetching and evicting to
avoid cache trashing. Handheld, portable and other computing devices and
computing objects of all kinds are contemplated for use in connection with the
various embodiments, i.e., anywhere that a device may wish to share computing
resources with a plurality of guest devices or virtual machines. Accordingly, the
below general purpose remote computer described below in FIG. 9 is one
example, and the disclosed subject matter can be implemented with any client
having network/bus interoperability and interaction. Thus, the disclosed subject
matter can be implemented in an environment of networked hosted services in
which very little or minimal client resources are implicated, e.g., a networked
environment in which the client device serves merely as an interface to the
network/bus, such as an object placed in an appliance.

[0039] FIG. 9 illustrates an example of a computing system environment
900 in which some aspects of the disclosed subject matter can be implemented,
although the computing system environment 900 is one example of a computing
environment for a device.

[0040] FIG. 9 is an exemplary device for implementing the disclosed
subject matter includes a general-purpose computing device in the form of a
computer 910. Components of computer 910 may include a processing unit
920, a system memory 930, and a system bus 921 that couples various system
components including the system memory to the processing unit 920.

[0041] Computer 910 includes a variety of computer readable media.
Computer readable media can be any available media that can be accessed by
computer 910. The system memory 930 may include computer storage media
in the form of volatile and/or nonvolatile memory such as read only memory
(ROM) and/or random access memory (RAM).

[0042] The computer 910 can operate in a networked or distributed
environment using logical connections to one or more other remote
computer(s), such as remote computer 970, which can in turn have media
capabilities different from device 910. The logical connections depicted in FIG.

9 include a network 971, such local area network (LAN) or a wide area network
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(WAN), but can also include other networks/buses, either wired or wireless.
When used in a LAN networking environment, the computer 910 can be
connected to the LAN 971 through a network interface or adapter. When used
in a WAN networking environment, the computer 910 can typically include a
communications component, such as a modem, or other means for establishing
communications over the WAN, such as the Internet.

[0043] FIG. 10 is a schematic diagram of an exemplary networked or
distributed computing environment. The distributed computing environment
comprises computing objects 1010, 1012, etc. and computing objects or devices
1020, 1022, 1024, 1026, 1028, etc., which may include programs, methods,
data stores, programmable logic, etc., as represented by applications 1030,
1032, 1034, 1036, 1038 and data store(s) 1040.

[0044] Each computing object 1010, 1012, etc. and computing objects or
devices 1020, 1022, 1024, 1026, 1028, etc. can communicate with one or more
other computing objects 1010, 1012, etc. and computing objects or devices
1020, 1022, 1024, 1026, 1028, etc. by way of the communications network
1042. Communications network 1042 may comprise other computing objects
and computing devices that provide services to the system of FIG. 10, and/or
may represent multiple interconnected networks. A host of network topologies
and network infrastructures, such as client/server, peer-to-peer, or hybrid
architectures, can be utilized. In a client/server architecture, particularly a
networked system, a client is usually a computer that accesses shared network
resources provided by another computer, e.g., a server.

[0045] Both a process executed from memory and the processor can be
a component. As another example, an architecture can include an arrangement
of electronic hardware (e.g., parallel or serial transistors), processing
instructions and a processor, which implement the processing instructions in a
manner suitable to the arrangement of electronic hardware.

[0046] The disclosed subject matter can be implemented as a method,
apparatus, or article of manufacture using typical manufacturing, programming
or engineering techniques to produce hardware, firmware, software, or any
suitable combination thereof to control an electronic device to implement the
disclosed subject matter. Computer-readable media can include hardware

media, software media, non-transitory media, or transport media.
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CLAIMS

What is claimed is:

1. A cache prefetch system, comprising:

an interconnect configured for communicably coupling a processor, a
shared cache, and a main memory;

a processor cache prefetcher configured for prefetching a set of data |
from the main memory via the interconnect to a processor cache, wherein the
processor cache is associated with the processor, and wherein the processor
cache prefetcher tags a first portion of data from the set of data as unused and
a second portion of data from the set of data as used; and

a processor cache evictor configured for evicting the first portion of data
to the shared cache via the interconnect and evicting the second portion of data
to the main memory via the interconnect.

2. The cache prefetch system of claim 1, wherein

the interconnect comprises a ring interconnect;

the processor cache comprises a level 2 cache, and the shared cache
comprises a level 3 cache; and

the set of data comprises a first data that is executed by the processor,
and a second data that is associated with the first data.

3. The cache prefetch system of claim 1, wherein the processor cache
prefetcher is further configured for tagging the first portion of data and the
second portion of data with a indication of a probability of future use by the
processor.

4. The cache prefetch system of claim 1, wherein the processor cache
prefetcher is further configured for prefetching the first portion of data from the
shared cache in response to the processor requesting the first portion of data.

5. A cache prefetch system comprising:

a processor; and

a memory that stores executable instructions that, when executed by the
processor, facilitate performance of operations, comprising:

prefetching a set of data from a system memory to a processor
cache, associated with the processor; |

tagging a first portion of data of the set of data with an indication
that the first portion of data is executed data;

12
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tagging a second portion of data of the set of data with an
indication that the second portion of data is likely to be executed data; and
evicting the second portion of data to a shared cache.

8. The cache prefetch system of claim 5, wherein the operations further
comprise:

evicting the first portion of data to the system memory; and

prefetching the evicted second portion of data from the shared cache td
the processor cache in response to receiving a request to execute the second
portion of data from the processor.

7. The cache prefetch system of claim 5, wherein

the processor, the system memory, and the shared cache are
communicably coupled via ring interconnect;

the second portion of data is likely to be executed data within a
predetermined period of time; and

the first portion of data and the second portion of data are related to each
other based on a logical and physical proximity to each other.

8. A caching method, comprising:

prefetching a set of data from a system memory to a processor cache,
the processor cache associated with the processor;

tagging a first portion of data of the set of data with an indication that the
first portion of data is used data;

tagging a second portion of data of the set of data with an indication that
the second portion of data is unused data; and

evicting the second portion of data to a shared cache.

9. The caching method of claim 8, further comprising:

evicting the first portion of data to the system memory; and

prefetching the evicted second portion of data from the shared cache to
the processor cache in response to receiving a request to execute the second
portion of data from the processor.

10. The caching method of claim 8, wherein

the prefetching and the evicting are via a ring interconnect coupling the
processor, the system memory, and the shared cache; and

the second portion of data is data that is likely to be used within a
predetermined period of time.
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