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HYDROCARBON DETECTION WITH PASSIVE SEISMIC DATA

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of both U.S. Provisional application 61/143,695 which was filed on January 9, 2009 and U.S. Provisional application 61/267,695 which was filed on December 8, 2009.

FIELD OF THE INVENTION

[0002] This invention pertains generally to hydrocarbon exploration and, more particularly, to inferring the presence or absence of hydrocarbons in the subsurface. Specifically, the invention is a method for using seismic data generated by passive seismic sources such as earthquake activity in conjunction with other geophysical data for petroleum exploration.

BACKGROUND OF THE INVENTION

[0003] Current hydrocarbon seismic exploration methods mainly rely on active seismic sources, i.e. sources controlled by the survey operator, to generate seismic energy. The recorded seismic signals from such sources are used to form images of reflector locations and to derive physical properties of the subsurface. However, current active source seismic acquisition techniques are unable to provide reliable and useful data in the low-frequency regime below roughly 6-8 Hz. (The more powerful explosions necessary to generate lower frequencies are not acceptable seismic survey activity because of environmental and societal impact.) The lower frequencies that are missing from this data contain information on the background trends in the rock properties. In addition, this information is important for stabilizing and steering pre-stack seismic inversion to the correct solution, and for deriving absolute rock properties in the subsurface. This technical difficulty (called the low frequency lacuna) renders advanced gradient-based seismic data inversion/imaging algorithms useless in problem data areas where conventional seismic data processing methods notoriously fail.

[0004] Current practices for addressing the low frequency lacuna involve estimating some portion of the missing spectrum of the earth model (generally information at the very bottom 0 – 2 Hz) and might include moveout-based velocity analysis (Liu, “An analytical approach to migration velocity analysis”, Geophysics 62, 1238-1249 (1997)), or reflection tomography methods (Foss, et. al., “Depth-consistent reflection tomography using PP and PS seismic data”, Geophysics 70, U51-U65 (2005)), or constructing subsurface models from seismic interpretation of the major reflectors observed in the 2D or 3D seismic reflection
data. Unfortunately this approach fails if a satisfactory imaging velocity cannot be found in the pre-stack data.

[0005] What is needed is a source of data filling the low frequency lacuna, and a way to exploit such data to supplement the predictions and analyses made from seismic data that are so useful in petroleum exploration and production.

SUMMARY OF THE INVENTION

[0006] In one embodiment, the invention is a method for hydrocarbon detection in a subsurface region using passive-source seismic data in conjunction with at least one other type of geophysical data, comprising:

(a) obtaining passive-source seismic survey data for the subsurface region, wherein the survey’s receivers were seismometers located generally over said subsurface region and spaced for hydrocarbon prospecting, said seismometers being suitable for global seismology earthquake detection, and wherein said passive-source seismic data include at least one event identified in an earthquake table and estimated to have a dominant frequency at the subsurface region in a range of 0 to 8 Hz based on said at least one event’s magnitude and distance from the subsurface region;

(b) obtaining at least one other type of geophysical data for the subsurface region, selected from a group consisting of active-source seismic, controlled source electromagnetic, magnetotelluric, magnetic, and gravity;

(c) deriving a physical properties model giving values of at least one physical property at different locations in the subsurface region by simultaneously using at least part of the passive-source seismic data and the at least one other type of geophysical data; and

(d) using the physical properties model to predict hydrocarbon potential for the subsurface region.

Persons who work in the field of geophysical data processing will readily recognize that for practical applications of the present inventive method, at least step (c) above must be performed with the aid of a computer, i.e. a data processing machine, programmed in accordance with the invention description that follows.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The present invention will be better understood by referring to the following detailed description and the attached drawings in which:
[0008] Fig. 1 is a schematic plot illustrating the frequency content of different types of data;

[0009] Fig. 2 is a flow chart showing the use of passive seismic and other geophysical data to derive subsurface rock physical property models for hydrocarbon exploration;

[0010] Fig. 3 shows a flow chart of the joint-inversion implementation of the invention in which a traveltime tomography analysis of the passive seismic data is combined with information from other type(s) of geophysical data;

[0011] Fig. 4 shows a flow chart of the joint-inversion implementation of the invention in which reflection seismic data generated from the passive seismic data by cross-correlation are inverted jointly other type(s) of geophysical data;

[0012] Fig. 5 is a schematic illustration of the method of synthesizing reflection seismic data from the passive seismic data using the cross-correlation technique;

[0013] Fig. 6 is a schematic diagram showing a problem layout for joint inversion;

[0014] Fig. 7 is a schematic diagram illustrating how joint inversion computational grids may be updated using gradients;

[0015] Fig. 8 shows a synthetic receiver function waveform as result of deconvolving the vertical component seismogram from a horizontal component seismogram for the simple velocity model shown in the inset;

[0016] Figs. 9A-D show schematic diagrams of typical seismic phases expected on receiver function waveforms;

[0017] Fig. 10 is a flow chart showing basic steps in one embodiment of the present inventive method;

[0018] Fig. 11 is a graph showing computed ray coverage from regional and teleseismic events at a producing field in the western United States;

[0019] Fig. 12 is a plot of earthquake magnitude versus earthquake frequency content expressed by the dominant frequency;

[0020] Fig. 13 is a map view display of travel time anomalies relative to a 1D earth model; and

[0021] Fig. 14 shows receiver function results that reveal reflectors in a shallow crustal section where incoming P-waves converted to S-waves.
The invention will be described in connection with example embodiments. However, to the extent that the following description is specific to a particular embodiment or a particular use of the invention, this is intended to be illustrative only, and is not to be construed as limiting the scope of the invention. On the contrary, it is intended to cover all alternatives, modifications and equivalents that may be included within the scope of the invention, as defined by the appended claims.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

Other types of geophysical data help fill the frequency gap below active-source seismic to a limited degree. Figure 1 shows approximately where the various types of geophysical data fit into the picture. The solid line curve 11 represents active seismic data. The approximate useful frequency range for controlled source electromagnetic ("CSEM") data is represented by curve 12, and curve 13 shows the frequency range for gravity and NMO (normal moveout) velocity data. Even with these known data types supplementing at the very low frequencies, there remains the frequency gap 10. The present invention uses passive source seismic data, primarily earthquake data, to fill this gap, and teaches how to exploit these data.

Passive seismic data have potential to fill the gap because such data can be rich in low frequency information. Earthquakes including tremors, volcanos, and disturbances of all magnitudes, and tidal waves are examples of passive seismic sources, which can be defined as seismic signals generated by natural sources or by man-made sources not employed purposefully in a seismic data acquisition program. Man-made disturbances may be present as noise because it may not be possible to entirely exclude incidental events such as road construction reverberations from the desired earthquake data. The curve 14 in Fig. 1 indicates the approximate frequency range that earthquakes can provide. Curve 14 is obviously very advantageously positioned relative to gap 10. It is particularly obvious from Fig. 1 how passive-source seismic data complements active source seismic data in terms of frequency bandwidth. However, it may also be advantageous to combine earthquake data with, for example, CSEM (or magneto-telluric or gravity) data to produce a superior velocity model for depth migration, particularly in areas of complex shallow geology such as sub-basalt, sub-salt and fold and thrust belts where standard velocity estimation methods do not work very well. Because the seismic source is not at the surface directly above the region of interest, passive seismic data results from the transmission of acoustic waves through the earth
to surface detectors, rather than the reflection of seismic waves at interfaces directly above and below the region of interest which is the basis for active-source seismic surveying.

[0025] The earthquakes of most interest to this invention are large events (generally larger than magnitude 3.0) that are likely to occur far away from the region of interest (hundreds to thousands of kilometers away). Figure 12 shows a calculation of earthquake frequency content versus earthquake magnitude. The larger the earthquake, the more low-frequency energy that tends to be emitted. Moreover, the earth acts as a filter, which means that the further away an earthquake occurs, the more strongly the high-frequencies will be attenuated. Consequently, large earthquakes that occur far away will arrive at a recording station with lower frequency content, i.e. a lower dominant frequency, than earthquakes of a similar or lesser magnitude that occur nearer to the recording station. Earthquakes greater than magnitude 3.0 or 4.0 will likely contain energy within the desired frequency range for this invention, i.e. within the frequency gap 10, although the stress drop is what ultimately determines the amount of energy emanated. It should be noted that the earthquakes required in this invention to provide low frequency information differ from micro-earthquakes which are used to monitor gas and oil production. Micro-earthquakes are due to slip on tiny little faults and therefore have a typical frequency content of 10's to 100's of Hz, which can possibly contribute to a better result but cannot help to fill in the low-frequency gap indicated in Fig. 1.

[0026] Earthquakes provide lower frequency vibrations than human operated seismic sources because of the magnitude of the disturbance, which increases the low frequency content. For example, a magnitude 1.0 earthquake is roughly equivalent to the energy release from an explosion of about 70 pounds of TNT (a mid-sized construction site blast), which is larger than most explosions set off for seismic survey purposes. A magnitude 2.0 earthquake is similar to an explosion of 1 metric ton of TNT, and a magnitude 4.0 earthquake is approximately equivalent to the energy release from an explosion of 1,000 tons of TNT (a small nuclear blast). Other examples include the 1980 Mount St. Helens eruption, which released the energy equivalent of a magnitude 7.8 earthquake (or just over 500 megatons of TNT), and the 1883 Krakatoa eruption, which released the energy equivalent of a magnitude 8.5 earthquake (or about 5.6 gigatons of TNT). More information about natural sources can be obtained from the U.S. Geologic Survey, for example at: http://hvo.wr.usgs.gov/volcanowatch/2008/08_02_21.html.
For decades, global seismologists have used data recorded from naturally occurring earthquakes to image the earth's interior on a large scale. Typical techniques for extracting information from these data include measuring the delay travel times and performing travel time tomography. See, for example, Dziewonski and Romanowicz, "Overview of Volume I: Seismology and Structure of the Earth," Treatise of Geophysics Vol. 1, published by Elsevier (2007); Ritsma, and van Heijst, "Seismic Imaging of Structural Heterogeneity in Earth's Mantle: Evidence for Large-Scale Mantle Flow," Science Progress 83, 243-259 (2000); Dziewonski and Anderson, "Preliminary Reference Earth Model (PREM)," Phys. Earth Planet. Inter. 25, 297-356 (1981); Romanowicz, "The 3D Structure of the Lower Mantle," Comptes Rendus Acad. Sciences 335, 23-36 (2003); Montelli et al., "Finite-Frequency Tomography Reveals a Variety of Plumes in the Mantle," Science 303, 338-343 (2004). Other techniques involve analyzing converted phases via receiver functions and obtaining estimates of the discontinuity structure and/or scattered wavefield; see, for example, Langston, "Structure Under Mount Rainier, Washington, Inferred from Teleseismic Body Waves," J. Geophys. Res. 84, 4749-4762 (1979); and Phinney, "Structure of the Earth's Crust from Spectral Behaviour of Long-Period Body Waves," J. Geophys. Res. 69, 2997-3017 (1964). Shen et al. take passive seismic data from earthquakes and use receiver functions to image the earth's discontinuity structure at depth (e.g., the 670 Km discontinuity or the 410 Km discontinuity or even the crust-mantle (Mohorovicic discontinuity) by analyzing seismic waves that have undergone phase conversion (i.e. P to S converted phase) (Shen et al., "Mantle Discontinuity Structure Beneath the Southern East Pacific Rise from P-to-S Converted Phases," Science 280, 1232 – 1235 (1998)).

In "Joint Inversion of Active and Passive Seismic Data in Central Java," Geophysical Journal International 170, 923-932 (2007), Wagner et al. describe deploying a passive seismic network of 120 seismometers in a grid with 10-20 km spacing around the Merapi volcano. The network was supplemented by 9 ocean bottom seismometers in the water. The seismometers recorded continuously for 18 to 21 weeks. In addition, 3-D active seismic experiments were carried out offshore using airguns and streamers. The two datasets were jointly inverted to obtain a velocity model with 5 km node spacing. First arrival traveltimes from three of the active seismic reflection profiles were jointly inverted with the arrival times of 292 local earthquakes in order to improve upon the velocity model that had been obtained with just the passive data alone. See also Buske et al., "Active and Passive Seismic Imaging of the San-Andreas-Fault System," European Geosciences Union Abstract (2007).
Passive seismic data have been used for hydrocarbon exploration and reservoir monitoring and characterization, by techniques that include seismic trace cross-correlation or interferometric techniques, which convert transmission seismic data to reflection seismic data; see for example Claerbout, "Synthesis of a Layered Medium From its Acoustic Transmission Response," *Geophys. 33*, 264 (1968); and Wapenaar, "Retrieving the Elastodynamic Green's Function of an Arbitrary Inhomogeneous Medium by Cross Correlation," *Phys. Rev. Lett. 93*, 254301 (2004). Efforts in trying to image subsurface with the passive seismic data for hydrocarbon exploration can be found in recent publications, Artman, "Imaging Passive Seismic Data" *Geophys., 71*, no.4, S1177-S1187 (2006); Hohl et. al., "Passive Seismic Reflectivity Imaging with Ocean-Bottom Cable Data," *SEG Extended Abstract*, 1560-1564 (2006); Duncan et. al., "Passive Seismic: Something Old, Something New," *Search and Discovery*, Article #40154 (2005); and Dragonov et al., "Migration Methods for Passive Seismic Data," *SEG Technical Program Expanded Abstracts* 23, 1560-1564. However, due to the limitations in data frequency content and poor source and receiver coverages, the passive seismic data have not proved useful for hydrocarbon exploration except in the area of reservoir monitoring and characterization in the production environment with microearthquakes (S.A. Shapiro, et. al., *Geophysics 70*, F27-F33; S. Sarkar, et.al., "Eight Years of Passive Seismic Monitoring at a Petroleum Field in Oman: A case study", *SEG Extended Abstract*, (2008)). As used herein, the term microearthquake (or micro-seismic or micro-tremor) will refer to low magnitude, naturally occurring seismic events originating below the survey seismometers, i.e. in or below the survey target region. Such events are too small to be identified in earthquake catalogs or similar tabulations of global earthquake locations. All of the petroleum applications listed in this paragraph obtained their passive seismic data from very local, microseismic activity or local cultural noise (drilling, boat, rig, etc.). Micro-seismic earthquakes are located by measuring arrival times and inverting those times to determine earthquake location.

A few publications have discussed using earthquake data or techniques for hydrocarbon prospecting, including those that are summarized next. All of these papers disclose using nearby micro-earthquakes (not teleseismic earthquakes) to do tomographic inversion for better $V_p$ and or $V_p/V_s$ models. In contrast to this, the present inventive method uses earthquake data that includes at least one large magnitude event jointly (simultaneously) with at least one other geophysical data type (e.g., active seismic data) to obtain a better velocity model or migration image or prediction of rock properties or estimate of hydrocarbon potential. The joint inversion of active seismic data and such a passive seismic
dataset will help to reduce the frequency gap or lacuna that plagues active seismic inversions. The joint inversion of passive seismic datasets with potential fields data, such as gravity, magnetic or CSEM data will bring observations of different rock properties (e.g., velocity, resistivity, density) together, even though the frequency band of the various measurements is similar.

[0031] In Earthquake Seismology, Exploration Seismology, and Engineering Seismology: How Sweet it is – Listening to the Earth, SEG Annual Meeting (2007), Yilmaz describes three bandwidths, three depth-widths and a case study for each:

1. Earthquake seismology. Has a bandwidth up to 10 Hz. Case study describes a seismic refraction survey, recording at 16 locations, picking first arrival times, and estimating the P and S wave velocity structure (down to 30m depth) by inverting those travel times.

2. Exploration Seismology. Has a bandwidth up to 100 Hz, but the low frequency cutoff is about 4 Hz. Case study describes a multi-channel large-offset 2-D seismic survey with shots and receivers.

3. Engineering Seismology. Has a bandwidth up to 1000 Hz. Case study describes using 10 Hz geophones and an explosive source to acquire shot records that were processed for reflections and refractions. Rayleigh wave inversion was used to derive an S-velocity profile in depth.

[0032] In “Integrated Passive Seismic Acquisition and Methodology, Case Studies,” Geophysical Prospecting 54, 829-847 (2006), Martakis et al. describe using natural micro-seismicity as seismic sources. Micro-seismicity is generally taken to be Mw ≤ 0. (Earthquake magnitudes are expressed on a logarithmic scale, and thus very small earthquakes have negative magnitudes.) A hydrocarbon exploration case study describes 40 stations covering an area of 3000 km² that recorded for 10 months (i.e., station spacing of at least 10 km). A total of 900 earthquakes were recorded of which half (450) were used for tomographic inversion because those 450 events were (1) located within the seismic network and (2) had at least 20 P- and S-wave arrivals and (3) had estimated location errors of less than 1 km. The inversion grid was 2 km by 4 km. A second case study involved recording 200 micro-earthquakes with magnitudes between -0.5 and 3.0, locating the hypocenters, and determining the velocity structure via tomographic inversion. Station spacing was 500 m in this example. The authors suggest that passive seismic data can be used as (1) a
reconnaissance tool in order to optimize the cost of 3D conventional seismic surveys and (2) as a complementary method for reinterpretation of 2D regional seismic data or reprocessing of 2D seismic data by using the velocity model derived from the passive seismic data.

[0033] In “Local High-Resolution Passive Seismic Tomography and Kohonen Neural Networks—Application at the Rio-Antirio Strait, Central Greece,” *Geophysics* **72**, B93-B106 (2007), Tselentis et al. describe a micro-earthquake network of 70 stations at 500 m spacing that recorded 220 local micro-earthquake events. These events were used to determine a 1D velocity model. That model was then used as the initial model for a nonlinear inversion of 3D P- and S-velocity crustal structure, which relocated the earthquakes and solved for the velocity structure at the same time in an iterative fashion. The retrieved Vp and Vp/Vs images were used as an input to a neural network to identify prominent lithologies in the region.

[0034] In “Application Seismic Interferometry to Natural Earthquakes Measured by Small-Scale Array,” *SEG Annual Meeting* (2007), Torii et al. describe using interferometric methods with passive seismic data (micro-earthquakes) to image the subsurface. Their technique is similar to that described by Arman (op.cit.) or Schragge et al., “Teleseismic Shot-Profile Migration,” *Geophysics* **71**, SI221-SI229 (2006)), but specifically discusses using micro-earthquakes.

[0035] In PCT Patent Application Publication WO 2008/087505 (“Time Reverse Reservoir Localization”), Saenger et al. disclose acquiring passive seismic data, inverting the data or otherwise “time reversing” the data, to determine the location of subsurface hydrocarbon reservoirs from high amplitude regions in output displays. However, Saenger is relying on hydrocarbon reservoirs’ possessing the property to act as a resonator of low-frequency waves when mechanically forced at some particular frequency. Saenger is not using specific earthquake events, and in fact regards earthquakes as noise that should be removed so that the signal being emanated by the hydrocarbon reservoir may be observed. By processing the data to determine the location of the resonator, Saenger et al. thereby assume they have located a hydrocarbon reservoir. One drawing (8C) showing the invention applied to actual field data is somewhat difficult to interpret, possibly because it is a black and white reproduction of a color display. The publication briefly mentions that seismic signals due to, for example, “cultural and industrial noise,” can contribute unwanted noise that may be removed by data processing techniques.
In “The Leap to Passive Seismic Imaging, Is It Time?” SEG Annual Meeting (2004), Kapotas et al. describe the objectives of tomographic inversion to be (1) 3D Vp (structural) and (2) Vp/Vs (lithologic) information via inversion of P and S-wave travel times from natural micro-earthquakes. The paper concludes by suggesting that focal mechanisms (describes the earthquake rupture), stress and moment tensors (describes how energy released), and volumetric b-values from passive data can lead us to better understanding of fracture distribution and characteristics of the production zone.

The present invention in some of its embodiments is a method for using passive source earthquake data in conjunction with at least one other geophysical datatype for hydrocarbon exploration. The passive data must be acquired with a dense survey design, i.e. receiver spacing suitable for hydrocarbon exploration. Receiver spacing for hydrocarbon exploration is typically less than 1 km, preferably less than 250 m. Techniques developed within the earthquake seismology community are modified for exploring targets that are smaller than such large scale targets as the Earth’s crust. In another of its aspects, the present invention derives earth rock property model(s) by jointly using passive seismic data together with at least one other type of non-seismic geophysical data such as active source seismic reflection data, controlled source electromagnetic (CSEM), magnetotelluric (MT), magnetic and gravity or gravity gradiometry data. The present invention provides a way to close the low frequency gap or lacuna (between 0 and ~5 to 8 Hz) which plagues active source seismic techniques currently available and to improve joint inversion of multiple geophysical data.

Teleseismic earthquake data have been used to image the large-scale, velocity structure of the deep earth, but not for imaging of subsurface structure on a local (hydrocarbon exploration) scale. It has been commonly held that earthquake data, particularly teleseismic events, are not suitable for imaging in hydrocarbon applications because the sources cannot be controlled (i.e., don’t occur where or when one might like) and because the arrival angle of such rays at the detector is nearly vertical, making the points where rays going to one receiver cross rays going to another receiver occur very deep. Where rays cross is where one can expect to resolve structure and hence have acceptable resolution for tomographic imaging. A related objection has been that for such low frequencies, the Fresnel zone radius would be so large and hence resolution so poor that imaging would be unsuccessful. The present inventors computed the crossing ray distribution over a six-month period at a producing field in the western United States where a velocity model for the subsurface is reliably known. Figure 11 shows the ray coverage that
could be expected at that field for receiver spacing of 250 m for known teleseismic plus regional events occurring during the time period January 1 to October 1, 2007. The teleseismic rays are shown in black and the regional events in grey. Figure 11 shows that contrary to traditional belief, earthquake data hold promise for imaging subsurface structure on a petroleum exploration scale, because they do not travel nearly as vertically as has been assumed and have better coverage than had been assumed, particularly if such data are collected for an extended period, e.g., six months.

The inventors deployed an array of seismometers (~250 m spacing) over a producing field in the western United States for about 6 months time and recorded seismic data continuously at a rate of 100 samples per second. Preliminary analysis of these data find that relative travel time measurements can indeed be made (Fig. 13) and that the measured relative delays (or advances) are likely related to shallow velocity structure. In the drawing, indicates travel times that are late relative to a 1D earth model, and indicates early travel times. Receiver function analysis was performed on some of these data. Through this analysis, shallow reflectors such as the base of a 1 km thick carbonate package (thought of as a mountain base in the area) as well as a major thrust that has been inferred via active reflection methods are detectable as shown in Fig. 14, where reflectors are discernible in a shallow crustal section where incoming P-waves convert to S-waves. Converted phases that arrive ~0.8 s after the P-wave represent the boundary between elastic sediments and the granitic basement. A dipping reflector that is consistent with the mapped thrust in the region may also be seen. Both Fig’s 13 and 14 are black and white reproductions of color drawings or data displays due to patent restrictions. This work suggests that the earthquake data will be able to improve the velocity models used for migrating seismic data and hence also for joint inversion of multiple geophysical data.

In some embodiments of the invention, a first step (step 21 in the flow chart of Fig. 2) includes a passive seismic survey specifically designed for hydrocarbon exploration. This design preferably includes a station spacing much smaller (e.g., <1 km) than typically used in earthquake seismology work (generally 10’s of km). The smaller spacing and continuous or triggered recording over a long period of time (step 22) is intended to allow resolution of shallow targets. The present inventive method can make full use of this dataset, including earthquakes of all distances (local, regional, teleseismic) all source (occurring naturally or man-made sources not employed purposefully) and wave (body and surface waves) types, and all magnitudes (including microseismic scale). Standard techniques used
in earthquake seismological work can then be employed (step 23) such as but not limited to
tomographic approaches, receiver functions, or the interferometric techniques, modified
where necessary to target a smaller scale appropriate for hydrocarbon exploration.

It may be preferable in performing step 22 of the present inventive method to
conduct continuous recording over a period of time, such as several months up to years, in
order to gather a sufficient number of "sources". Typically, all events that are detectable by
the survey seismographs are recorded, from microseismicity (very small earthquakes in the
surrounding area of the receiver) to larger earthquakes thousands of kilometers away. There
is an "indistinct" categorization in earthquake reporting, where earthquakes are sorted by
their source-receiver distance: local (within the vicinity of the recording station), regional (up
to 3000 km distance between source and receiver), and teleseismic (30-90 degrees distance).
In the latter case, the seismic rays traverse through the Earth’s mantle. Table 1 shows
information published by the USGS, which demonstrates the frequency of occurrence of

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Average Annually</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 and higher</td>
<td>1\textsuperscript{1}</td>
</tr>
<tr>
<td>7 - 7.9</td>
<td>17\textsuperscript{2}</td>
</tr>
<tr>
<td>6 - 6.9</td>
<td>134\textsuperscript{2}</td>
</tr>
<tr>
<td>5 - 5.9</td>
<td>1319\textsuperscript{2}</td>
</tr>
<tr>
<td>4 - 4.9</td>
<td>13,000 (estimated)</td>
</tr>
<tr>
<td>3 - 3.9</td>
<td>130,000 (estimated)</td>
</tr>
<tr>
<td>2 - 2.9</td>
<td>1,300,000 (estimated)</td>
</tr>
</tbody>
</table>

\textsuperscript{1} Based on observations since 1900.
\textsuperscript{2} Based on observations since 1990.

There are earthquakes happening somewhere at any given time. There are an
infinite number of small events, sometimes called micro-tremors, (magnitude 2 or even
smaller), up to \(\sim\)1 per year with a magnitude 8 or higher. An earthquake of a magnitude of
\(\sim\)4.5 can in theory be recorded worldwide.

Earthquakes are defined by their origin times and hypocenters (i.e., x,y,z
location of the event). Catalogs of earthquakes occurring anywhere in the world with a
magnitude Mw > 5.5 are maintained by scientists funded by the National Science Foundation

Permanent arrays of global seismometers are used to locate earthquakes occurring all over the world. The procedure for locating an earthquake is to observe the times at which the wavefront passes each seismic station. The location, depth and origin time of the earthquake are inferred typically via an inversion of the observed travel times. The process usually begins with an initial guess of the hypocenter, and then the hypocenter location is iteratively updated until a final location is found that best predicts the observed arrival times at the stations in the seismic network. An example of data from an earthquake catalog, showing magnitudes, times and locations of a series of earthquakes is given in Table 2. Moreover, earthquake catalogs provide more information on the fault that ruptured, for example its length, angle, and direction of slip.
<table>
<thead>
<tr>
<th>Date</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Depth (Km)</th>
<th>Magnitude</th>
<th>Location</th>
<th>Engine Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000/03/16</td>
<td>30.19</td>
<td>-151.51</td>
<td>9.1</td>
<td>4.0</td>
<td>NORTHERN ISLAND REGION  FIRMER</td>
<td></td>
</tr>
<tr>
<td>2000/03/16</td>
<td>70.92</td>
<td>-183.393</td>
<td>1.1</td>
<td>3.4</td>
<td>CENTRAL ALASKA</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>64.69</td>
<td>9.887</td>
<td>53</td>
<td>4.6</td>
<td>EASTERN ITALY</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>55.657</td>
<td>81.717</td>
<td>10</td>
<td>5.2</td>
<td>SOUTHERN BOLIVIA</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>33.215</td>
<td>-158.112</td>
<td>22</td>
<td>4.8</td>
<td>OFF EAST COAST OF BRITISH</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>47.056</td>
<td>152.501</td>
<td>63</td>
<td>5.0</td>
<td>EASTERN ISLANDS</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>-22.332</td>
<td>-178.109</td>
<td>373</td>
<td>5.0</td>
<td>SOUTH OF FIJI ISLANDS</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>47.334</td>
<td>-182.331</td>
<td>50</td>
<td>5.4</td>
<td>SOUTHERN CALIFORNIA</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>20.572</td>
<td>144.936</td>
<td>63</td>
<td>5.6</td>
<td>MARIANA ISLANDS</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>36.681</td>
<td>-123.594</td>
<td>9</td>
<td>5.6</td>
<td>WESTERN AFRICA</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>50.562</td>
<td>-113.624</td>
<td>9</td>
<td>5.6</td>
<td>WESTERN AZERBAIJAN</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>44.284</td>
<td>137.806</td>
<td>11</td>
<td>5.6</td>
<td>SOUTHERN CALIFORNIA</td>
<td>QED</td>
</tr>
<tr>
<td>2000/03/16</td>
<td>37.926</td>
<td>-123.801</td>
<td>9</td>
<td>5.2</td>
<td>CENTRAL CHILE</td>
<td>QED</td>
</tr>
</tbody>
</table>

Table 2

Thus, as part of step 23, seismometer data from step 22 is examined, and likely earthquake events are identified. Time segments from the seismometer records corresponding to these selected seismic events are collected, and in some embodiments of the invention, the remainder of the passive data, which would include microearthquake data, is ignored. An earthquake catalog is then searched to identify the specific earthquake corresponding to each selected data segment. Source information, particularly geographical location, depth, and time, may be obtained from the earthquake catalog or similar source as explained above. Alternatively, standard source location techniques can be used to locate or
relocate events that occur by studying the arrival times at permanent seismic stations that continuously record seismic data around the world. Source location is not required if the interferometric and/or other ambient noise techniques are used to process the passive seismic data.

[0046] After such preliminary processing, the passive data are processed simultaneously (step 26) with other geophysical data (such as active seismic reflection data, gravity, magnetic, CSEM, MT, etc.) to achieve a better answer than would be obtained by inverting any of the individual geophysical data types alone. (Figure 2 shows acquisition of at least one other type of geophysical data from the same subsurface region (step 24), and preliminary processing of such data (step 25), both of which the skilled artisan will be able to do by known methods.) **Simultaneous** processing means deriving information from two or more sets of geophysical data by setting up a system of equations and solving them either as a single, mathematical optimization problem or by sequentially solving each equation by alternating which parameters are fixed and which are solved for.

[0047] For example, the simultaneous processing of step 26 may be joint inversion. Inversion as defined herein means an automated procedure for obtaining an earth model that is consistent with the measured data and is typically implemented as an optimization problem in which the mismatch between measured and forward synthesized data is minimized. In manual forward-modeling iterative approaches, the user updates the model to reduce the mismatch between predicted and measured data. Such manual forward-modeling, performed simultaneously on passive seismic data plus at least one other data type, is an alternative way to perform step 26. Inversion techniques for individual data types have been used by the oil industry for many years. They are commonly used to derive subsurface rock properties from active seismic reflection data (Jin, *et al.*, “Shear-Wave Velocity and Density Estimation from PS-Wave AVO Analysis: Application to an OBC Data Set from North Sea,” *Geophysics*, 65, 1446-1454 (2000)) and to estimate subsurface electrical conductivity from electromagnetic data (Carrazzone, *et al.*, *SEG Expanded Abstract* 24, P575 (2005); G. A. Newman and D. L. Alumbaugh, “Three-Dimensional Massively Parallel Electromagnetic Inversion—I. Theory,” *Geophys. J. Int.*, 128, 345-354 (1997)). Joint inversion of multiple data is a relatively new concept in the oil industry, but common in global seismology where different types of seismic waves are often analyzed together (i.e., body waves and surface waves). In joint inversion, ideally the data misfits for multiple data types are simultaneously optimized using hypothesized relations between the relevant physical properties such as P-wave velocity and...
conductivity. Any missing information content in one geophysical data used by the inversion can potentially be filled with information from a distinct geophysical data type in order to reduce the uncertainty in the rock property models that are predicted.

[0048] Standard methods for integrating multiple geophysical data typically rely on human-directed interpretation processes, in which a person develops a hypothesis of the earth structure based on one of the data types (generally the seismic reflection data) and then determines whether structures inferred from the other geophysical data (e.g., gravity, CSEM, MT, etc.) are consistent with that initial guess. A manual iteration between the various data types ensues until a compromise of some sort has been reached. This sort of approach is extremely time-intensive and becomes increasingly difficult to carry out as additional data types are considered. In practice, two data types at most are compared (e.g., seismic and CSEM), just a few models are considered, and much of the available information contained within just those two data types (e.g., phase, AVO, effects, or line effects, etc.) are simply ignored. If a third data type is available (e.g., gravity) it will typically be compared to just one of the other available data types (e.g., seismic) and the final model that is produced by iterating between those two may bear little relation to the final model that is produced by iterating between the seismic and CSEM data. Thus, inversion is preferred over manual forward-modeling, although as stated previously the present inventive method includes simultaneous manual forward modeling of passive seismic and at least one other data type in step 26.

[0049] Strack et al. describe schematically a type of joint inversion of time domain controlled source electromagnetic data with (active-source) seismic data in U.S. Patent No. 7,328,107. No examples or test results are presented. In Patent Application Publication US 2007/0294036, Strack and Allegr disclosc a method for acquiring and interpreting electroseismic and seismoelectric data in which joint inversion of the two data types is proposed. Joint inversion with electromagnetic data is also proposed. No test results are presented. Nothing in the way of a joint inversion algorithm is disclosed in the preceding papers, but in their paper "Joint Inversion of MT, Gravity and Seismic Data Applied to Sub-Basalt Imaging" (SEG New Orleans 2006 Annual Meeting), Heincke, Jegen and Hobbs disclose a joint inversion algorithm said to be capable of inverting gravity, seismic refraction and MT data to one common earth model. Their objective was hydrocarbon exploration below basalt formations.
As mentioned previously, Wagner et al. describe joint inversion of active and passive seismic data in Central Java in *Geophys. J. Int.* **170**, 923-932 (2007). Their objective is better resolution of the upper crust rather than hydrocarbon exploration. They present an inversion algorithm and test data. Because the passive data were comprised solely of small, local earthquakes near to the area of interest, the earthquake times and locations were unknown. Therefore, they had to be inferred during the inversion process which introduced velocity errors because of trade-off between the velocities and source locations. Because the locations and times of the active data were known, the addition of those traveltimes to the passive traveltimes inversion helped reduce this trade-off and therefore improved the crustal velocity estimates. In contrast, the present inventive method uses larger earthquakes whose locations are known (contained in earthquake catalogs) so that the trade-off referred to above is not an issue. In the present invention, the joint inversion of active and passive seismic datasets is used for an entirely different purpose, i.e. to help reduce the frequency gap that plagues active seismic inversions, as reflected by the requirement for earthquakes that fill the 0 - 8 Hz frequency range.


The passive seismic data can be used jointly with other data types (step 26) in a number of ways. Fig. 3 shows a flow chart in which the travel time information from the passive seismic data is used in a joint-inversion implementation of the invention through travel time tomography. At step 301, the passive seismic data are processed. At step 302, desired arrivals are identified. At step 303, the arrival times for the identified arrivals are picked. At step 304, the initial subsurface models, including the seismic velocity model(s), and models for other parameters (e.g. conductivity) whose values affect the remaining data types, are built. At step 305, other geophysical data used in the joint inversion are predicted using the initial models. At step 306, the locations and times of occurrence for the sources in the passive seismic data are estimated using the initial seismic velocity model(s). At step
the arrival travel times of those sources in step 306 are predicted based on the current seismic velocity model(s). At step 308, the total data misfit between the predicted and the measured geophysical data is calculated. The data misfit for the passive seismic is a measure of the travel time difference between the arrival times computed based on the current velocity model(s) and the picked travel times from the passive seismic data. At step 309, the total data misfit is compared against a preset value. If the total data misfit is less than the preset value (or other stopping condition is reached), the inversion process is stopped, and the current subsurface model(s) is the final result of the inversion. If the total data misfit is greater than the preset value, the subsurface models are updated at step 310, and the inversion process returns to steps 305 and 306 for another cycle. This implementation of joint inversion using passive data is preferred when the passive seismic signals come from earthquakes, in which the desired seismic mode arrivals can be picked.

Fig. 4 is a flow chart showing another implementation of the invention involving joint inversion using passive seismic data in step 26. In this implementation of the invention, cross-correlation (see Claeerbout (1968) op. cit. or Wapenaar (2004) op. cit.) of the passive seismic data records is used to generate reflection seismic data. At step 401, the passive seismic data are processed. At step 402, the cross-correlation technique is applied to the passive seismic data to generate quasi-shot gathers. Either passive noise (Artman, op. cit. (2006)) or distinct earthquake arrivals from a distant source (Shragge et al., "Teleseismic Shot-Profile Migration," Geophysics 71, SI221-SI229 (2006)) can be processed to create traces comprising reflections from the local subsurface interfaces. Cross correlation of the data from pairs of receivers removes the direct arrival and creates a trace composed of reflections. This process is schematically illustrated in Fig. 5 for the case of one pair of receivers. The cross correlation of the two receivers, R1 and R2, effectively represents the reflected signal traveling from a virtual source located at receiver R1 to a subsurface reflector and back to the receiver located at R2. Using data obtained over a long listening time can effectively remove random noise and leave only the coherent arrivals caused by actual reflection events. This method converts the passive data into a number of "quasi-shot gathers," where each receiver location becomes an effective "shot."

At step 403, the initial subsurface models, including the seismic velocity model(s), are built. At step 404, the geophysical data other than the passive seismic data to be used in the joint inversion are predicted using the initial models. At step 405, passive seismic data corresponding to the quasi-shot gathers from step 402 are predicted using the
current velocity model(s). At step 406, the total data misfit between the predicted and the measured geophysical data is calculated. At step 407, the total data misfit is compared against a preset value. If the total data misfit is less than the preset value (or other stopping condition is reached), the inversion process is stopped, and the current subsurface models are the final result of the inversion. If the total data misfit is greater than the preset value, the subsurface models are updated at step 408, and the inversion process repeats beginning with steps 404 and 405.

[0055] A joint inversion technique that may be used in preferred embodiments of the present invention as part of step 26 will be described in more detail next. However, it is important to understand that any joint inversion technique may be used in the present invention to invert earthquake data simultaneously with one or more other types of geophysical data as in step 26.

**Joint inversion**

[0056] The advantages of the joint inversion technique described herein are not limited to instances where earthquake data are one type of data being jointly inverted, although that application is central to this patent application. For example, one may wish to utilize both the high and low-frequency portions of the active source seismic data in a joint inversion with Earthquake/CSEM/MT/gravity and/or other geophysical measurements. A fundamental aspect of the present joint inversion technique is the recognition that rocks are systems of grains and pores (dry or fluid filled) contained within a matrix. This system links the physical properties of those rocks (e.g., velocity, resistivity, and density) to their structural composite properties (e.g., porosity, lithology, and water/hydrocarbon saturation). This linkage provides a means to complement information missing from one set of measurements (i.e., active source seismic) with information from another set of measurements (i.e., in particular the CSEM/MT/Gravity). It also provides a means for constructing the medium averages for grid transformations that are required in efficient finite difference computations. One embodiment of the present inventive joint inversion technique will be described next. Figures 6 and 7 are schematic diagrams that summarize the following discussion of an inventive joint inversion engine.

[0057] Joint inversion of these different data types can be accomplished by the use of non-linear gradient techniques or a hybrid scheme involving the use of gradient-based as well as derivative free methods (Audet, et al., “Mesh Adaptive Direct Search Algorithms for Constrained Optimization,” *SIAM Journal on Optimization*, 17, 188-217 (2006)).
inverse problem can be formulated as the minimization of the error functional \( \psi \) which contains a data error term and one or more damping and/or smoothing terms and additional constraints:

\[
\psi = \frac{1}{2} \left[ \mathbf{D}(\mathbf{d}^{\text{obs}} - \mathbf{d}^{\text{pred}}) \right]^T \mathbf{D}(\mathbf{d}^{\text{obs}} - \mathbf{d}^{\text{pred}}) + \frac{1}{2} \lambda \left[ \mathbf{Wm} \right]^T \left[ \mathbf{Wm} \right]
\]

(1)

where \( m \) is the model vector, \( \mathbf{d}^{\text{obs}} \) are the data measurements, \( \mathbf{D} \) is a weighting matrix that weights those measurements, \( \mathbf{d}^{\text{pred}} \) are the data values predicted using the model, \( \mathbf{d}^{\text{obs}} \) are the observed data, \( \mathbf{W} \) is a smoothing (or damping) matrix that reduces model curvature (or size of perturbations) in three dimensions, \( \lambda \) is a scaling parameter that balances the model smoothness/roughness against the data error, and \( T \) denotes matrix transpose. In the case of joint inversion, an error functional such as described by Equation (1) can be defined for each data type separately, followed by a multi-objective formulation of the joint inversion problem. Multi-objective optimization tools provide the capability to solve problems where several objective functions are optimized simultaneously (Steuer, “Multiple Criteria Optimization, Theory, Computations and Applications,” John Wiley & Sons (1986); Das, et al., “Normal-Boundary Intersection: A New Method for Generating the Pareto Surface in Nonlinear Multicriteria Optimization Problems,” SIAM Journal on Optimization 8, 631-657 (1998)). The total joint error functional can be defined as a vector functional:

\[
\psi^{\text{total}} = \left[ \psi_1(m) \ \psi_2(m) \ \ldots \ \psi_n(m) \right]^T
\]

(2)

where \( n \) is the number of data types involved in the joint inversion formulation. Possible approaches to solve such a problem include minimizing a weighted linear or nonlinear combination of the components of the vector function, or minimizing any one component and constraining the remaining to be within certain limits. The latter approach makes the inverse problem a constrained optimization problem, where the constraints define a set or sets of combinations of model parameters that are allowed in the inversion search space. Other constraints on the model parameters can be imposed to ensure that the inversion results are physically meaningful, or could be mathematical in nature – to make the inversion numerically stable.

[0058] The model parameters are the lithology (e.g., shale volume content in a clastic rock or dolomite or Calcium Carbonate content in a carbonate rock), the water saturation of the pore fluid (\( Sw \)), the porosity (\( \phi \)), and a second lithology parameter if required (\( V_{\text{min}} \)), respectively, are defined on a fine scale grid. Rock physics equations are used to transform
the model properties into the physical properties of conductivity ($\sigma$), elastic moduli ($\bar{C}_{ij}$) and density ($\rho$), which are then used to solve Maxwell's equations, the elastic (or acoustic) wave equation or the Kirchhoff equation as a high-frequency approximation, and the gravitational potential equation. A range of approximate relationships have been developed to link the rock formation and/or reservoir properties to rock physical properties, such as elastic and electrical properties. (Xu, et al., “A New Velocity Model for Clay-Sand Mixtures,” *Geophysical Prospecting* **43**, 91-118 (1995); Archie, “The Electrical Resistivity Log as an Aid in Determining Some Reservoir Characteristics,” *Transactions of the AIME* **146**, 54-62 (1942). PCT International Patent Application No. US2008/075920, inventors Deffenbaugh et al., discloses a method for determining relationships for use in hydrocarbon exploration among seismic, electrical, and reservoir properties of a subsurface rock formation. The method allows these relationships to be determined using as few as one rock sample. The forward problem is solved on a staggered finite difference grid. To speed up the computation, the physical properties are up-scaled onto larger grids according to the frequency of the corresponding data.

[0059] The difference between the predicted data $d^{pred}$ and the observed data $d^{obs}$ from each of the data types form the error term in the error functional of Equation (1). These errors are propagated back to the rock property micro-grid via the medium average algorithm and the chain rule (to downscale from the larger grids used by the forward simulation to the smaller grids):

$$
\frac{\partial \psi}{\partial \text{rock prop}} = \frac{\partial \text{error}}{\partial \text{macro}} \frac{\partial \text{macro}}{\partial \text{micro}} \frac{\partial \text{micro}}{\partial \text{rock prop}} + \frac{\partial \text{smoothing part}}{\partial \text{rock prop}}
$$

(3)

It includes the gradient in the data fitting error and the smoothing part for one of the physical properties ($\sigma$, $\bar{C}_{ij}$, or $\rho$), and $\frac{\partial \text{macro}}{\partial \text{micro}}$ transforms the physical property from a macro- to a micro-grid, and $\frac{\partial \text{micro}}{\partial \text{rock prop}}$ computes the derivative with respect to one of the rock properties ($V_{sh}$, $Sw$, $\phi$, or $V_{lith}$) using an appropriate rock physics model such as the Xu-White model (Xu and White, “A Physical Model for Shear-Wave Velocity Prediction,” *Geophysical Prospecting* **44**, 687-717 (1996).

[0060] Because the active source seismic data have three types of unknowns:

1. smooth background (macro-model) interval velocities ($V_p$, $V_s$ etc);
2. variations of elastic properties within the spectrum of the source wavelet; and
3. source wavelet

that are related in a highly nonlinear manner, there is some risk that errors in the wavelet
scaling will cause nonlinear effects in subsequent travel time calculations that could
ultimately de-stabilize the inversion. Therefore, in this embodiment of the invention, these
two pieces are separated. The travel times are calculated on a coarse (smooth) grid. The
elastic parameter variations which create the reflection amplitudes and wavelet are calculated
on a finer-scale, grid.

[0061] A major issue with least-squares, pre-stack active source seismic inversion of
“raw” gathers (data without velocity corrections) for macro-model interval velocities is
getting trapped in multiple minima. This problem occurs if the initial model is too far off
from the correct answer because the least-squares gradient contains no discernible energy at
vertical spatial wavelengths longer than \( V_0 / 2 f_{\text{min}} \), where \( V_0 \) is the overburden seismic wave
interval velocity and \( f_{\text{min}} \) is the minimum wavelet frequency. To reduce the multiple-minima
problem, two strategies can be employed: (1) improve the starting model and (2) modify the
optimization approach.

[0062] The quality of the starting model may be improved by jointly inverting
Earthquake/CSEM/MT/Gravity information along with the low-frequency seismic travel time
information (NMO velocities). The Earthquake/CSEM/MT/Gravity inversion produces
macro-model P-wave and S-wave velocity volumes that rely on more than just the travel time
information, but instead include information that is extracted from the non-seismic data
(CSEM/MT/Gravity) via the rock physics relations. To further reduce the multiple minima
problem, various optimization techniques such as differential semblance optimization may be
used. See, for example, Leeuwen and Mulder, “Data-Correlation for Velocity Inversion,”
77th Annual International Meeting, SEG, Expanded Abstracts 26, 1800-1804 (2007); and
Symes and Carazzone, “Velocity Inversion by Differential Semblance Optimization,”
Geophysics 56, 654-663 (1991). This approach effectively relaxes the error function by
adding a spatial variable that is then forced to disappear. However, an assumption of this
method is that multiple reflections do not obscure the primary arrival time information. If
multiples have not been adequately suppressed in the data, the method is less likely to be
successful. Inversion of the better starting model with the seismic gathers will further adjust
the macro-model interval seismic wave velocities to completely predict the primary move-out and recover the variations in the elastic parameters within the seismic pass band.

[0063] The active source seismic forward calculation may be performed as follows. First, the travel-times are computed via ray-tracing through the macro-model interval velocity model. Second, the offset-dependent reflectivity of the pre-stack seismic gathers are inverted to find the elastic parameter variations using a convolutional or other appropriate approximation. Third, the DSO penalty is applied in order to find the velocity model that flattens all data in the gathers. Fourth, the wavelet scaling parameter is updated (if there are multiples in the data that can be used to constrain this information). This set of computations form an inner loop within the larger framework of the joint inversion that can be repeated many times until convergence is attained.

[0064] The active source seismic piece has been separated into two pieces, i.e. the separation of dependence of seismic data non-linearly on the macromodel velocity information which controls travelttime information and dependence of the seismic data more or less linearly on the variations in elastic properties which control reflection amplitudes. Because of this separation, there are two separate error gradients to be computed and propagated to the rock physics grid. The first set relates to the macro-model Vp (or both Vp and Vs) parameter. It is derived from the travel-time part of the computation and is similar to the error gradients computed in equation 3 for the CSEM/MT/Gravity data fits. The second set of error gradients is with respect to the AVO piece:

\[
\frac{\partial \psi}{\partial \text{rock prop}} = \frac{\partial \text{error}}{\partial Vp} \frac{\partial Vp}{\partial \text{Vp new}} \frac{\partial \text{Vp new}}{\partial \text{rock prop}}
\]  

(4)

Because the simulation grid for the AVO piece is on the same fine scale as the inversion grid, no up-scaling/down-scaling between these two is required.

[0065] In this embodiment of the invention, the amplitude information from the seismic is separated from the travel time piece of the seismic. The amplitude information is not included in the joint inversion objective function until after the low-frequency parts of the model have converged. Once the low-frequency components of the model have converged, the implied velocity model is fixed (for raytracing) and just the amplitude information from the seismic is inverted with the other datatypes (e.g., gravity, CSEM, MT, earthquake) until the solution for that modified set of datatypes has converged.
Reviewing the steps in the flow chart of Fig. 2 once more, step 21 involves design of a passive seismic monitoring survey, which is designed to fit the scale of hydrocarbon exploration. Previous typical passive source experiments have been targeted to the scale of the Earth's crust and mantle, with receiver spacing on the order of kilometers. A survey of the present invention targets the hydrocarbon exploration case, and the survey design will therefore not only take the shallower target into account, but also the sources and its associated azimuths and distances that can be expected. Although the receiver spacing will be that suitable for hydrocarbon prospecting, i.e. the same as might be used in active source seismic hydrocarbon surveys, the receivers must be earthquake seismometers or similar acoustic detectors with frequency response extending down to about 1 Hz instead of the typical hydrophone or geophone used in active source seismic work which have frequency response down to only 5-6 Hz.

At step 21, the types of seismometer(s) used for data acquisition are selected according to the frequency ranges of the passive seismic signals that need to be recorded. The frequency range is related to the source-receiver distance, i.e. generally events of larger distance between the event and the recording station have lower frequency content. Earthquakes occurring at teleseismic distances (angle subtended at the center of the Earth = 30° to 90° from the recording station) contain the lowest frequency content, on the order of 1-3 Hz, regional events (distances less than 30° or ~3000 km), and local earthquakes (within 100 km of the recording station) produce signals of highest frequency content (since the high frequencies are not filtered out by a long propagation path), which can overlap with the active seismic frequency band.

Multiple seismometer types with different frequency response characteristics can be deployed to record the desired frequency bands. The receiver surface coverage area and spacing is preferably designed according to the frequency range and subsurface area to be covered. For example, receivers of low-frequency response may be placed more sparsely than those of high-frequency response. The required receiver spacing may be determined as a function of the maximum desired frequency, maximum dip of the arriving wavefront, and subsurface velocity, in a manner that is known to those familiar with the technical field of the active-source seismic data acquisition. For example, the receiver spacing is typically made proportional to the inverse of frequency. The receiver spacing for passive seismic acquisition (except for very local micro-earthquakes) is usually larger than the normal active seismic survey due to the lower frequency content of the passive seismic data one tries to acquire.
At step 22, this passive monitoring system is used, on a continuous or triggered basis, to record arrivals from all sources, such as earthquakes and man-made activities not intended as seismic sources. For example, in an offshore setting, an ocean bottom cable system or independent sensor packages with geophones capable of recording signals down to 0.5 Hz could be deployed for an extended time period in the survey area. In an onshore setting, a dense array of broadband receivers would be recording continuously or triggered over a predetermined period of time. A long continuous deployment time allows for recording of more data from more sources, providing a larger signal-to-noise ratio in the processed passive seismic data, whereas a triggering mechanism could be used to cause recording to begin only when an event is detected; reducing the amount of memory required to store the data.

At step 23, the data are processed to extract the signals from the continuous or triggered recording. The processing is according to the manner in which the passive seismic data are going to be used in step 26. Some embodiments of the invention use signals of all passive sources, i.e. natural and man-made not employed purposefully in a seismic acquisition program (such as sources from mining activities, etc.), all magnitudes (to as small as microseismicity), all distance ranges (including but not limited to local, regional, and teleseismic), and all wave types (body and surface waves). All these sources provide pieces of information, which together allow the frequency range to be expanded to a broad band between 0 Hz and 10 Hz. These isolated signals are used in conjunction with known processing techniques, such as traveltime tomography (including both body and surface wave tomography), finite-frequency tomography, ambient noise tomography, surface wave dispersion analysis, receiver-function analysis, interferometry, and partial or full waveform inversion.

At step 26, the extracted seismic signals may be used jointly with other type(s) of geophysical data to obtain subsurface structure and rock properties. Here, both passive seismic data and the additional geophysical data are jointly used to derive subsurface images and rock property models, either by using joint inversion techniques or by applying inversion and/or imaging methods on the individual datasets sequentially. Preferably, this step is implemented within a joint or simultaneous inversion, in which a subsurface model is obtained by minimizing the difference between the predicted and measured data. Alternative implementations are also possible. For example, one can derive the subsurface rock properties and/or structural image from the passive seismic data first, and then use the other
geophysical data to refine the results. The geophysical data other than the passive seismic data can for example be either one of or a combination of active seismic data, CSEM, MT, gravity, magnetic, and well-log data.

[0072] For embodiments of the invention that include joint inversion as a processing step, the joint-inversion can be performed in either the time or frequency domain. Different aspects of the passive seismic data can be used with appropriate techniques in the joint inversion process. For example, the arrival times in the passive seismic data can be used to constrain, via travel time tomography, the subsurface seismic wave velocity model in the joint inversion; or reflection seismic data similar to active seismic data can be generated from the passive seismic data using the cross correlation technique (see Artman, op.cit. (2006)).

[0073] Similar to the joint inversion of passive seismic data and other type(s) of geophysical data as described above, other techniques can also be applied to the passive seismic data in such inversion. Some of the examples include: 1) the receiver function method (Shen et al., “Mantle Discontinuity Structure Beneath the Southern East Pacific Rise from P-to-S Converted Phases,” Science 280, 1232 – 1235 (1998)), which uses the converted modes from some discontinuities to image the subsurface structure, and 2) using surface wave arrivals from earthquakes and their velocity dispersion characteristics to derive subsurface models. The dispersion of the surface wave velocity versus frequency provides depth resolution of the wave velocity in the subsurface. The surface wave velocity variation in the horizontal direction provides the lateral resolution. Use of the receiver function method in step 26 is discussed next.

Receiver functions

[0074] The passive source, receiver function techniques (e.g., Langston and Phinney, op. cit.) will next be extended to the smaller scales of interest to hydrocarbon exploration. In addition to papers using receiver functions on passive seismic data, there is at least one publication on receiver functions calculated for a multi-component, active-source dataset. That reference is “Receiver Function Method in Reflection Seismology,” Edme and Singh, Geophysical Prospecting 56, 327-340 (2008). The paper discusses the application of the receiver function technique on wide-angle multi-component active seismic data, in an attempt to highlight the P-to-S converted phases, which can then be used for amplitude vs. slowness or offset analysis. As previously stated, the present invention uses a survey design with a significantly smaller spacing between the receivers than is normally employed in global seismology. The increased density of receivers is designed to allow for target depths typical
of hydrocarbon exploration to be resolved. A long deployment with continuous recording will usually be necessary and will supply data from events of all distance ranges, which will provide an increased signal-to-noise ratio in the processing and imaging of the passive source seismic data.

[0075] The receiver function technique removes the effects of source and propagation; its result is a waveform that reflects the medium in the vicinity of the recording station. Receiver functions are calculated by deconvolving (or cross-correlating) the vertical component seismogram from the horizontal component seismogram. Typically events in the teleseismic distance range are used for this frequency domain division, since the seismic rays arrive at the recording station at an angle close to vertical. The vertical component seismogram of a teleseismic event will have predominantly P-wave energy recorded, whereas the horizontal component seismogram includes both P- and S-wave energy. In the simplest cases the deconvolution removes the effects of the source-time function from the horizontal component seismogram, and thus highlights the otherwise masked converted S-wave energy.

The resulting receiver function waveform (Figure 8) contains information about the structure in the vicinity of the receiver. The expected seismic phases are the P-to-S converted phase, and its reverberations PpPs and PsPs + PpSs; however, the technique can also be modified to highlight S to P converted phases. Figures 9A-D show a simplified illustration of the seismic phases of the P-to-S converted phase (9A) and its reverberations (PpPs in 9B, PsPs in 9C, and PpSs in 9D) that can be expected from the receiver function analysis.

[0076] The differential arrival times that can be expected on the waveform (Figure 8) are between the direct P-wave arrival and the S-converted phase at the reflector of interest (in the simplest case \( \Delta t_{rs} = t_s - t_P \)), as well as its reverberations \( \Delta t_{p,rs} = t_s + t_P \) and \( \Delta t_{p,p,rs} = 2t_s \). The differential arrival times can be used to construct the depth of the reflector of interest, and can be integrated with other geophysical datasets, such as active source seismic datasets, gravity, CSEM, MT, etc.. If traveltime information from multicomponent active source datasets is available, the differential arrival times from the receiver function method can be used along with the active source dataset. In addition to using the traveltime information independently, use can be made of the amplitude information from the receiver functions, which can be accomplished by a full waveform inversion. In this approach, initial models of the earth and the source are assumed, which allows computation of initial data by solving the appropriate wave equation with a sufficiently broadband source spectrum. Furthermore, these initial models may be modified
in an inversion algorithm which is adjusted for both the earth medium and source parameters. This procedure can be accomplished in either the time or frequency domain. The main advantage of an error function realization in the frequency domain is that specific missing frequency values or low signal-to-noise frequency values will not affect good data values as they would with an error function in the time domain.

[0077] In addition to the traditional way of calculating teleseismic receiver functions, the present inventive method can use events from the local and regional distance range for the deconvolution. The advantage of including these events in a closer vicinity to the recording station is the opportunity to increase the frequency band to a broad range of ~1 Hz up to frequencies comparable to these of active seismic exploration, and thus reduce the frequency gap 10 shown in Figure 1 and discussed previously herein. The difficulty in adding these events is that the assumptions made for teleseismic receiver functions may not be valid any longer, since the deconvolution may not completely remove the effects of the source-time function. The present invention can deal with this problem by (1) calibrating the earth response with some man-made sources (such as mining activities or other active sources) which have simple or known source-time functions, and (2) pursuing a full waveform inversion approach, which will enable determination of the remaining source effects.

[0078] A waveform inversion receiver function technique suitable for use in the present inventive method will next be described in more detail.

[0079] The objective is a technique for recovering subsurface geophysical parameters such as P- and S-wave velocity, density, elastic anisotropy coefficients (ε and δ), P- and S-wave attenuation quality factors, etc. based upon broadband measurements of multiple-component surface (or near surface) vector (i.e. three component), acoustic (or visco-acoustic) or elastic (or visco-elastic) displacement, velocity, as well as acceleration and surface (or near surface) elastic (or visco-elastic) tensor (i.e. nine component) stress (collectively called broadband multi-component earthquake data) and forming multi-channel ratios of the broadband multi-component earthquake data (in the spirit of receiver functions) to reduce the unknown effects of the broadband earthquake source, aspects of earth close to the detector, and some intrinsic aspects of the detection system itself as well. The resulting multi-channel ratios of the broadband multi-component earthquake data will obey equations that are obtained from the appropriate acoustic, elastic, visco-acoustic, visco-elastic, wave equations. The complexity of the specific equations selected will depend upon survey objectives, data coverage and many other factors. To be specific, models may be one, two,
two and one-half or three dimensional and may involve acoustic, elastic or visco-elastic wave propagation and be isotropic, VTI or contain completely general twenty-one (complex) moduli plus density varying in all three dimensions. There are, however, at least four conditions that the multi-channel ratios of the broadband multi-component earthquake data preferably satisfy:

1) The approximation of a single earthquake source as responsible for all significant earthquake data components (at least within a predictable time window of suitable length) should be justified to a reasonable order of approximation for survey objectives.

2) The measurements should be sufficiently broadband i.e. the measurements should contain useful signal content down to very small frequencies and be without significant gaps up to some maximum frequency of interest.

3) The single earthquake source within each time window should be sufficiently distant from the observations to justify treating the earthquake source as well localized in three dimensional space so that the surviving earthquake source dependence in the multi-channel ratios may be effectively parameterized with a modest number of unknown parameters (such as three-dimensional location, orientation, residual source-time function, radiation pattern, tensor couple, etc).

4) The number, quality, vector or tensor component and spatial distribution of the complete set of useful observations should effectively enable determination of both the medium properties to the level desired and the surviving unknown parameters describing the earthquake source dependence in the multi-channel ratios. Clearly ratio data from a single distant earthquake source will determine at best only certain averages of the earth volume between the earthquake source and the observation points along the paths taken by P-waves in the acoustic approximation, or P-wave and S-wave rays in the elastic or visco-elastic approximation or the qP-wave, qSV-wave and qSH-wave (quasi Compressional wave, quasi Shear Vertical wave and quasi Shear Horizontal wave in the one dimensional VTI model, etc. Notice also that information will also in principle be obtained along ray paths created by P to S conversions etc., reflections and multiple reflections provided that the data analysis is capable of including the relevant physics. 

Data analysis or inversion in this embodiment of the present invention then involves a least-squares inversion based upon an error or objective function (including possible smoothing and penalty terms) that contains the weighted and squared difference
between measured and computed ratios constructed from suitably time windowed real and computed data. Advantages of a frequency domain expression of the error function have been mentioned: frequency domain error functions are more robust in the presence of missing frequencies. Again the time windowing process is preferred to ensure that only one significant earthquake (or other passive) source is responsible for a significant portion of the events observed in the windowed data. As the earthquake data is assumed to be broadband, convergence of the least-squares gradient-based family of algorithms to false local minima is not foreseen as a problem (unlike the active-source reflection seismic inversion problem which unavoidedly suffers from contamination with local false minima in the absence of a nearly perfect initial velocity model). Computationally, an initial earth model and an initial source model are assumed, and initial data are computed using a sufficiently broadband source spectrum with arbitrary amplitude using finite difference or other methods in the time or frequency domain as required by the selected numerical approach. In addition, derivatives of the computed data are obtained in order to allow the inversion algorithm to adjust both earth medium parameters (velocities, densities etc) and earthquake source parameters to decrease the initial fit error. The method of alternation between earth medium and earthquake source parameters, widely employed in gradient-based optimization methods with non-homogeneous parameters may be employed. One alternative is the sub-space iteration method which groups inversion unknowns into physically non-heterogeneous classes to avoid the pitfalls of stiff optimization in which variables of vastly different numerical scale appear in the normal equations. The iterative inversion procedure continues adjusting medium and source parameters until a satisfactory fit to the measured and windowed data is achieved. Subsequent model testing can be used to help determine well constrained versus poorly constrained parameters.

Receiver function results obtained either via an inversion method such as is described above or by the standard approach of manual iterative forward modeling can then be used to create a low-frequency or background model for AVO inversion of active source seismic reflection data in order to obtain estimates of P and S-impedance or even rock properties such as the porosity, lithology and fluid content of subsurface rocks (e.g., Saltzer, *Leading Edge* 24, 732-736 (2005)). Alternatively, the scattered wave results can be used to improve the velocity model used for depth migration of active source seismic reflection data. Lastly, the passively recorded seismic data can be jointly inverted with other geophysical data such as active source seismic reflection data, CSEM, MT, gravity and gravity gradiometry, in order to obtain more robust estimates of elastic and/or rock properties.
Basic steps of an example embodiment of the present invention using a preferred receiver function technique are illustrated in the flow chart of Figure 10. At step 41, the survey is designed for objectives appropriate to the hydrocarbon targets. This takes into account (1) the expected earthquake source distribution, (2) target depth and structural style to determine survey duration, layout, detector spacing and other aspects. At step 42 the data are recorded, and at step 43 event information is gathered from standard catalogs such as CMT, USGS or independent relocation (source time and location in three dimensional space) of local/regional events (e.g. Waldhauser and Ellsworth, “A Double-Difference Earthquake Location Algorithm: Method and Application to the Northern Hayward Fault,” Bull. Seism. Soc. Am. 90, 1353-1368 (2000)). At step 44, the event information gathered from the prior step is used to cut the recordings into time windows, with one event per window. For each event identified, all receiver data are collected and an “event gather” is created, and noise is suppressed by filtering and stacking (step 45). All event gathers are collected, and at step 46 receiver ratios (“receiver functions”) are calculated. A tomographic inversion is calculated (step 47) using the receiver functions, which has to include a P-wave starting model, determined from another data source (such as an active seismic source experiment). At step 48, an initial velocity model is constructed based on the tomographic inversion and possibly other data, and a full waveform inversion for the initial model and source parameters is performed until the maximum resolution answer is achieved, i.e. until the inversion bandwidth is extended to an upper frequency limit that is high enough to be deemed acceptable. The results are verified for geologic reasonableness, and step 48 is iterated as needed, after adjusting the velocity model and/or the source parameters.

The foregoing application is directed to particular embodiments of the present invention for the purpose of illustrating it. It will be apparent, however, to one skilled in the art, that many modifications and variations to the embodiments described herein are possible. All such modifications and variations are intended to be within the scope of the present invention, as defined in the appended claims.
There are only 23 claims attached.
As claim 12 was missing from the claims pages
resulting in the claims jumping from claim 11 to claim 13.
THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A method for hydrocarbon detection in a subsurface region using passive-source seismic data in conjunction with at least one other type of geophysical data, comprising:

   (a) obtaining passive-source seismic survey data for the subsurface region, wherein the survey’s receivers were seismometers located generally over said subsurface region and spaced for hydrocarbon prospecting, said seismometers being suitable for global seismology earthquake detection, and wherein said passive-source seismic data were collected over a time period determined to include at least one event identified in a published catalogue of global earthquake locations and estimated to have a dominant frequency at the subsurface region in a range of 0 to 8 Hz based on said at least one event’s magnitude and distance from the subsurface region;

   (b) obtaining at least one other type of geophysical data for the subsurface region, selected from a group consisting of active-source seismic, controlled source electromagnetic, magnetotelluric, magnetic, and gravity;

   (c) deriving a physical properties model giving values of at least one physical property at different locations in the subsurface region by simultaneously using said passive-source seismic data and the at least one other type of geophysical data; and

   (d) using the physical properties model to predict hydrocarbon potential for the subsurface region.

2. The method of claim 1, wherein the seismometers have frequency bandwidth covering at least 1-6 Hz.

3. The method of claim 1 or 2, wherein the passive-source seismic survey data include data from at least one regional earthquake or data from at least one local earthquake, wherein regional means an earthquake with its hypocenter within the range of 10 degrees to 30 degrees from the subsurface region of interest, and local means an earthquake with its hypocenter within the range of 1 degree to 10 degrees from the subsurface region of interest.
4. The method of claim 1 or 2, wherein the passive-source seismic survey data include data from at least one teleseismic earthquake, wherein *teleseismic* means an earthquake with its hypocenter greater than 30 degrees distance from the subsurface region of interest.

5. The method of any one of claims 1 to 4, wherein "spaced for hydrocarbon prospecting" means a receiver spacing of less than about one kilometer.

6. The method of any one of claims 1 to 5, further comprising:

   identifying one or more time segments in the passive-source seismic data, called "windowed events," and associating each with an earthquake listed in an earthquake catalogue or other source of earthquake information, and taking source location information for such earthquakes from the catalogue or other information source; and

   including the one or more windowed events and associated source locations in the at least part of the passive-source seismic data in step (c).

7. The method of any one of claims 1 to 6, wherein a physical properties model is a model of at least one subsurface physical property selected from a group consisting of porosity, lithology, pore fluid type, hydrocarbon volume fraction, P-wave velocity, S-wave velocity, density, and acoustic impedance; wherein lithology includes at least one parameter selected from a group consisting of a shale volume fraction $V_{\text{SH}}$, a salt volume fraction $V_{\text{SALT}}$, a basalt volume fraction $V_{\text{basalt}}$, a limestone volume fraction $V_{\text{limestone}}$ and a dolomite volume fraction $V_{\text{dolomite}}$.

8. The method of any one of the preceding claims, wherein simultaneously using the passive-source seismic survey data and the at least one other type of geophysical data to derive a physical properties model comprises simultaneously forward modelling the passive-source seismic survey data jointly with the at least one other type of geophysical data, then manually updating the model, then
iterating to optimize the physical properties model of the subsurface region.

9. The method of any one of claims 1 to 7, wherein simultaneously using at least part of the passive-source seismic survey data and the at least one other type of geophysical data to derive a physical properties model comprises automated inverting of the at least part of the passive-source seismic survey data jointly with the at least one other type of geophysical data to obtain the physical properties model of the subsurface region.

10. The method of claim 9, wherein the automated joint inversion is performed using non-linear, multi-objective, constrained or unconstrained gradient techniques, or hybrid techniques involving gradient or derivative free methods.

11. The method of claim 10, wherein the joint inversion is or can be expressed as a constrained or unconstrained multi-objective problem, where the vector or multi-objective error functional to be minimized can be expressed as \( \psi^{\text{total}} \):

\[
\psi^{\text{total}} = [\psi_1(m) \quad \psi_2(m) \quad ... \quad \psi_n(m)]^T
\]

where each term in the functional above is or can be expressed using matrix formulation as:

\[
\psi = \frac{1}{2} \{D(d^{\text{obs}} - d^{\text{pred}})^T \{D(d^{\text{obs}} - d^{\text{pred}}) + \frac{1}{2} \lambda \{Wm\}^T \{Wm\}
\]

where \( m \) is a model vector, \( d^{\text{obs}} \) are the measured data being inverted, \( d^{\text{pred}} \) are corresponding data values predicted using the model, \( D \) is a weighting matrix that weights the measured data, \( W \) is a roughening or damping matrix that reduces model curvature or size of perturbations in three dimensions, and \( \lambda \) is a scaling parameter that balances the model's smoothness or roughness against the data error, said data error being the difference between \( d^{\text{obs}} \) and \( d^{\text{pred}} \).
electromagnetic, magnetotelluric, magnetic, and gravity, and wherein underlying rock physics relationships are used to relate density properties to either electrical properties or elastic properties or both, thereby enabling the inversion to be performed jointly.

13. The method of claim 12, wherein the underlying rock physics relationships are empirical or model-based equations relating rock properties to one another.

14. The method of claim 11, wherein parameters of the rock physics model, i.e. components of vector m, are represented on a finer scale computational grid than is used for forward modelling to obtain predicted data values, and the data errors are downscaled from the forward modelling grid back to the rock property micro-grid.

15. The method of claim 11, wherein said data error contains a misfit that has been computed from the passive-source seismic survey data for at least one survey seismometer as the subtraction difference between an observed receiver function and a predicted receiver function.

16. The method of claim 15, wherein computing receiver functions and using the receiver functions to determine the data error misfit from one or more subsurface reflectors comprises:

(i) rotating multi-component seismic data from a vertical and horizontal coordinate system in which the data were recorded into a radial and transverse domain, wherein the radial component points toward the passive seismic data’s source and the transverse component is perpendicular to it;

(ii) deconvolving the radial component from the vertical component of motion;

(iii) using the deconvolved components and identifying one or more reflectors in the subsurface region at which P-wave energy has converted to S-wave energy and its multiples or the reverse;
(iv) determining differential arrival times from the identified reflectors; and
(v) computing the difference between the predicted receiver function and the observed function.

17. The method of any one of claims 9 to 16, wherein (d) comprises obtaining subsurface seismic wave propagation velocities from the joint inversion of the passive-source seismic survey data and the at least one other type of geophysical data, and using the velocities for depth migration of active source seismic reflection data obtained from the subsurface region.

18. The method of claim 11, wherein said data error includes a misfit computed from the passive-source seismic survey data by measuring travel time delays and computing the mathematical subtraction difference between measured travel time delay and a predicted travel time delay for a selected earthquake's arrival phase at a selected seismometer.

19. The method of claim 11, wherein said data error includes a misfit computed from the passive-source seismic survey data by measuring dispersion between at least two survey seismometers and computing the mathematical difference between the measured dispersion and a predicted dispersion.

20. The method of claim 11, wherein said data error includes a misfit computed from the passive-source seismic survey data for at least one survey seismometer by computing the mathematical subtraction difference between an observed interferometric calculation and a predicted interferometric calculation.

21. The method of claim 11, wherein said data error includes a misfit computed from the passive-source seismic survey data for at least one survey seismometer by computing the mathematical subtraction difference between a partial or full waveform recorded at the at least one survey seismometer, and a predicted, synthetic partial or full waveform.
22. A method for hydrocarbon detection in a subsurface region using passive-source seismic data, comprising:

   (a) obtaining passive-source seismic survey data for the subsurface region, wherein the survey's receivers were seismometers located generally over said subsurface region and spaced for hydrocarbon prospecting, said seismometers being suitable for global seismology earthquake detection;

   (b) determining one or more earthquakes from a published catalogue of global earthquake locations, which one or more earthquakes can be identified in the seismometer data, and taking source location information for said earthquakes from the published earthquake catalogue, and wherein said one or more earthquakes include at least one event identified in the published earthquake catalogue to be of a magnitude and distance away sufficient to contain a dominant frequency in a range of 0 to 8 Hz;

   (c) retrieving time segments from the seismometer data corresponding to records of each of said identified earthquakes;

   (d) inverting the segments of seismometer data and earthquake source location information to infer a physical properties model giving values of at least one physical property at different locations in the subsurface region; and

   (e) using the physical properties model to predict hydrocarbon potential for the subsurface region.

23. A method for producing hydrocarbons from a subsurface region, comprising:

   (a) obtaining passive-source seismic survey data for the subsurface region, wherein the survey's receivers were seismometers located generally over said subsurface region and spaced for hydrocarbon prospecting, said seismometers being suitable for global seismology earthquake detection;

   (b) determining one or more earthquakes from a published catalogue of global earthquake locations, which earthquakes can be identified in the seismometer data, and taking source location information for said earthquakes from the published earthquake catalogue, and wherein said one or more earthquakes include at least one event identified in the published earthquake catalogue to be of a magnitude and distance away sufficient to contain a dominant frequency in a range of 0 to 8 Hz;
(c) retrieving time segments from the seismometer data corresponding to records of each of said identified earthquakes;

(d) obtaining at least one other type of geophysical data for the subsurface region, selected from a group consisting of active source seismic, controlled source electromagnetic, magnetotelluric, magnetic, and gravity;

(e) deriving a physical properties model giving values of at least one physical property at different locations in the subsurface region by simultaneously using the segments of seismometer data and earthquake source location information and the at least one other type of geophysical data;

(f) using the physical properties model to predict hydrocarbon potential for the subsurface region; and

(g) in response to a positive prediction, drilling a well into the subsurface region and producing hydrocarbons.

24. A method for hydrocarbon detection in a subsurface region using earthquake-source seismic data in conjunction with active-source seismic data, comprising:

(a) obtaining earthquake-source seismic survey data for the subsurface region, wherein the surveys receivers were seismometers located generally over said subsurface region and spaced for hydrocarbon prospecting, said seismometers being suitable for global seismology earthquake detection, and wherein said earthquake-source seismic data were collected over a time period determined to include at least one event identified in a published catalogue of global earthquake locations to be of a magnitude and distance away sufficient to contain a dominant frequency in a range of 0 to 8 Hz;

(b) obtaining active-source seismic survey data for the subsurface region;

(c) jointly inverting the earthquake-source seismic survey data with the active-source seismic survey data to derive a velocity model of the subsurface region; and

(d) using the velocity model to predict hydrocarbon potential for the subsurface region.
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