IMAGE PROCESSING METHOD AND APPARATUS FOR OPERATING IN LOW-POWER MODE

Abstract

Provided are an image processing apparatus and method for decreasing an amount of power consumed to display an image. The image processing apparatus includes: an input interface configured to input image data; at least one processor configured to obtain an output pixel value by adjusting at least one selected from a luminance, resolution, and precision regarding a portion of the image data; and an output interface configured to output image data including the obtained output pixel value.
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**IMAGE PROCESSING METHOD AND APPARATUS FOR OPERATING IN LOW-POWER MODE**

**CROSS-REFERENCE TO RELATED APPLICATIONS**


**BACKGROUND**

[0002] 1. Field

[0003] Apparatuses and methods consistent with exemplary embodiments relate to image processing methods and apparatuses for operating in a low-power mode, and more particularly, to image processing methods and apparatuses for decreasing at least one among luminance, resolution, and precision of an image to be displayed and reducing a decrease in visibility in a low-power mode by applying a filter.

[0004] 2. Description of the Related Art

[0005] With the development of technology related to mobile devices such as smartphones, users may watch content, such as games, movies/videos, and virtual reality images, through their mobile devices.

[0006] The low-power mode of mobile devices refers to a mode for decreasing power that is used to execute applications for reproducing virtual reality images or movies/videos. In particular, considering that the amount of power consumed for display makes up a large part of the overall power consumption of a device, research into the low-power mode for decreasing the amount of power that is used for display has been actively conducted.

[0007] The power consumed to display an image changes according to a luminance (i.e., degree of brightness) of an image to be displayed. Accordingly, the low-power mode may be implemented by decreasing the luminance of an image or a particular color component of an image. However, if the luminance of the image uniformly decreases, quality of an image to be displayed may decrease, or a boundary portion between objects present in the image or between an object and the background, for example, an edge portion, may become harder to perceive clearly, thus decreasing picture quality.

**SUMMARY**

[0008] One or more exemplary embodiments provide image processing apparatuses and methods for improving image quality and decreasing an amount of power consumed to display an image.

[0009] One or more exemplary embodiments also provide a non-transitory computer-readable recording media having recorded thereon a program for performing, when executed by a computer, the above methods.

[0010] Additional aspects will be set forth in part in the description which follows and, in part, will be apparent from the description, or may be learned by practice of the exemplary embodiments.

[0011] According to an aspect of an exemplary embodiment, there is provided an image processing apparatus including: an input interface configured to receive an input of image data; at least one processor configured to obtain an output pixel value by adjusting at least one selected from luminance, resolution, and precision regarding a portion of the image data; and an output interface configured to output image data including the obtained output pixel value.

[0012] The at least one processor may be further configured to adjust a tone curve denoting a correlation between input pixel values and output pixel values, and based on the adjusted tone curve, obtain, with regard to at least one pixel in the image data, an output pixel value corresponding to an input pixel value.

[0013] The at least one processor may be further configured to select a partial range from among an entire range of input pixel values of the tone curve, changing an output pixel value corresponding to an input pixel value in the selected partial range, and not changing an output pixel value corresponding to an input pixel value in a range that is not selected.

[0014] The selected partial range may include input pixel values greater than or equal to a reference value.

[0015] The at least one processor may be further configured to adjust the tone curve to be non-linear.

[0016] The at least one processor may be further configured to decrease a rendering resolution or a texture resolution regarding the portion of the image data.

[0017] The at least one processor may be further configured to decrease a number of vertices constituting an object present in the portion of the image data.

[0018] The at least one processor may be further configured to apply a filter, for enhancing an edge of at least one object present in the image data, to the image data including the obtained output pixel value.

[0019] According to an aspect of another exemplary embodiment, there is provided an image processing method including: receiving an input of image data; obtaining an output pixel value by adjusting at least one selected from luminance, resolution, and precision regarding a portion of the image data; and outputting image data including the obtained output pixel value.

[0020] The obtaining of the output pixel value may include: adjusting a tone curve denoting a correlation between input pixel values and output pixel values, and based on the adjusted tone curve, obtaining, with regard to at least one pixel in the image data, an output pixel value corresponding to an input pixel value.

[0021] The obtaining of the output pixel value corresponding to the input pixel value of the at least one pixel in the image data may include: selecting a partial range from among an entire range of input pixel values of the tone curve, changing an output pixel value corresponding to an input pixel value in the selected partial range, and not changing an output pixel value corresponding to an input pixel value in a range that is not selected.

[0022] The selected partial range may include input pixel values greater than or equal to a reference value.

[0023] The obtaining of the output pixel value corresponding to the input pixel value of the at least one pixel in the image data may include: adjusting the tone curve to be non-linear and obtaining, based on the non-linear tone curve, the output pixel value.
The obtaining of the output pixel value may include: decreasing a rendering resolution or a texture resolution regarding the portion of the image data.

The obtaining of the output pixel value may include: decreasing a number of vertexes constituting an object present in the portion of the image data.

The obtaining of the output pixel value may include: applying a filter, for enhancing an edge of at least one object present in the image data, to the image data including the obtained output pixel value.

According to an aspect of another exemplary embodiment, there is provided non-transitory computer-readable recording medium having recorded thereon a program for performing, when executed by a computer, performs the image processing method.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and/or other aspects will become apparent and more readily appreciated from the following description of exemplary embodiments, taken in conjunction with the accompanying drawings in which:

FIG. 4 illustrates an environment in which a multimedia apparatus may enter a low-power mode, according to an exemplary embodiment;

FIG. 2 is a block diagram of an image processing apparatus according to an exemplary embodiment;

FIG. 3 illustrates adjustment of a tone curve, according to one or more exemplary embodiments;

FIG. 4 illustrates a display of the multimedia apparatus before and after application of a filter that enhances an edge regarding an object present in an image, according to an exemplary embodiment;

FIG. 5 is a flowchart of an image processing method for decreasing an amount of power consumed to display an image, according to an exemplary embodiment;

FIG. 6 is a flowchart of an image processing method for decreasing the amount of power consumed to display an image, according to an exemplary embodiment; and

FIG. 7 is a flowchart of an image processing method for decreasing the amount of power that is consumed to display an image, according to an exemplary embodiment.

DETAILED DESCRIPTION

Hereinafter, exemplary embodiments will be described in detail with reference to the accompanying drawings. Advantages and features, and methods of accomplishing the same may be understood more readily by reference to the following description of exemplary embodiments and the accompanying drawings. However, the exemplary embodiments may have different forms and should not be construed as being limited to the descriptions set forth herein. Rather, these exemplary embodiments are provided to fully convey the scope of the present disclosure to one of ordinary skill in the art, and the inventive concept is defined by the scope of claims. The terms used herein are selected from among general terms that are currently widely used in consideration of their functions. However, the terms may be different according to an intention of one of ordinary skill in the art, a precedent, or the advent of new technology. Also, in particular cases, the terms are discretionally selected by the applicant, and the meaning of those terms will be described in detail in the corresponding part of the detailed description. Accordingly, the terms used herein are not merely designations of the terms, but the terms are defined based on the meaning of the terms and content throughout the present specification. Reference will now be made in detail to exemplary embodiments, examples of which are illustrated in the accompanying drawings. The exemplary embodiments described and the structure illustrated in the drawings are exemplary and do not represent the entire scope of the present disclosure. Therefore, it should be understood that there can be various equivalents and modified exemplary embodiments that can substitute those described and illustrated herein at the time of the present application filing. Expressions such as “at least one of,” when preceding a list of elements, modify the entire list of elements and do not modify the individual elements of the list.

The term “unit” or “module” used herein may refer to a hardware component or circuit such as a field-programmable gate array (FPGA) or an application-specific integrated circuit (ASIC).

FIG. 1 illustrates an environment in which a multimedia apparatus 100 enters a low-power mode, according to an exemplary embodiment.

The multimedia apparatus 100 may be an apparatus that displays image content such as a game, a movie/video, a virtual reality image, a stereoscopic image, etc. For example, the multimedia apparatus 100 may be any one of mobile devices such as a television, a game console, a computer, and a smartphone, but is not limited thereto. For example, a user may execute a game application stored in the multimedia apparatus 100 and view game images on a screen of the multimedia apparatus 100.

The multimedia apparatus 100 according to an exemplary embodiment may perform rendering in order to finally display an image on the screen. Three-dimensional (3D) rendering, which is a type of image rendering, may be used to synthesize data of a 3D model into an image that may be seen at a given viewpoint of a camera. The multimedia apparatus 100 according to an exemplary embodiment may obtain image data that is finally displayed on the screen by using a rasterization technique for generating an image by projecting a 3D model onto a screen, a ray tracing technique for generating an image by tracing a path of light incident along a ray that is emitted from a viewpoint of a camera toward each pixel of an image, etc.

The multimedia apparatus 100 may obtain image data that is finally displayed on the screen, by performing rendering on image data with power supplied from a battery. Considering that the amount of power consumed to display an image makes up a very large part of overall power consumption, the multimedia apparatus 100 may use a low-power mode that controls an image to be displayed.

The multimedia apparatus 100 according to an exemplary embodiment may display on the screen a user interface that asks whether to enter the low-power mode when an amount of battery remaining in the multimedia apparatus 100 is below a certain level. The multimedia apparatus 100 according to an exemplary embodiment may enter the low-power mode when the user sets the low-power mode in settings of the multimedia apparatus 100. The multimedia apparatus 100, according to an exemplary embodiment, may automatically enter the low-power mode when an amount of battery that remains is below a prede-
terminated level, or a specific application that uses significant battery consumption is executed. [0043] When the multimedia apparatus 100 enters the low-power mode, the multimedia apparatus 100 may decrease luminance of an image that is displayed. For example, the multimedia apparatus 100 may decrease a pixel value of an image that is displayed. The pixel value may refer to a luminance value of a pixel. For example, when a color space of an image is YCbCr (Y: luminance component, Cb and Cr: chrominance components), the pixel value may denote a value of the Y component, and when the color space is RGB (R: red, G: green, B: blue), the pixel value may refer to a value obtained by adding values of the R, G, and B components together and dividing the values by 3. According to an exemplary embodiment, when the pixel value is expressed in 8 bits, the pixel value may be expressed as a gray scale value having a value ranging from 0 to 255. [0044] Hereinafter, increasing the pixel value may refer to increasing luminance of the pixel, and decreasing the pixel value may refer to decreasing luminance of the pixel. Hereinafter, a range of the pixel value may refer to a luminance range or brightness range that may be expressed by the pixel. [0045] FIG. 2 is a block diagram of an image processing apparatus 200 according to an exemplary embodiment. [0046] The image processing apparatus 200, which is an apparatus for a low-power mode of the multimedia apparatus 100, may be located in or outside the multimedia apparatus 100. [0047] The image processing apparatus 200 may include an input interface 210, a processor 220, and an output interface 230. [0048] The input interface 210 may receive an input of image data to be displayed. The image data may include a plurality of pixel values. The input interface 210 according to an exemplary embodiment may store input pixel values regarding pixels constituting an image frame to be displayed currently in a buffer. The image data according to an exemplary embodiment may include, in addition to the input pixel values, at least one of coordinates and the number of vertexes constituting an object of an image, texture data, properties, and geometric information. [0049] The processor 220 may adjust at least one among luminance, resolution, and precision regarding the whole or a portion of an image to be displayed. The processor 220 according to an exemplary embodiment may be an ASIC, an embedded processor, a microprocessor, hardware control logic, a hardware finite-state machine (FSM), a digital signal processor (DSP), or a combination thereof. According to an exemplary embodiment, the processor 220 may include at least one processor. [0050] A region where luminance, resolution, and precision are adjusted may be a specific spatial region of the image or a set of pixels satisfying a predetermined condition. The processor 220 according to an exemplary embodiment may adjust one of luminance, resolution, and precision. The processor 220 according to another exemplary embodiment may adjust at least two of luminance, resolution, and precision. When the processor 220 adjusts at least two of luminance, resolution, and precision, the processor 220 may independently determine regions that are adjusted. For example, the processor 220 may adjust luminance regarding pixels having input pixel values that have luminance equal to or greater than a predetermined reference value, and regardless of the adjusted pixels, may select a spatial region in a predetermined image and adjust resolution regarding the selected region. [0051] The processor 220 according to an exemplary embodiment may decrease luminance of an image to be displayed. The processor 220 according to an exemplary embodiment may adjust a tone curve denoting a correlation between input pixel values and output pixel values, and based on the adjusted tone curve, may obtain, with regard to at least one of pixels included in image data, an output pixel value corresponding to an input pixel value. The obtained output pixel value may be different from the input pixel value corresponding to the output pixel value. [0052] Hereinafter, changing an output pixel value of the tone curve may refer to adjusting a shape of a previously stored tone curve so that an input pixel value and an output pixel value corresponding to the input pixel value may be different from each other. The previously stored tone curve according to an exemplary embodiment may have a shape of a tone curve 310 of FIG. 3 that will be described later. For example, at least one of output pixel values of an adjusted tone curve may be less than or greater than a corresponding input pixel value. [0053] The processor 220 according to an exemplary embodiment may select some input pixel values of a tone curve denoting a correlation between input pixel values and output pixel values and thus, may adjust the tone curve so that output pixel values that correspond to the selected input pixel values may be greater or less than the input pixel values. [0054] The processor 220 according to an exemplary embodiment may select a partial range from among an entire range of input pixel values of a tone curve, and thus, may change an output pixel value corresponding to an input pixel value included in the selected range and may not change an output pixel value corresponding to an input pixel value in a range that is not selected. The selected partial range may include input pixel values equal to or greater than a predetermined reference value. [0055] FIG. 3 illustrates tone curves 310, 320, 330, and 340 according to one or more exemplary embodiments, which show a correlation between input pixel values and output pixel values. [0056] The tone curve 310 is a graph showing that, with regard to each input pixel value, an input pixel value and an output pixel value corresponding to the input pixel value are the same as each other. For example, in the case in which a pixel value is expressed in 8 bits, when an input pixel value is 220, an output pixel value corresponding to the input pixel value is also 220. For example, the processor 220 may obtain, based on the tone curve 310, an output pixel value that is the same as an input pixel value. When the processor 220 according to an exemplary embodiment obtains, based on the tone curve 310, an output pixel value, luminance of an image that is displayed does not change. [0057] A tone curve 320 is adjusted by moving (315) the tone curve 310 in a direction of the y-axis. The tone curve 320 shows that an output pixel value is less than an input pixel value corresponding to the output pixel value. For example, when the tone curve 320 is a graph obtained by moving the tone curve 310 in the direction of the y-axis by as much as K, an output pixel value may be less than an input pixel value corresponding to the output pixel value by K. For example, when an input pixel value is 220, an output
pixel value corresponding to the input pixel value may be 220-K. That is, with regard to an entire range of input pixel values, the processor 220 according to an exemplary embodiment may obtain, based on the tone curve 320, an output pixel value that is less than an input pixel value. When the processor 220 according to an exemplary embodiment obtains, based on the tone curve 320, an output pixel value, the processor 220 may darken the overall luminance of an output image.

[0058] A tone curve 330 shows that, with regard to a partial range selected from among a range of input pixel values, an output pixel value changes. The tone curve 330 is a tone curve adjusted to have a value less than an input pixel value corresponding to an output pixel value corresponding to a range (337) of input pixel values greater than a predetermined reference value (335). Accordingly, an output pixel value obtained based on the tone curve 330 may include an output pixel value less than a corresponding input pixel value. The processor 220 according to an exemplary embodiment may darken, based on the tone curve 330, a portion of an output image corresponding to a partial luminance range.

[0059] Compared with when a pixel value of an image having low luminance decreases, a user feels a decrease in visibility less when a pixel value having high luminance decreases. Accordingly, based on the tone curve 330 in which only an output pixel value corresponding to an input pixel value included in a partial luminance range changes, instead of the tone curve 320 in which output pixel values regarding an entire range of input pixel values uniformly decrease, the processor 220 according to an exemplary embodiment may reduce a decrease in visibility.

[0060] A tone curve 340 is a tone curve having a non-linear curve shape. The tone curve 340 shows the shape of an 'S' shaped curve. The tone curve 340 has a value less than an input pixel value corresponding to an output pixel value corresponding to a range (347) of input pixel values greater than a predetermined reference value (345). Also, the tone curve 340 may have a value greater than an input pixel value corresponding to an output pixel value corresponding to a range (343) of input pixel values less than the predetermined reference value (345).

[0061] For example, based on the tone curve 340, the processor 220 according to an exemplary embodiment may output a brightened pixel value of an image in a low luminance range by increasing an output pixel value and may output a darkened pixel value in a high luminance range by decreasing an output pixel value. The processor 220 according to an exemplary embodiment may obtain, based on a tone curve that is a non-linear curve different from the tone curve 340, an output pixel value.

[0062] The processor 220 according to an exemplary embodiment may select a tone curve for obtaining an output pixel value from among a plurality of previously stored tone curves. The processor 220 according to an exemplary embodiment may differently select, according to a type of an application being currently executed or a type of image data that is displayed, a tone curve for obtaining an output pixel value from among a plurality of previously stored tone curves.

[0063] Referring to FIG. 2 again, the processor 220 may obtain, based on an adjusted tone curve, an output pixel value regarding at least one of pixels included in image data. [0064] The processor 220 according to an exemplary embodiment may decrease resolution of an image to be displayed. The processor 220 according to an exemplary embodiment may decrease resolution regarding a partial region of an image to be displayed. The processor 220 according to an exemplary embodiment may determine a user non-gazing region and may decrease resolution regarding the determined non-gazing region.

[0065] A gazing region is a region including a point at which a person gazes, and the non-gazing region is a region excluding the gazing region. In detail, the gazing region is a region including a point where a person's eyes are focused. The non-gazing region is a region whereby light of an image enters the actual eyes; however, the gazing region may not be perceived because it is beyond a region where a focus is directed. The processor 220 according to an exemplary embodiment may select a region involving few motions as the non-gazing region and may decrease resolution of the selected region. The processor 220 according to an exemplary embodiment may select a block that has a high luminance range and may decrease resolution of the selected block.

[0066] The processor 220 according to an exemplary embodiment may decrease a rendering resolution or texture resolution regarding a selected region and may obtain an output pixel value regarding at least one of pixels included in image data.

[0067] The processor 220 according to an exemplary embodiment may decrease precision of an image to be displayed. The processor 220 according to an exemplary embodiment may decrease precision regarding a partial region of an image. The processor 220 according to an exemplary embodiment may select a region involving few motions as the non-gazing region and may decrease precision of the selected region. The processor 220 according to an exemplary embodiment may select a block that has a high luminance range and may decrease precision of the selected block.

[0068] On selecting a region for decreasing precision, the processor 220 according to an exemplary embodiment may decrease, with regard to an object present in the selected region, the number of vertexes constituting the object to a predetermined number or less and may obtain an output pixel value regarding at least one of pixels included in image data.

[0069] In order to reduce a decrease in visibility, an additional image processing algorithm may be applied to image data including an output pixel value obtained by decreasing at least one among luminance, resolution, and precision. This will be described later with reference to FIG. 4.

[0070] The output interface 230 may output image data including the obtained output pixel value. The image data including the output pixel value according to an exemplary embodiment may be stored in a buffer, and the image data stored in the buffer may be finally displayed on a screen of the multimedia apparatus 100.

[0071] According to an exemplary embodiment, the image processing apparatus 200 is shown as including the input interface 210, the processor 220, and the output interface 230. However, the image processing apparatus 200 may include only the processor 220. For example, the processor 220 of the image processing apparatus 200 may receive an input of data for image processing, may adjust, with regard
to the input image data, at least one among luminance, resolution, and precision for operating in a low-power mode, according to the above-described exemplary embodiment, and may output the adjusted image data. An additional image filter that will be described later with reference to FIG. 4 may be applied to the adjusted image data.

[0072] FIG. 4 illustrates a display of the multimedia apparatus 100 before and after application of a filter that enhances an edge regarding an object present in an image, according to an exemplary embodiment.

[0073] The processor 220 according to an exemplary embodiment may additionally apply a filter for improving visibility to image data including obtained output pixel values. For example, the processor 220 may additionally apply a filter for improving visibility to image data having at least one among luminance, resolution, and precision adjusted.

[0074] For example, the processor 220 may additionally apply a filter for improving visibility to image data including output pixel values obtained based on an adjusted tone curve. The filter according to an exemplary embodiment may be an edge enhancement filter that enhances an edge regarding one or more objects present in image data. The filter may enhance an edge between an object and the background or an edge between an object and another object.

[0075] The filter according to an exemplary embodiment may be a Gaussian filter, a Sobel filter, or an N-tap interpolation filter (where N is a natural number). The filter according to an exemplary embodiment may determine a size and direction of an edge of an object and may apply an edge enhancement algorithm to image data according to the determined size and direction. However, the filter may be a filter that applies any other image processing algorithm for enhancing an edge, and thus, is not limited to the above example.

[0076] The processor 220 according to an exemplary embodiment may select one or more objects for edge enhancement from among various objects that are present in image data to be displayed. For example, when there is a game application being executed in the multimedia apparatus 100, the processor 220 may select one or more objects considered to show important information from among a plurality of objects that are present in image data to be displayed currently.

[0077] For example, the processor 220 may select a character 410, interfaces 411, 412, 413, and 414 capable of manipulating the character 410, and a mini-map 415 showing a location where the character 410 moves to, as objects for applying an edge enhancement filter. The processor 220 may apply, in a post-processing operation, a filter that enhances edges of the selected objects 410, 411, 412, 413, 414, and 415 to image data obtained based on an adjusted tone curve.

[0078] That is, even though output luminance of an image that is displayed based on the adjusted tone curve decreases, a decrease in visibility that a user feels may be reduced by applying a filter that enhances an edge of one or more objects during post-processing.

[0079] FIG. 5 is a flowchart of an image processing method for decreasing the amount of power consumed to display an image, according to an exemplary embodiment.

[0080] In operation 510, the image processing apparatus 200 may receive an input of image data to be displayed. According to an exemplary embodiment, the image data may include a plurality of pixel values. According to an exemplary embodiment, the image processing apparatus 200 may store input pixel values regarding pixels constituting an image frame to be displayed currently in a buffer. The image data according to an exemplary embodiment may include, in addition to the input pixel values, at least one among coordinates and the number of vertices constituting an object of an image, texture data, properties, and geometric information.

[0081] In operation 520, the image processing apparatus 200 may obtain an output pixel value by adjusting, with regard to a portion of the inputted image data, at least one among luminance, resolution, and precision.

[0082] According to an exemplary embodiment, with regard to a partial region of an image to be displayed, the image processing apparatus 200 may decrease luminance. For example, compared with when a pixel value of an image that has low luminance decreases, a user feels a decrease in visibility less when a pixel value that has high luminance decreases, and accordingly, the image processing apparatus 200 may reduce a decrease in visibility by changing only an output pixel value corresponding to an input pixel value included in a partial luminance range, instead of uniformly decreasing output pixel values regarding an entire range of input pixel values.

[0083] According to an exemplary embodiment, with regard to a partial region of an image to be displayed, the image processing apparatus 200 may decrease resolution. For example, the image processing apparatus 200 may select a partial region of an image, and with regard to the selected region, may decrease the resolution. According to an exemplary embodiment, with regard to the selected region, the image processing apparatus 200 may decrease a rendering resolution or texture resolution. The selected region may be a user non-gazing region, or a region or block that has a high luminance range, but is not limited thereto.

[0084] According to an exemplary embodiment, with regard to a partial region of an image to be displayed, the image processing apparatus 200 may decrease precision. For example, the image processing apparatus 200 may select a partial region of an image, and with regard to the selected region, may decrease precision. According to an exemplary embodiment, with regard to an object present in the selected region, the image processing apparatus 200 may decrease the number of vertices constituting the object. The selected region may be a user non-gazing region, or a region or block that has a high luminance range, but is not limited thereto.

[0085] According to an exemplary embodiment, the image processing apparatus 200 may perform only one of luminance adjustment, resolution adjustment, and precision adjustment. In another exemplary embodiment, the image processing apparatus 200 may perform two or more of luminance adjustment, resolution adjustment, and precision adjustment. When the image processing apparatus 200 performs two or more of luminance adjustment, resolution adjustment, and precision adjustment, the image processing apparatus 200 may independently determine regions in an image that are targets for adjustment.

[0086] In operation 530, the image processing apparatus 200 may output image data including the obtained output pixel value. The image data including the output pixel value according to an exemplary embodiment may be stored in a buffer, and the image data stored in the buffer may be finally displayed on a screen of the multimedia apparatus 100.
FIG. 6 is a flowchart of an image processing method for decreasing the amount of power consumed to display an image, according to an exemplary embodiment. In operation 610, the image processing apparatus 200 may receive an input of image data to be displayed. According to an exemplary embodiment, the image data may include a plurality of pixel values. According to an exemplary embodiment, the image processing apparatus 200 may store input pixel values regarding pixels constituting an image frame to be displayed currently in a buffer. In operation 620, the image processing apparatus 200 may adjust a tone curve denoting a correlation between input pixel values and output pixel values. Based on the adjusted tone curve, the image processing apparatus 200 may obtain, with regard to at least one of pixels included in the image data input in operation 610, an output pixel value corresponding to an input pixel value.

According to an exemplary embodiment, the image processing apparatus 200 may select the whole or a portion of a range of input pixel values of a tone curve denoting a correlation between input pixel values and output pixel values and thus may adjust the tone curve so that output pixel values that correspond to input pixel values included in the selected range may be less than the input pixel values. According to an exemplary embodiment, the image processing apparatus 200 may select a partial range from among a range of input pixel values of a tone curve, and thus, may change an output pixel value corresponding to an input pixel value included in the selected range and may not change an output pixel value corresponding to an input pixel value in a range that is not selected. A method of adjusting a tone curve has been described above with reference to FIG. 3.

According to an exemplary embodiment, the image processing apparatus 200 may select a tone curve that is used from among a plurality of tone curves previously stored in the image processing apparatus 200. According to an exemplary embodiment, the image processing apparatus 200 may differently select, according to a type of an application being currently executed or a type of image data that is displayed, a tone curve that is used from a range of previously stored tone curves.

In operation 630, the image processing apparatus 200 may output image data including the obtained output pixel value. The image data including the output pixel value according to an exemplary embodiment may be stored in a buffer, and the image data stored in the buffer may be finally displayed on a screen of the multimedia apparatus 100.

FIG. 7 is a flowchart of an image processing method for decreasing the amount of power consumed to display an image, according to an exemplary embodiment. Operations 710, 720, and 740 respectively correspond to operations 510, 520, and 530 of FIG. 5.

In operation 730, the image processing apparatus 200 may apply a filter to image data obtained in operation 720. For example, the image processing apparatus 200 may additionally apply a filter for improving visibility to the image data obtained in operation 720. The filter according to an exemplary embodiment may be an edge enhancement filter that enhances an edge, for example, a boundary line, regarding one or more objects present in the image data. The filter may enhance an edge between an object and the background or between an object and another object.

The filter according to an exemplary embodiment may be a Gaussian filter, a Sobel filter, or an N-tap interpolation filter (where N is a natural number). The filter according to an exemplary embodiment may determine a size and direction of an edge of an object and may apply an edge enhancement algorithm according to the determined size and direction. However, the filter may be any filter that applies an image processing algorithm for enhancing an edge, and thus, is not limited to the above example.

In operation 730, the image processing apparatus 200 may select one or more objects for edge enhancement from among various objects that are present in image data to be displayed. For example, when there is a game application being executed in the multimedia apparatus 100, the image processing apparatus 200 may select one or more objects considered to show important information from among a plurality of objects that are present in image data to be displayed currently.

For example, even though an output luminance of an image that is displayed based on an adjusted tone curve decreases in operation 720, a decrease in visibility that a user feels may be reduced in a post-processing operation by applying a filter that enhances an edge of one or more objects in operation 730.

The image processing method can also be embodied as a computer-readable code on a non-transitory computer-readable recording medium. The non-transitory computer-readable recording medium is any data storage device that can store data which can be thereafter read by a computer system. Examples of the non-transitory computer-readable recording medium include read-only memory (ROM), random-access memory (RAM), CD-ROMs, magnetic tapes, floppy disks, and optical data storage devices. The non-transitory computer-readable recording medium can also be distributed over network coupled computer systems so that the computer-readable code is stored and executed in a distributed fashion.

It should be understood that exemplary embodiments described herein should be considered in a descriptive sense only and not for purposes of limitation. Descriptions of features or aspects within each exemplary embodiment should be considered as available for other similar features or aspects in other exemplary embodiments.

While exemplary embodiments have been described with reference to the figures, it will be understood by those of ordinary skill in the art that various changes in form and details may be made therein without departing from the spirit and scope as defined by the following claims.

What is claimed is:

1. An image processing apparatus comprising:
   an input interface configured to input image data;
   at least one processor configured to obtain an output pixel value by adjusting at least one selected from luminance, resolution, and precision regarding a portion of the image data; and
   an output interface configured to output image data comprising the obtained output pixel value.

2. The image processing apparatus of claim 1, wherein the at least one processor is further configured to adjust a tone curve denoting a correlation between input pixel values and output pixel values, and based on the adjusted tone curve, obtain, with regard to at least one pixel in the image data, an output pixel value corresponding to an input pixel value.

3. The image processing apparatus of claim 2, wherein the at least one processor is further configured to select a partial range from among an entire range of input pixel values of
the tone curve, changing an output pixel value corresponding to an input pixel value in the selected partial range, and not changing an output pixel value corresponding to an input pixel value in a range that is not selected.

4. The image processing apparatus of claim 3, wherein the selected partial range comprises input pixel values greater than or equal to a reference value.

5. The image processing apparatus of claim 2, wherein the at least one processor is further configured to adjust the tone curve to be non-linear.

6. The image processing apparatus of claim 1, wherein the at least one processor is further configured to decrease a rendering resolution or a texture resolution regarding the portion of the image data.

7. The image processing apparatus of claim 1, wherein the at least one processor is further configured to decrease a number of vertexes constituting an object present in the portion of the image data.

8. The image processing apparatus of claim 1, wherein the at least one processor is further configured to apply a filter, for enhancing an edge of at least one object present in the image data, to the image data comprising the obtained output pixel value.

9. An image processing method comprising:

inputting image data;

obtaining an output pixel value by adjusting at least one selected from luminance, resolution, and precision regarding a portion of the image data; and

outputting image data comprising the obtained output pixel value.

10. The image processing method of claim 9, wherein the obtaining the output pixel value comprises:

adjusting a tone curve denoting a correlation between input pixel values and output pixel values; and

based on the adjusted tone curve, obtaining, with regard to at least one pixel in the image data, an output pixel value corresponding to an input pixel value.

11. The image processing method of claim 10, wherein the obtaining the output pixel value corresponding to the input pixel value of the at least one pixel in the image data comprises:

selecting a partial range from among an entire range of input pixel values of the tone curve;

changing an output pixel value corresponding to an input pixel value in the selected partial range; and

not changing an output pixel value corresponding to an input pixel value in a range that is not selected.

12. The image processing method of claim 11, wherein the selected partial range comprises input pixel values greater than or equal to a reference value.

13. The image processing method of claim 10, wherein the obtaining the output pixel value corresponding to the input pixel value of the at least one pixel in the image data comprises:

adjusting the tone curve to be non-linear; and

obtaining, based on the non-linear tone curve, the output pixel value.

14. The image processing method of claim 9, wherein the obtaining the output pixel value comprises decreasing a rendering resolution or a texture resolution regarding the portion of the image data.

15. The image processing method of claim 9, wherein the obtaining the output pixel value comprises decreasing a number of vertexes constituting an object present in the portion of the image data.

16. The image processing method of claim 9, wherein the obtaining the output pixel value comprises applying a filter, for enhancing an edge of at least one object present in the image data, to the image data comprising the obtained output pixel value.

17. A non-transitory computer-readable recording medium having recorded thereon a program for performing, when executed by a computer, the image processing method of claim 9.
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