A cache log module stores an ordered log of cache storage operations sequentially within the physical address space of a non-volatile storage device. The log may be divided into segments, each comprising a set of log entries. Data admitted into the cache may be associated with respective log segments. Cache data may be associated with the log segment that corresponds to the cache storage operation in which the cache data was written into the cache. The backing store of the data may be synchronized to a particular log segment by identifying the cache data pertaining to the segment (using the associations), and writing the identified data to the backing store. Data lost from the cache may be recovered from the log by, inter alia, committing entries in the log after the last synchronization time of the backing store.
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SYSTEMS AND METHODS FOR PERSISTENT CACHE LOGGING

TECHNICAL FIELD

[0001] This disclosure relates to input/output (I/O) infrastructure and, in particular, to a log-enabled cache.

BACKGROUND

[0002] Write-through cache implementations provide high levels of security, but can suffer performance problems in write-intensive environments. Write-back cache implementations can improve write performance, but may be subject to data loss in some certain failure modes.

SUMMARY

[0003] Disclosed herein are embodiments of a method for persistent cache logging. The disclosed methods may comprise one or more machine-executable operations and/or steps. The disclosed operations and/or steps may be embodied as program code stored on a computer readable storage medium. Accordingly, embodiments of the methods disclosed herein may be embodied as a computer program product comprising a computer readable medium storing program code executable to perform one or more method operations and/or steps.

[0004] Embodiments of the disclosed methods may comprise storing data directed to a backing store in a cache, recording an ordered sequence of log entries on a persistent storage medium, wherein each log entry corresponds to a set of one or more storage operations, and/or maintaining associations between data stored in the cache and the log entries, at least until the data stored in the cache is stored on the backing store.

[0005] In some embodiments, the method may further include identifying data stored in the cache that is associated with a selected one of a plurality of log periods, each log period comprising a set of one or more log entries and/or writing the identified data from the cache to the backing store. Some embodiments of the method may further include marking the backing store with an indicator of the selected log period in response to writing the identified data from the cache to the backing store.

[0006] The method may also comprise detecting a failure condition, which may result in the loss of cache data. In response, the method may comprise identifying a set of log entries in the log corresponding to data that has not been written to the backing store, and writing data from the identified set of log entries to the backing store. Identifying the set of log entries may comprise determining an indicator of a last log period committed to the backing store. In some embodiments, the method includes queuing write operations corresponding to the log entries in the identified set in a buffer, removing write operations made redundant by one or more other write operations from the buffer, and writing data to the backing store corresponding to the remaining write operations in the buffer. The method may be further configured to admit data of the access entries into the cache.

[0007] Disclosed herein are embodiments of an apparatus, which may comprise a storage request module configured to identify storage requests directed to a backing store, a cache storage module configured to write data to a cache in one or more cache write operations performed in response to the identified storage requests, and a log module configured to log the cache write operations on a non-volatile storage device, wherein the storage request module is configured to acknowledge completion of an identified storage request in response to logging a cache write operation corresponding to the identified storage request on the non-volatile storage device. The cache storage module may be configured to operate within a virtual machine and the log module may be configured to operate within a virtualization kernel.

[0008] The log module may be configured to store log entries corresponding to the identified storage requests sequentially within a physical address space of the non-volatile storage device. The log module may be further configured to divide the log into an ordered sequence of log segments, each log segment comprising a respective portion of the ordered log of cache write operations. The apparatus may further include a synchronization module configured to write data to the backing store, the data corresponding to the cache write operations within a selected one of the log segments. The synchronization module may be configured to combine a plurality of redundant cache write operations within the selected log segment that pertain to the same data identifier into a single, combined write operation to the backing store.

[0009] In some embodiments, the apparatus includes a log association module configured to maintain cache metadata configured to associate data stored in the cache with respective log segments corresponding to the cache write operations of the data. The synchronization module may be configured to identify cache data associated with the selected log segment by use of the cache metadata and to write the identified cache data to the backing store. The synchronization module may be configured to identify a last log segment committed to the backing store and to select the log segment to commit to the backing store based on the determined last log segment. The synchronization module may be further configured to record an indication that the selected log segment has been committed to the backing store in response to writing the identified cache data associated to the backing store. In some embodiments, the synchronization module is further configured to reclaim the selected log segment in response to writing the data corresponding to the cache write operations within the selected log segments.

[0010] The log may comprise an ordered sequence of entries, each entry corresponding to a respective cache write operation. The apparatus may be configured to access the log entries from a starting entry in the log to a last entry in the log and to implement write operations corresponding to the accessed log entries, wherein the starting entry is identified based on a synchronization state of the backing store.

[0011] Disclosed herein are embodiments of a system, which may comprise a cache virtualization module configured to cache data of each of a plurality of virtual machines in a cache, a cache log module configured to maintain a persistent, ordered log of write operations performed on the cache within respective log intervals, and a cache management system of one of the plurality of virtual machines configured to associate cached data of the virtual machine with respective log intervals at least until the data stored in the cache is stored on the backing store.

[0012] In some embodiments, each of the plurality of virtual machines comprises a respective cache management system configured to manage cache data of the virtual machine, including mappings between virtual machine cache data and respective log intervals. The system may further include a log
synchronization module configured to identify virtual machine cache data corresponding to one or more log periods by use of the cache management systems of the virtual machines and to the identified virtual machine cache data to a backing store. The one or more log periods may comprise a plurality of write operations pertaining to a particular logical identifier, and the cache management system may be configured to identify cache data corresponding to a most recent one of the plurality of write operations pertaining to the particular logical identifier within the one or more log periods.

The cache log module may be configured to provide an identifier of a current log period to the plurality of virtual machines, and the cache management systems may be configured to associate cache data corresponding to cache write requests with the provided identifier. In some embodiments, the cache log module is further configured to provide an updated identifier to a virtual machine response to incrementing the current log period before completion of a cache write request of the virtual machine. The cache management system may be configured to associate cache data of the write request with the updated identifier.

The cache virtualization module may be configured to indicate that a request to cache data of a virtual machine in the cache storage is complete in response to determining that an entry corresponding to the request is stored in the persistent, ordered log.

**BRIEF DESCRIPTION OF THE DRAWINGS**

This disclosure includes and references the accompanying drawings, which provide a more particular description of the embodiments disclosed herein. The disclosure, however, is not limited to the particular embodiments depicted in the figures. The teachings of the disclosure may be utilized and/or adapted to other embodiments and/or changes may be made to the disclosed embodiments, without departing from the scope of the disclosure.

**FIG. 1A** is a block diagram of one embodiment of a system for persistent cache logging;

**FIG. 1B** is a block diagram of another embodiment of a system for persistent cache logging in a virtualized computing environment;

**FIG. 1C** is a block diagram of another embodiment of a system for persistent cache logging in a virtualized computing environment;

**FIG. 2** is a block diagram of one embodiment of a system for persistent cache logging;

**FIG. 3A** depicts embodiments of virtual cache resource mappings;

**FIG. 3B** depicts embodiments of monitoring metadata;

**FIG. 4A** is a block diagram of one embodiment of a system for persistent cache logging;

**FIG. 4B** is a block diagram of one embodiment of a system for persistent cache logging configured to commit a portion of a cache log;

**FIG. 4C** is a block diagram of one embodiment of a system for persistent cache logging configured to recover cache data from a cache log;

**FIG. 4D** is a block diagram of another embodiment of a system for persistent cache logging configured to recover cache data from a cache log;

**FIG. 5** is a block diagram of another embodiment of a system for persistent cache logging in a virtualized computing environment;

**FIG. 6** is a flow diagram of one embodiment of a method for persistent cache logging;

**FIG. 7** is a flow diagram of another embodiment of a method for persistent cache logging;

**FIG. 8** is a flow diagram of one embodiment of a method for committing a portion of a cache log to a backing store; and

**FIG. 9** is a flow diagram of one embodiment of a method for recovering lost cache data in response to a failure condition.

**DETAILED DESCRIPTION**

**FIG. 1A** depicts one embodiment of a system 100 for persistent caching. The system 100 may comprise a computing device 102. The computing device 102 may comprise processing resources 204, storage resources 205, memory resources 206, I/O resources 207, and the like. The processors 204 may comprise one or more general-purpose processing elements and/or cores, one or more special-purpose processing elements and/or cores (e.g., graphics processing resources), and the like. The storage resources 205 may comprise one or more machine-readable storage devices comprising persistent, machine-readable storage media, such as magnetic disk drives (hard disk drives), solid-state storage devices, optical storage devices, and the like. As used herein, a "solid-state storage device" or "solid-state memory device" refers to a non-volatile, persistent memory that can be repeatedly erased and reprogrammed. Accordingly, a solid-state memory device may comprise a solid-state storage device and/or solid-state storage drive (SSD) (e.g., a Flash storage device). The I/O resources 207 may include, but are not limited to: storage interface(s), file systems, wired network interfaces, wireless network interfaces, human-machine interfaces, and the like. The system 100 may further comprise a primary storage system 212, which may include, but is not limited to: one or more disk drives and/or other storage devices, one or more storage arrays, such as a Redundant Array of Inexpensive Disks ("RAID"), a Bunch of Disks ("JBOD"), or the like, network-attached storage, such as a network area storage ("NAS"), a storage area network ("SAN"), or the like. The primary storage system 212 may comprise one or more of the storage resources 205 of the computing device 102. Alternatively, or in addition, the primary storage system 212 may comprise one or more storage resources that are external to the computing device 102, such as network-accessible storage resources, including a NAS, SAN, or the like, as disclosed above. The cache module 120 may be configured to cache data of the primary storage system 212 and, as such, the primary storage system 212 may be a backing store of the cache 216.

**FIG. 10** is a data flow diagram of another embodiment of a system for persistent cache logging; and

**FIG. 11** is a data flow diagram of another embodiment of a system for persistent cache logging.

The system 100 may comprise an operating environment 103 configured to manage hardware resources of the computing device 102, including the processing resources 204, storage resources 205, memory resources 206, and I/O resources 207 disclosed above. The operating environment 103 may comprise an operating system. In some embodiments, the operating environment 103 is a "bare metal" operating environment configured to directly manage hardware resources. In other embodiments, the operating environment 103 may be a virtualized operating environment configured to manage virtualized resources of a virtualization layer, such as a hypervisor, or the like.

**FIG. 12** is a data flow diagram of another embodiment of a system for persistent cache logging; and

**FIG. 13** is a data flow diagram of another embodiment of a system for persistent cache logging.

The operating environment 103 may comprise one or more storage client(s) 104, which may include, but are not
limited to: user-level applications, kernel-level applications, file systems, databases, and the like. The storage client(s) 104 may perform I/O operations by use of, inter alia, an I/O stack 111 of the operating environment 103. The I/O stack 111 may define a storage architecture in which storage services, such as file system drivers, volume drivers, disk drivers, and the like, are deployed. Storage services may be configured to interoperate by issuing and/or consuming I/O requests within various layers 113A-N of the I/O stack 111. The layers 113A-N may include, but are not limited to: a file layer, a volume layer, a disk layer, a SCSI layer, and so on.

[0034] The system 100 may comprise a cache module 120 configured to cache data of one or more of the storage clients 104. The cache module 120 may comprise a cache management system (CMS) 220, configured to manage cache operations within the operating environment 103, and a cache storage module 213 configured to manage cache resources, such as the cache 216. In some embodiments, CMS 220 may comprise a storage request module 222 configured to monitor I/O requests within the I/O stack 111. The CMS 220 may service selected I/O requests by use of the cache storage module 213, which may include, but is not limited to: admitting data into the cache 216, reading data from cache 216, and the like. As disclosed in further detail herein, admission into the cache may be determined by a cache policy and/or in accordance with the availability of cache resources.

[0035] The CMS 220 may be configured to manage cache operations by use of cache tags 221. As used herein, a “cache tag” refers to metadata configured to, inter alia, associate data that has been admitted into the cache with a storage location of the data within the cache 216. Accordingly, in some embodiments, cache tags 221 comprise mappings between data identifier(s) of the storage clients 104 (e.g., data identifiers, logical identifiers, logical addresses, primary storage addresses, and the like) and one or more cache storage locations. Accordingly, the cache tags 221 may comprise a translation layer between a namespace of a storage client 104, operating environment 103, and/or I/O stack 111 and the CMS 220. The cache tags 221 may represent an allocation of cache resources to a particular storage client 104, computing device 102, cache layer, and/or virtual machine (described in further detail below). Cache tags 221 may comprise cache metadata, such as access metrics, cache mode, and so on.

[0036] The cache storage module 213 may be configured to store data that has been admitted into the cache (e.g., by the CMS 220) within a cache 216. The cache 216 may comprise volatile storage resources (e.g., DRAM), battery-backed RAM, non-volatile storage media, solid-state storage media, and/or the like.

[0037] In some embodiments, the cache module 120 is configured to operate in a write-through cache mode. As used herein, a “write-through” cache mode refers to a cache mode in which data is admitted into the cache by: a) storing the data in cache 216 and b) writing the data to the primary storage system 212. The operation (and corresponding I/O request) may not be considered to be complete and/or acknowledged until the data is written to the primary storage system 212. Therefore, the critical path of a cache write operation may comprise one or more write operations to the primary storage system 212. Write operations to the primary storage system 212 may take considerably longer than write operations to the cache 216. The performance differential may be even greater under certain types of load conditions; for example, the performance of the primary storage system 212 may further degrade under highly random write conditions. As used herein, a “random” write operation refers to a storage operation to write data to an arbitrary physical storage location of a storage device (e.g., primary storage system 212). Therefore, although write-through cache modes may provide security against data loss, write performance can suffer. Moreover, write-through cache modes may cause scaling problems due to write overheads imposed by a large number of storage clients and/or caching systems (e.g., in a virtualized environment, such as a virtual desktop infrastructure (VDI) environment or the like).

[0038] Other cache modes may ameliorate certain write performance. In some embodiments, for example, the cache module 120 may be configured to implement a write-back or copy-back cache mode in which data is admitted into the cache without writing the data through to the primary storage system 212. Accordingly, the critical path of write operations may comprise writing data to the cache 216 rather than waiting for the data to be written to the primary storage system 212. Modified cache data (e.g., dirty data) may be written to the primary storage system 212 outside of the critical path of I/O requests. However, these types of cache modes may be susceptible to data loss, which may occur if the contents of the cache and/or cache metadata (e.g., cache tags 221) are lost before write-back operations to the primary storage system 212 are completed.

[0039] In some embodiments, the cache module 120 may be configured to implement a logged cache mode. As used herein, a logged cache mode refers to a cache mode in which write operations to the primary storage system 212 are deferred (e.g., performed outside of the critical path of the I/O requests) and cache data is secured against data loss. Cache data may be secured against loss by use of, inter alia, the cache log module 313. The cache log module 313 may be configured to maintain a log 320 of cache operations performed on the cache 216 on a persistent, non-volatile storage device 316. The log 320 may comprise a record of the ordered sequence of cache storage operations performed on the cache 216. Requests to write data into the cache may be acknowledged as complete in response to logging the write request (e.g., storing a record of the operation within the log 320) as opposed to writing the corresponding data to the primary storage system 212 as in a write-through cache mode. As disclosed in further detail below, the cache log module 313 may be configured to log cache storage operations in an ordered sequence, based on the temporal order of the cache storage operations, which may result in converting “random” write operations to various portions of a physical address space to more efficient sequential write operations.

[0040] As disclosed above, FIG. 1A depicts an embodiment of a bare metal computing environment. The disclosure is not limited in this regard and could be adapted to other computing environments, such as virtualized computing environments as depicted in FIGS. 1B and 1C. FIG. 1B is a block diagram of another embodiment of a system 101 for cache logging. The system 101 may comprise a virtualized computing environment that includes a host 202 configured to include a virtualization kernel 210 (hypervisor) and user space 203. The user space 203 may comprise a plurality of virtual machines 208A-N. As used herein, a “virtual machine” refers to a system and/or process operating within a virtualized computing environment (e.g., the virtualization kernel 210). A virtual machine 208A-N may, therefore, refer to a system platform including an operating system (e.g., a
guest operating system). Alternatively, or in addition, a virtual machine 208A-N may refer to a particular process and/or program operating within a virtualized computing environment.

The host 202 may comprise one or more computing devices capable of hosting the virtual machines 208A-N. The host 202 may comprise, for example, processing resources 204, storage resources 205, memory resources 206, I/O resources 207, and the like, as disclosed above. Although FIG. 1B depicts three virtual machines 208A-N, the disclosure is not limited in this regard; the embodiments disclosed herein could be adapted for use in virtualized computing environments that include any number of hosts 202 comprising any number of virtual machines 208A-N.

The virtualization kernel 210 may be configured to manage the operation of the virtual machines 208A-N operating on the host 202 as well as other components and services provided by the host 202. For example, the virtualization kernel 210 may be configured to handle various I/O operations associated with a primary storage system 212 or other I/O devices. The primary storage system 212 may be shared among the multiple virtual machines 208A-N and/or multiple hosts.

The system 101 may comprise a cache virtualization module 233 configured to provide caching services to the virtual machines 208A-N deployed on the host computing device 202. The cache virtualization module 233 may comprise a cache storage module 213, which may include a cache 216 and a cache log module 313, as disclosed above. The cache storage module 213 may further comprise a cache provisoner module 214 and map module 217. The cache provisoner module 214 may be configured to provision resources to the virtual machines 208A-N, which may comprise dynamically allocating cache resources and/or I/O operations (IOPS) to the virtual machines 208A-N. The cache provisoner module 214 may be configured to provide for sharing resources of the cache 216 between the multiple virtual machines 208A-N.

In some embodiments, one or more of the virtual machines 208A-N may comprise an I/O driver 218A-N and a cache management system (CMS) 220A-N. The I/O driver 218A-N may be configured to intercept I/O operations of the associated virtual machine 208A-N (within respective I/O stacks 111 of the virtual machines 208A-N) and to direct the I/O operations to the corresponding CMS 220A-N for processing; selected I/O operations may be serviced using the cache virtualization module 233. In some embodiments, and as depicted in FIG. 1B, the I/O driver 218A-N may be in “close proximity” to the source of I/O operations of the virtual machines 208A-N (e.g., the I/O driver 218A-N may be deployed within the virtual machine 208A-N itself, and as such, does not have to access the virtualization kernel 210 and/or cross a virtual machine boundary to access information pertaining to the virtual machine 208A-N I/O operations). In some embodiments, the I/O driver 218A-N may comprise and/or be implemented as a device driver (e.g., a device driver of respective guest operating systems of the virtual machines 208A-N). The I/O driver 218A-N may comprise a generic component that forms part of an operating system and a device-specific component. The I/O driver 218A-N may leverage I/O Application Programming Interfaces (APIs) published by the guest operating system (e.g., may be in the I/O “path” of the virtual machines 208A-N). The I/O driver 218A-N may comprise a filter driver 219A-N configured to monitor I/O request packets (IRP) of a Microsoft Windows® operating system. The disclosure is not limited in this regard; however, and may be applied to any suitable I/O framework of any operating system (e.g., Unix®, LINUX, OSX®, Solaris®, or the like) and/or virtualization kernel 210.

In some embodiments, the virtual machines 208A-N may be configured to be transferred and/or relocated between hosts 202. The systems, apparatus, and methods disclosed herein may provide for transferring a “cache operating state” between hosts 202. As used herein, “cache operating state” or “cache state” refers to a current working state of a cache, which may include, but is not limited to: cache metadata, such as cache admission information (e.g., cache tags 221), access metrics, and so on; cache data (e.g., the contents of a cache 216); and the like. Transferring a cache operating state may, therefore, comprise retaining cache state on a first host 202 and/or transferring the retained cache state (including cache metadata and/or cache data) to another, different host 202. The virtualization kernel 210 (or other virtualization layer) may be configured to prevent virtual machines that reference local resources of the host 202, such as local disk storage or the like, from being transferred. Accordingly, virtual machines 208A-N may be configured to access the cache 216 as a shared storage resource and/or in a way that does not prevent the virtual machines 208A-N from being transferred between hosts 202.

One or more of the virtual machines 208A-N may comprise a CMS 220A-N, which may be configured to manage cache resources provisioned to the virtual machine 208A-N. As disclosed above, the CMS 220A-N may be configured to maintain cache metadata, such as cache tags 221, to represent data that has been admitted into the cache 216. The cache tags 221 may be maintained within memory resources of the virtual machine 208A-N, such that the cache tags 221 are transferred with the virtual machine between hosts 208A-N. In other embodiments, and as depicted in FIG. 1C, cache tags 221B-N of one or more of the virtual machines 208B-N may be maintained within the virtualization kernel 210 (e.g., within the cache virtualization module 233).

The cache provisoner module 214 may be configured to dynamically provision cache resources to the virtual machines 208A-N. Cache allocation information associated with a particular virtual machine (e.g., Virtual Machine 208A-N) may be communicated to the corresponding virtual-machine CMS 220A-N via the I/O driver 218 and/or using another communication mechanism. In some embodiments, the cache provisoner module 214 is configured to maintain mappings between virtual machines 208A-N and respective cache storage locations allocated to the virtual machines 208A-N. The mappings may be used to secure cache data of the virtual machines 208A-N (e.g., by limiting access to the virtual machine 208A-N that is mapped to the cached data) and/or to provide for retaining and/or transferring cache data of one or more virtual machines 208A-N transferred from the host 202 to other, remote hosts.

The CMS 220A-N may be configured to maintain cache metadata, which may comprise cache tags 221A-N and cache data. The cache tags 221A-N may represent cache resources that have been allocated to a particular virtual machine 208A-N by the cache provisoner module 214. Cache tags that are “occupied” (e.g., are associated with valid cache data), may comprise mappings and/or associations between one or more identifiers of the data and
corresponding cache resources. As used herein, an “identifier” of a cache tag 221A-N refers to an identifier used by the virtual machine 208A-N and/or storage client 104 to reference data that has been (or will be) stored in the cache 216. A cache tag identifier may include, but is not limited to: an address (e.g., a memory address, physical storage address, logical block address, etc., such as an address on the primary storage system 212), a name (e.g., file name, directory name, volume name, etc.), a logical identifier, a reference, or the like.

[0049] In some embodiments, the cache tags 221A-N represent a “working set” of a virtual machine 208A-N cache. As used herein, a “working set” of cache tags 221A-N refers to a set of cache tags corresponding to cache data that has been admitted and/or retained in the cache 216 by the CMS 220A-N through, inter alia, the application of one or more cache policies, such as cache admission policies, cache retention and/or eviction policies (e.g., cache aging metadata, cache steal metadata, least recently used (LRU), “hotness” and/or “coldness,” and so on), cache profiling information, file- and/or application-level knowledge, and the like. Accordingly, the working set of cache tags 221A-N may represent the set of cache data that provides optimal I/O performance for the virtual machine 208A-N under certain operating conditions.

[0050] In some embodiments, the CMS 220A-N may be configured to preserve a “snapshot” of the current cache state, which may comprise persisting the cache tags 221A-N (and/or related cache metadata) in a non-volatile storage medium, such as the primary storage system 212, persistent cache storage device (e.g., cache 216), or the like. A snapshot may comprise all or a subset of the cache metadata of the CMS 220A-N (e.g., cache state), which may include, but is not limited to: the cache tags 221A-N, related cache metadata, such as access metrics, and so on. In some embodiments, a snapshot may further comprise “pinning” data in the cache 216, which may cause data referenced by the one or more cache tags 221A-N to be retained in the cache 216. Alternatively, the snapshot may reference only the data identifiers (e.g., cache tags 221A-N), and may allow the underlying cache data to be removed and/or evicted from the cache 216.

[0051] The CMS 220A-N may be configured to load a snapshot from persistent storage, and to use the snapshot to populate the cache tags 221A-N. A snapshot may be loaded as part of an initialization operation (e.g., cache warm-up) and/or in response to configuration and/or user preference. For example, the CMS 220A-N may be configured to load different snapshots that are optimized for particular application(s) and/or service(s). Loading a snapshot may further comprise requesting cache storage from the cache provisioner module 214, as disclosed herein. In some embodiments, the CMS 220A-N may load a subset of a snapshot if the virtual machine 208A-N cannot allocate sufficient cache space for the full snapshot.

[0052] The CMS 220A-N may be further configured to retain the cache tags 221A-N in response to relocating and/or transferring the virtual machine 208A-N to another host 202. Retaining the cache tags 221A-N may comprise maintaining the cache tags 221A-N in the memory of the virtual machine 208A-N and/or not invalidating the cache tags 221A-N. Retaining the cache tags 221A-N may further comprise requesting cache storage from the cache provisioner module 214 of the destination host in accordance with the retained cache tags 221A-N, and/or selectively adding and/or removing cache tags 221A-N in response to being allocated more or less cache storage on the destination host. In some embodiments, the CMS 220A-N may retain the cache tags 221A-N despite the fact that the cache data referenced by the cache tags 221A-N does not exist in the cache 216 of the new destination host. As disclosed in further detail below, the cache virtualization module 213 may be configured to populate the cache 216 with cache data from a previous host 202 of the virtual machine 208A-N (e.g., via a network transfer), and/or from a shared, primary storage system 212.

[0053] The cache 216 may comprise one or more non-volatile storage resources, such as a solid-state storage device and/or a portion thereof. The cache storage module 213 may logically partition the cache 216 into multiple chunks. As used herein a “chunk” refers to an arbitrarily sized portion of cache storage capacity; the cache 216 may be divided into any number of chunks having any size. Each cache chunk may comprise a plurality of pages, each of which may comprise one or more storage units (e.g., sectors). In a particular embodiment, each chunk may comprise 256 MB (megabytes) of storage capacity; 16 GB (terabytes) cache storage device 216 divided into 256 MB chunks may comprise 8384 chunks.

[0054] The cache provisioner module 214 may provision cache resources to virtual machines 208A-N based upon, inter alia, the requirements of the virtual machines 208A-N, availability of cache resources, and so on. The cache resources allocated to a particular virtual machine 208A-N may change over time in accordance with the operating conditions of the virtual machine 208A-N. The cache provisioner module 214 may provision cache chunks to a virtual machine 208A-N, which may determine the cache capacity of that virtual machine 208A-N. For example, if two 256 MB chunks are assigned to a specific virtual machine 208A-N, that virtual machine’s cache capacity is 512 MB. The cache provisioner module 214 may be further configured to provision cache resources to other entities, such as the de-duplication cache 260 (e.g., cache resources 260).

[0055] In some embodiments, cache resources are provisioned using a “thin provisioning” approach. A thin provisioning approach may be used where the virtual machines 208A-N are configured to operate with fixed-size storage resources and/or when changes to the reported size of a storage resource would result in error condition(s). The cache storage device 216 may be represented within the virtual machines 208A-N as a fixed-size resource (e.g., through a virtual disk or other I/O interface, such as the I/O driver 218 of FIG. 1B). The cache provisioner module 214 may dynamically allocate cache resources to the virtual machines 208A-N in accordance with changing I/O conditions. Regardless of the number of cache chunks actually allocated to a particular virtual machine 208A-N, the cache storage interface may appear to remain at a constant, fixed size, which may allow for dynamic cache reallocation without causing error conditions within the virtual machines 208A-N.

[0056] The cache virtualization module 233 may comprise a cache interface module 223 configured to manage access to cache storage module 213 by the virtual machines 208A-N. The cache interface module 233 may provide one or more communication links and/or interfaces 124 through which the cache storage module 213 may service I/O requests for the virtual machines 208A-N (by use of the cache virtualization module 233), communicate configuration and/or allocation information, and so on. In some embodiments, the cache interface module 223 is configured to communicate with the
virtual machines 208A-N through a virtual disk and/or using Virtual Logical Unit Number (VLUN) driver 215. The VLUN driver 215 may be further configured to provide a communication link 124 between the virtual machines 208A-N and the cache storage module 213.

[0057] In some embodiments, the VLUN driver 215 is configured to represent dynamically provisioned cache resources as fixed-size VLUN disks 235A-N within the virtual machines 208A-N. In an exemplary embodiment, the cache 216 may comprise 2 TB of storage capacity. The cache provider 214 may allocate four gigabytes (4 GB) to the virtual machine 208A, one gigabyte (1 GB) to virtual machine 208B, three gigabytes (3 GB) to virtual machine 208N, and so on. As disclosed above, other virtual machines 2083-N on the host 202 may be allocated different amounts of cache resources, in accordance with the I/O requirements of the virtual machines 2083-N and/or the availability of cache resources. The VLUN driver 215 and VLUN disk 235A-N may be configured to represent the entire capacity of the cache device 216 to the virtual machines 208A-N (e.g., 2 TB) regardless of the actual allocation to the particular virtual machine 208A-N by the cache provisioner module 214. In addition, and as disclosed in further detail below, the physical cache resources 224A-N allocated to the virtual machine 208A may be discontinuous within the physical address space of the cache 216. The cache storage module 213 may further comprise a map module 217 configured to present the cache resources allocated to the virtual machines 208A-N as a contiguous range of virtual cache addresses, regardless of the location of the underlying physical storage resources.

[0058] As disclosed above, the CMS 220A-N may comprise an I/O driver 218A-N configured to monitor and/or filter I/O requests of the corresponding virtual machine 208A-N. The I/O driver 218A-N may be configured to forward the I/O requests to the CMS 220A-N, which may selectively service the I/O requests by use of the cache storage module 213. The I/O driver 218A-N may comprise a storage driver, such as a Windows Driver, or other storage driver adapted for use an operating system and/or operating environments. The I/O driver 218A-N may be configured to monitor requests within an I/O and/or storage stack of the virtual machine 208A-N (e.g., 110 stack 111). In some embodiments, the I/O driver 218A-N may further comprise an I/O filter 219A-N configured to monitor and/or service I/O requests directed to primary storage system 212 (and/or other storage resources). I/O requests directed to the primary storage system 212 may be serviced directly at the primary storage system 212 (non-cached) or may be serviced using the cache storage module 213, as disclosed herein.

[0059] The I/O filter 219A-N may comprise a SCSI filter configured to manage data transfers between physical and virtual entities (e.g., primary storage system 212, VLUN disk 235A-N, and/or the cache storage module 213). The I/O filter 219A-N may be configured to identify the VLUN disk 235A-N within the virtual machine 208A-N, and manage capacity changes implemented by, inter alia, the cache provisioning module 214 (via the VLUN driver 215). As disclosed above, the VLUN disk 235A-N may be a virtual disk configured to represent dynamically allocated cache resources within the virtual machines 208A-N as fixed-size storage resources. The VLUN disk 235A-N may be configured to report a fixed storage capacity to the operating system of the virtual machine 208A-N rather than the actual, dynamic cache capacity allocated to the virtual machine 208A-N. Accordingly, the cache provisioner 214 may be configured to dynamically provision cache storage to/from the virtual machines 208A-N (through the VLUN disks 235A-N) without adversely affecting the virtual machines 208A-N.

[0060] As disclosed above, virtual machines 208A-N may be transferred between hosts 202, without powering down and/or resetting the virtual machine 208A-N. Such transfer operations may be simplified when the virtual machines 208A-N reference shared resources, since the virtual machines 208A-N will be able to access the same resources when transferred. However, virtual machines 208A-N that reference “local” resources (e.g., resources only available on the particular host), may be prevented from being transferred.

[0061] In the FIG. 13 embodiment, the CMS 220A-N may be configured to access the cache storage module 213 through the VLUN disk 235A-N that is configured to appear as a “shared device” to the virtualization kernel 210 (and/or a device that does not provide virtual machines 208A-N from being transferred between hosts 202). The VLUN disk 235A-N may be provided in a “Virtual Machine Disk Format” (VMDK) supported by the host 202 and/or virtualization kernel 210. The I/O filter may further provide for communicating other data, such as configuration, command, and/or control data (e.g., performing a handshake protocol with the cache storage module 213). The virtual disk may be represented as a VLUN disk 235 implemented according to the VMDK format of the host 202 and/or virtualization kernel 210. The virtual disk may be relatively small (e.g., a few megabytes), since the virtual disk is not used for storage, but as a conduit for communication between the virtual machine 208A-N and the cache storage module 213 in the virtualization kernel 210. Alternatively, or in addition, the VLUN disk 235A-N may be hidden from other applications and/or operating systems of the virtual machine 208A-N and/or may be presented to the virtual machine 208A-N as a read-only storage resource, and as such, the operating system of the virtual machine 208A-N may prevent other applications from attempting to write data thereto.

[0062] The virtual machines 208A-N may be configured to emulate shared storage in other ways. For example, in some embodiments, the virtual machines 208A-N may be configured to replicate one or more “shared” VLUN disks across a plurality of hosts 202, such that, to the hosts, the VLUN disks appear to be shared devices. For instance, the VLUN disks may share the same serial number or other identifier. The host 202 and/or the virtualization kernel 210 may, therefore, treat the VLUN disks as shared devices, and allow virtual machines 208A-N to be transferred to/from the host 202. The VDMK approach disclosed above may provide advantages over this approach, however, since a smaller number of “shared” disks need to be created, which may prevent exhaustion of limited storage references (e.g., a virtual machine may be limited to referencing 256 storage devices).

[0063] The cache provisioner module 214 may report the actual physical cache storage allocated to the virtual machine 208A via a communication link 124. The communication link 124 may operate separately from I/O data traffic between the VLUN driver 215 and the I/O filter 219A-N. Thus, asynchronous, out-of-band messages may be sent between the VLUN driver 215 and the I/O filter 219A-N. The cache provisioner module 214 may use the communication path 124 to dynamically re-provision and/or reallocate cache resources between the virtual machines 208A-N (e.g., inform the virtual
machines 208A-N of changes to cache resource allocations). The I/O driver 218A-N may report the allocation information to the CMS 220A-N, which may use the allocation information to determine the number of cache tags 221A-N available to the virtual machine 208A-N, and so on.

[0064] As disclosed above, the cache resources allocated to a virtual machine 208A-N may be represented by cache tags 221A-N. The cache tags 221A-N may comprise, inter alia, mappings between identifiers virtual machine 208A-N (e.g., data I/O addresses) and storage locations within the cache 216 (e.g., physical addresses of cache pages). A cache tag 221A-N may, therefore, comprise a translation and/or mapping layer between data identifiers and cache resources (e.g., a cache chunk, page, or the like). In some embodiments, cache tags 221A-N are configured to have a linear 1:1 correspondence with physical cache pages, such that each cache tag 221A-N represents a respective page within the cache 216. The cache tags 221A-N may be organized linearly in RAM or other memory within a computing device 102 (as in FIG. 1A) within the virtual machines 208A-N (as in FIG. 1B) and/or virtualization kernel 210 (as in FIG. 1C, disclosed in further detail below). The linear organization may allow the memory address of a cache tag 221A-N to be used to derive an identifier and/or address of a corresponding storage location within the cache 216. Alternatively, or in addition, cache tags 221A-N may be organized into other data structures, such as hashtables, indexes, trees, or the like, and/or may comprise separate cache address metadata.

[0065] Cache tags 221A-N may comprise cache metadata, which may include, but is not limited to: a next cache tag index, cache state, access metrics, checksum, valid map, a virtual machine identifier (VMID), and so on. The next tag index may comprise a link and/or reference to a next cache tag 221A-N. The cache state may indicate a current state of the cache tag 221A-N. As disclosed in further detail below, the state of a cache tag 221A-N may indicate whether the cache tag 221A-N corresponds to valid data, is dirty, and so on. The access metrics metadata may indicate usage characteristics of the cache tag 221A-N, such as a last access time, access frequency, and so on. A checksum may be used to ensure data integrity; the checksum may comprise a checksum of the cache data that corresponds to the cache tag 221A-N. The size of the checksum of the cache tags 221A-N may vary based on the size of the cache pages and/or the level of integrity desired (e.g., a user can obtain a higher level of integrity by increasing the size of the checksum). The valid unit metadata may identify portions of a cache page that comprise valid cache data. For example, a cache page may comprise a plurality of sectors, and the valid unit may indicate which sectors comprise valid cache data and which correspond to invalid and/or non-cached data.

[0066] In some embodiments, cache tags 221A-N may further comprise a VMID, which may be configured to identify the virtual machine 208A-N to which the cache tag 221A-N is allocated. Alternatively, ownership of the cache tag 221A-N may be determined without an explicit VMID. As depicted in FIG. 1B, ownership of cache tags 221A-N may be determined by the virtual machine 208A-N in which the cache tags 221A-N are stored. Referring to FIG. 1C, cache tags of one or more virtual machines 208B-N may be maintained outside of the respective virtual machines 208B-N (e.g., within the virtualization kernel 210). In this embodiment, CMS 120 may be configured to associate cache tags 221B-N and/or ranges and/or groups of cache tags 221B-N with particular virtual machines 208B-N by use of, inter alia, a VMID field.

[0067] A cache tag 221A-N may be in one of a plurality of different states (as indicated by the cache tag state field of the cache tag 221A-N), which may include, but are not limited to: a free state, an invalid state, a valid state, a read pending state, a write pending state, and a deleted state. A cache tag 221A-N may be initialized to a free state, which indicates that the cache tag 221A-N is not currently in use. The cache tag 221A-N transitions from a free state to a write pending state in response to a cache write and/or cache read update operation (a write to the cache caused by a read miss or the like). The cache tag 221A-N transitions to a valid state in response to completion of the cache write. The cache tag 221A-N may revert to the write pending state in response to a subsequent write and/or modify operation. The cache tag 221A-N transitions to a read pending state in response to a request to read data of the cache tag, and reverts to the valid state in response to completion of the read. The cache tag 221A-N may transition to the invalid state in response to an attempt to perform a write operation while the cache tag 221A-N is in the read pending or write pending state. The cache tag 221A-N transitions from the invalid state to the free state in response to completing the write or read update. A cache tag 221A-N transitions to the deleted state in response to failure of a read or write operation (e.g., from the read pending or write pending state).

[0068] In some embodiments, cache tags 221A-N may further comprise a pinned state indicator. Cache tags 221A-N that are pinned may be protected from being evicted from the cache 216, allocated to another virtual machine 208A-N, or the like. Pinning cache tags 221A-N may also be used to lock a range of cache addresses. In certain situations, a portion of data associated with a read operation is available in the cache 216, but a portion is not available (or not valid), resulting in a partial cache hit. The CMS 220A-N may determine whether to retrieve all of the data from the primary storage system 212 or retrieve a portion from the cache 216 and the remainder from the primary storage system 212, which may involve more than one I/O to the primary storage system 212.

[0069] In some embodiments, cache tags 221A-N may further comprise respective log indicators. The log indicators may comprise a mapping and/or translation layer between the cache tags 221A-N and portions of the cache log. As disclosed in further detail herein, cache tags 221A-N may be associated with particular log intervals, sections, and/or periods. The log identifier field may be used to identify data to write back to the primary storage system 212 during log synchronization operations.

[0070] In some embodiments, the CMS 220A-N is configured to manage a partial cache miss to minimize the number of I/O requests forwarded on to the primary storage system 212. In addition to managing partial cache misses I/O requests, the CMS 220A-N mitigates the amount of fragmentation of I/Os to primary storage based on I/O characteristics of the I/O requests. Fragmentation of I/Os (also known as I/O splitting) refers to an I/O request that crosses a cache page boundary or is divided between data that resides in the cache and data that resides on the primary storage. The I/O characteristics may include whether the I/O is contiguous, the size of the I/O request, the relationship of the I/O request size to the cache page size, and the like. In effectively managing partial cache reads and fragmentation of I/O requests, the CMS 220A-N may coalesce I/O requests for non-contiguous address ranges and/
or generate additional I/O requests to either the cache storage module 213 or the primary storage system 212.

[0071] FIG. 2 is a block diagram depicting one embodiment of a CMS 220. The CMS 220 may be configured to operate within a bare metal operating environment 103, within a virtual machine 208A-N and/or within a cache virtualization module 233 (e.g., within the virtualization kernel 210 of the host 202, as depicted in FIG. 1C). The CMS 220 may comprise one or more modules, including a cache tag manager 242, log association module 243, cache tag translation module 244, access metrics module 246, a steal candidate module 248, a cache page management module 250, a valid unit map module 252, a page size management module 254, an interface module 256, a cache state retention module 257, a cache state transfer module 258, and a cache tag snapshot module 259.

[0072] The cache tag manager 242 may be configured to manage the cache tags 221 allocated to one or more virtual machines 208A-N, which may comprise maintaining associations between virtual machine identifiers (e.g., logical identifiers, address, etc.) and data in the cache 216. The cache tag manager 242 may be configured to dynamically add and/or remove cache tags 221 in response to allocation changes made by the cache provisioner module 214. In some embodiments, the cache tag manager 242 is configured to manage cache tags 221 of a plurality of different virtual machines 208A-N. The different sets of cache tags 221 may be maintained separately (e.g., within separate data structures and/or in different sets of cache tags 221) and/or in a single data structure.

[0073] The cache tag translation module 244 may be configured to correlate cache tag identifiers with cache storage locations (e.g., cache addresses, cache pages, etc.). In embodiments in which the CMS 220 is implemented within a bare metal computing environment 103 and/or virtual machine 208A-N (as depicted in FIGS. 1A and 1B), the cache tag identifier may comprise logical addresses and/or identifiers of the data (e.g., the address of the data in the primary storage system 212). In embodiments in which the CMS 220 is implemented within the virtualization kernel 210 (as depicted in FIG. 1C), the cache tag identifier may comprise a block address associated with the data and/or a storage address as identified within the storage stack 211 of the virtualization and/or kernel 210.

[0074] The log association module 245 may be configured to map cache tags 221 to corresponding portions of the cache log 320. As disclosed in further detail herein, the log association module 245 may be configured to associate cache tags 221 with respective sections, intervals, and/or portions of the cache log 320 by use of log identifiers (e.g., using a log identifier field within the cache tags 221). Accordingly, the log association module 245 (and log identifiers of the cache tags 221) may comprise a translation layer between the cache tags 221 and respective portions of the cache log 320.

[0075] The access metrics module 246 may be configured to determine and/or maintain cache access metrics using, inter alia, one or more clock hand sweep timers, or the like. The steal candidate module 248 may be configured to identify cache data and/or cache tags that are candidates for eviction based on access metrics and/or other cache policy (e.g., least recently used, staleness, sequentiality, etc.), or the like.

[0076] The cache page management module 250 may be configured to manage cache resources (e.g., cache page data) and related operations. The valid unit map module 252 may be configured to identify valid data stored in cache 216 and/or a primary storage system 212. The page size management module 254 may be configured to perform various page size analysis and adjustment operations to enhance cache performance, as disclosed herein. The interface module 256 may be configured to provide one or more interfaces to allow other components, devices, and/or systems to interact with the CMS 220, which may include, but is not limited to: modifying the number and/or extent of cache tags 221 allocated to a virtual machine 208A-N, querying and/or setting one or more configuration parameters of the CMS 220, accessing cache tags 221 (e.g., for a snapshot, checkpoint, or other operation), or the like.

[0077] The cache state retention module 257 may be configured to retain the portions of the cache state of the CMS 220, which may include the cache tags 221, de-duplication index (disclosed below), and so on, in response to transferring the virtual machine 208A-N to a different host. As disclosed above, the cache tags 221 may represent a working set of the cache of a particular virtual machine 208A-N, which may be developed through the use of one or more cache admission and/or eviction policies (e.g., the access metrics module 246, steal candidate module 248, and so on), and in response to the I/O characteristics of the virtual machine 208 and/or the applications running on the virtual machine 208A-N.

[0078] The CMS 221 may develop and/or maintain a working set for the cache using inter alia a file system model. The cache 216 may comprise one or more solid-state storage devices, which may provide fast read operations, but relatively slow write and/or erase operations. These slow write operations can result in significant delay when initially developing the working set for the cache. Additionally, the solid-state storage devices comprising the cache 216 may have a limited lifetime (a limited number of write/erase cycles). After reaching the “write lifetime” of a solid-state storage device, portions of the device become unusable. These characteristics may be taken into consideration by the CMS 220 in making cache admission and/or eviction decisions.

[0079] The cache state transfer module 258 may be configured to transfer portions of the cache state of the virtual machine 208A-N between hosts 202 and/or persistent storage (e.g., in a snapshot operation). The cache state transfer module 258 may comprise transferring cache tags 221 maintained in the virtualization kernel, to a remote host and/or non-volatile storage.

[0080] The cache tag snapshot module 259 may be configured to maintain one or more “snapshots” of the working set of the cache of a virtual machine 208A-N. As disclosed above, a snapshot refers to a set of cache tags 221 and/or related cache metadata at a particular time. The snapshot module 259 may be configured to store a snapshot of the cache tags 221 on a persistent storage medium and/or load a stored snapshot into the CMS 220.

[0081] The cache provisioner module 214 may be configured to maintain mappings between virtual machines and the cache resources allocated to the virtual machines 208A-N. The cache provisioner module 214 may implement mappings that can be dynamically changed to reallocate cache resources between various virtual machines 208A-N. The mappings may be further configured to allow the cache provisioner to represent dynamically allocated cache resources to the virtual machines 208A-N as contiguous ranges of “virtual cache resources.” Independent of the underlying physical addresses of the cache 216.
[0082] As illustrated in FIGS. 1B and 1C, the cache provider module 214 may be configured to allocate cache resources to the virtual machines 208A-N within the cache 216. Resources 224A may be allocated to virtual machine 208A, resources 224B may be allocated to virtual machine 208B, resources 224N may be allocated to virtual machine 208N, and so on. The cache provider 214 may be further configured to allocate cache resources 269 for de-duplication caching services, which may comprise allocating cache resources 269 to the de-duplication cache 260. As disclosed in further detail herein, the de-duplication cache 260 may be configured to cache data accessible to two or more of the virtual machines 208A-N. Although the cache resources 224A-N allocated to the virtual machines 208A-N (and the cache resources 269 allocated to the de-duplication cache 260) are depicted as contiguous ranges of physical addresses within the cache 216, the disclosure is not limited in this regard. As illustrated in FIG. 3A below, the cache resources 224A-N and/or 269 may be interleaved, fragmented, and/or discontinuous within the physical address space of the cache 216. The map module 217 may be configured to provide for representing the resources 224A-N and/or 269 as contiguous ranges of virtual cache resources comprising, inter alia, contiguous ranges of virtual cache addresses.

[0083] Referring to FIG. 3A, in some embodiments, the cache provider module 214 may be configured to allocate “virtual cache storage resources” to the virtual machines 208A-N. As used herein, a “virtual cache resource” refers to an indirect, logical, and/or virtual reference to a physical cache address. Virtual cache resources may be mapped to actual, physical cache storage locations by a map module 217, which may comprise mappings and/or associations between dynamically allocated virtual cache resources (e.g., virtual cache addresses) and physical storage locations within the cache 216. The map module 217 may enable the cache provider 214 to allocate contiguous ranges of virtual cache resources to virtual machines 208A-N, despite the fact that the underlying physical storage resources are discontinuous within the physical address space of the cache 216.

[0084] In the FIG. 3A embodiment, virtual cache storage 304 is allocated to virtual machine 208A (VM-1). The virtual cache storage 304 may comprise a contiguous range of cache addresses or identifiers. As depicted in FIG. 3A, the virtual cache storage 304 comprises a contiguous range of cache chunks 302, including VM-10, VM-11, VM-12, through VM-1N. The physical cache storage resources actually allocated to VM-1 208A may not be contiguous and/or may be interleaved with cache resources that are allocated to other virtual machines 208B-N. As illustrated in FIG. 3A, the actual physical cache chunks 302 allocated to VM-1 208A comprise a contiguous set of chunks VM-10, VM-11, VM-12, VM-1N within the physical address space 306 of the cache 216. The virtual address space of the virtual cache storage 304 may be independent of the underlying physical address space 306 of the cache 216. The chunks 302 in the physical address space 306 may be discontinuous and/or interleaved with chunks 302 that are allocated to other virtual machines 208B-N. Although FIG. 3A shows some of the different locations in a physical order, the cache chunks 302 allocated to the VM-1 208A may be located in a random order, in accordance with the availability of physical cache resources (e.g., available chunks 302). Moreover, the chunks 302 allocated to the VM-1 208A may be interleaved and/or fragmented with chunks 302 allocated to other virtual machines.

[0085] The map module 217 may be configured to map virtual cache resources (e.g., virtual cache addresses) 304 to physical cache resources in the physical address space 306 of the cache 216. In some embodiments, the map module 217 may comprise an “any-to-any” index of mappings between virtual cache addresses allocated to the virtual machines 208A-N and the physical cache addresses within the cache 216. Accordingly, the virtual cache addresses may be independent of the underlying physical addresses of the cache 216. The translation layer implemented by the map module 217 may allow cache tags 221A-N to operate within a contiguous virtual address space despite the fact that the underlying physical allocations 224A may be non-contiguous within the cache 216. Alternatively, in some embodiments, the mapping module 217 may be omitted, and the CMS 220A-N may be configured to directly manage physical cache addresses within the cache 216.

[0086] The map module 217 may be leveraged to secure data in the cache 216. In some embodiments, the cache storage module 213 may restrict access to data in the cache 216 to particular virtual machines 208A-N and/or may prevent read-before-write conditions. The cache provider module 214 may be configured to restrict access to physical cache chunks 302 to the virtual machine 208A-N to which the chunk 302 is allocated. For example, the cache chunk labeled VM-10 may only be accessible to the virtual machine 208A based on, inter alia, the mapping between VM-1 208A and the cache chunk VM-10 in the map module 217. Moreover, the indirect addressing of the map module 217 may prevent virtual machines 208A-N from directly referencing and/or addressing physical cache chunks 302 allocated to other virtual machines 208A-N.

[0087] As disclosed above, the cache storage module 213 may be configured to control access to data stored within the cache 216 by use of, inter alia, the cache provider module 214 and/or map module 217. In some embodiments, the CMS 220A-N and virtual machines 208A-N reference cache data by use of virtual cache addresses rather than physical addresses of the cache 216. Accordingly, the virtual machines 208A-N may be incapable of directly referencing the data of other virtual machines 208A-N. The cache provider module 214 may be further configured to allocate different, incompatible virtual cache addresses to different virtual machines 208A-N, such as virtual cache addresses in different, non-contiguous address ranges and/or address spaces. The use of different, incompatible ranges may prevent the virtual machines 208A-N from inadvertently (or intentionally) referencing virtual and/or physical cache resources of other virtual machines 208A-N.

[0088] Securing data may comprise preventing read-before-write conditions that may occur during dynamic cache resource provisioning. For example, a first virtual machine 208A may cache sensitive data within a cache chunk 302 that is dynamically reallocated to another virtual machine 208B. The cache storage module 213 may be configured to prevent the virtual machine 208B from reading data from the chunk 302 that were not written by the virtual machine 208B. In some embodiments, the cache provider 214 may be configured to erase cache chunks 302 in response to reassigning the chunks 302 to a different virtual machine 208A-N (or removing the association between a virtual machine 208A-N and the cache chunk 302). Erasure may not be efficient, however, due to the characteristics of the cache 216; erasing solid-state storage may take longer than other storage opera-
tions (100 to 1000 times longer than read and/or write operations), and may increase the wear on the storage medium. Accordingly, the cache storage module 213 may be configured to prevent read-before-write conditions in other ways. In some embodiments, for example, the cache storage module 213 may be configured to TRIM reallocated chunks 302 (e.g., logically invalidate the data stored on the chunks 302). Cache chunks 302 that are en- sured and/or invalidated prior to being reallocated may be referred to as “unused chunks.” By con- trast, a chunk 302 comprising data of another virtual machine 208A-N (and not erased or TRIMmed) is referred to as a “used” or “dirty chunk,” which may be monitored to prevent read-before-write security hazards.

[0089] Referring to FIG. 3B, the cache storage module 213 may be configured to maintain monitoring state metadata pertaining to the cache chunks 302. The monitoring state metadata 320 may be persisted for use after a power cycle event. The monitoring state metadata 320 may comprise a bitmask. In some embodiments, each 4k sub-portions of a used chunk 302 is monitored to determine whether there has been a corresponding write. Monitoring metadata 320 may be generated in response to reallocating a used or dirty chunk 302 between virtual machines 208A-N. After reallocation, each sub portion of the chunk 302 may be tested prior to read operations to ensure that the used chunk 302 has been written by the virtual machine 208A-N attempting to perform the read.

[0090] In the FIG. 3B embodiment, a chunk 302A is reallocated. The sub-portions of the chunk 302A are represented by references m1 through mN. An indication of a write operation may be reflected by setting “1” in the monitoring metadata 320. The cache storage module 213 may be configured to prevent read operations on sub-portions that have not been written (e.g., not marked with a “1”).

[0091] Referring back to FIG. 1B, in some embodiments, the CMS 220A-N is configured to operate within the virtual machines 208A-N, and cache tags 221A-N and/or other cache metadata are maintained within the memory space of the respective virtual machines 208A-N. Storing the cache tags 221 (and other cache metadata) within the associated virtual machine 208A-N may allow the virtual machine 208A-N to easily determine whether data is available in the cache 216 without having to access a different system or process (e.g., access the virtualization kernel 210). In such embodiments, the CMS 220 may manage cache operations using locally stored cache tags 221, which may increase the speed and efficiency of I/O operations. Additionally, the virtual machine 208A-N typically has more detailed information regarding access characteristics than other, external processes and/or systems, and, as such, may be in a better position to make cache management decisions. For example, the virtual machine 208A-N may have access to contextual information pertaining to I/O requests, such as application- and/or file-level knowledge, which may be used to develop an effective working set of cache tags 221. Other systems that are external to the virtual machine 208A-N (e.g., operating within the virtualization kernel 210) may only have access to low-level I/O information. Thus, having the cache tags 221 stored locally in the virtual machine 208A-N may improve cache and/or I/O performance.

[0092] FIG. 1C depicts another embodiment of a system 102 for cache logging in a virtualized computing environment. In the FIG. 1C embodiment, the CMS 220B-N of one or more of the virtual machines 208B-N may be implemented within the virtualization kernel 210 (e.g., outside of the corresponding virtual machines 208B-N). The virtual machines 208B-N may be “standard virtual machines” that do not comprise a separate CMS 220A or other cache-specific modules, components, and/or configuration (other than cache functionality provided as part of a standardized virtual machine and/or guest operating system of the virtual machine 208A-N). The system 102 may further comprise one or more virtual machines comprising a respective CMS 220A as in FIG. 1B, such as virtual machine 208A. The cache storage module 213 may be configured to provide caching services to the standard virtual machines 208B-N as well as the virtual machine 208A.

[0093] The cache storage module 213 may comprise a cache virtualization module 233 configured to interface with (and/or expose caching services to) virtual machine 208A by use of the cache interface module 223, which may comprise representing cache resources as a VLUN disk 235A within the virtual machine 208A, monitoring I/O requests of the virtual machine 208A by use of the I/O driver 218A and/or filter 219A, and selectively servicing the monitored I/O requests by use of the cache storage module 213 (via the communication link 124). The standard virtual machines 208B-N may access cache services differently. In some embodiments, I/O requests of the virtual machines 208B-N are handled within a storage stack 211. The storage stack 211 may comprise an I/O framework of the host 202 and/or virtualization kernel 210. The storage stack 211 may define a storage architecture in which storage services, such as file system drivers, volume drivers, disk drivers, and the like, are deployed. Storage services may be configured to interoperate by issuing and/or consuming I/O requests within various layers of the I/O stack 211. The cache interface module 223 may comprise an I/O driver 218X and/or filter driver 219X configured to monitor I/O requests of the virtual machines 208B-N in the storage stack 211. Selected I/O requests of the virtual machines 208B-N may be serviced using the cache storage module 213.

[0094] The cache virtualization module 233 may comprise a CMS 220X operating within the host 202 and/or virtualization kernel 210. The I/O driver 218X and/or filter driver 219X may be configured to direct I/O requests of the virtual machines 208B-N to the CMS 220X, which may selectively service the I/O requests, as disclosed herein. The CMS 220X may be configured to maintain cache metadata for the virtual machines 208B-N, including, inter alia, cache tags 221B-N. In some embodiments, the CMS 220X maintains the cache tags 221B-N in a single data structure. Alternatively, the cache tags 221B-N may be maintained separately and/or may be managed by separate instances of the CMS 220X.

[0095] As disclosed above, the cache provisioner 214 may be configured to provision cache storage resources to the virtual machines 208A-N. The cache provisions 214 may be configured to dynamically re-provision and/or reallocate cache resources in accordance with user preferences, configuration, and/or I/O requirements of the virtual machines 208A-N. The virtual machines 208A-N may have different I/O requirements, which may change over time due to, inter alia, changes in operating conditions, usage characteristics and/or patterns, application behavior, and the like. The cache resources available to the virtual machines 208A-N may vary as well due to, inter alia, virtual machines 208A-N being migrated to and/or from the host 202, virtual machines 208A-N coming on-line, virtual machines 208A-N becoming
inactive (e.g., shut down, suspended, etc.), or the like. The cache provisioner 214 may, therefore, be configured to adjust the allocation of cache resources in response to I/O requirements of particular virtual machines 208A-N and/or the I/O characteristics and/or I/O load on the host 202 (due to other virtual machines 208 A-N, other processes and/or services running on the host 202, and so on).

[0096] As disclosed above, in some embodiments, the CMS 220A-N and/or cache storage module 213 may be configured to operate in a cache logging mode. In a cache logging mode, cache write operations may comprise writing data to the cache 216 and logging the write operation on a persistent cache log 320. The cache storage module 213 may be configured to acknowledge completion of the cache write operation (and corresponding I/O request) in response to storing a record of the write operation within the log 320. FIG. 4A depicts one embodiment of a cache log module 313 configured to store a log 320 of cache storage operations on a non-volatile storage device 316. The cache log module 313 of FIG. 4A may be implemented in conjunction with any of systems 100, 101, and/or 102 disclosed above in conjunction with FIGS. 1A-1C.

[0097] The cache log module 313 may be configured to generate the log 320 of cache storage operations on a persistent, non-volatile storage device 316, such as a hard disk, solid-state storage device, or the like. The log 320 may comprise a record of an ordered sequence of storage operations performed on the cache 216. In some embodiments, the cache log module 313 is configured to generate a log 320 comprising a plurality of log entries 322 wherein each log entry 322 corresponds to one or more write operation(s) performed on the cache 216. Each entry 322 in the log 320 may comprise one or more data segments 324 and log metadata entries 325. The data segment 324 may comprise the data that was written into the cache 216 in the corresponding write operation. The log metadata 325 may comprise metadata pertaining to the cache storage operation, which may include, but is not limited to: an identifier of the data (e.g., logical identifier, logical address, block address, etc.), an identifier of the primary storage system 212 associated with the data, an address within the primary storage system 212 associated with the data, an identifier of the storage client 104 associated with the cache write operation, and so on. In some embodiments, the log metadata 325 may further comprise a virtual machine identifier, virtual machine disk identifier, and/or the like configured to identify the virtual machine 208A-N associated with the cache write operation. In some embodiments, and as disclosed in further detail below, the log metadata 325 may be further configured to reference a log segment, period, and/or interval associated with the entry 322. In some embodiments, an entry 322 may comprise data segments 324 and/or log metadata entries 325 corresponding to each of a plurality of cache write operations.

[0098] The cache log module 313 may be configured to store the log 320 sequentially within a physical address space 416 of the non-volatile storage device 316. As used herein, the “physical address space” refers to a set of addressable storage locations within the non-volatile storage device 316. The physical address space 416 may comprise a series of sector addresses, cylinder-head-sector (CHS) addresses, page addresses, or the like. In the FIG. 4A embodiment, the physical address space of the non-volatile storage device 316 ranges from a first physical storage location 417A (e.g., physical address 0) to a last physical storage location 417X (e.g., physical address X).

[0099] The cache log module 313 may be configured to record cache entries 322 at sequential storage locations within the physical address space 416 of the non-volatile storage device 316. The sequential order of cache entries 322 within the physical address space 416 may correspond to the temporal order in which the corresponding cache storage operations represented by the entries 322 were received and/or performed. The sequential order of the cache entries 322 within the log 320 may, therefore, be independent of data identifier(s) and/or addressing information of the corresponding cache write operations. As such, logging cache storage operations sequentially within the log 320 may comprise converting “random” write operations (write operations pertaining to random, arbitrary physical addresses of the primary storage system 212) into a series of sequential write operations.

[0100] In some embodiments, the cache log module 313 is configured to sequentially append log entries 322 to the log 320 at a current append point 428 within the physical address space 416. After appending an entry 322 to the log 320, the append point 428 may be incremented to the next sequential physical address, and so on. The cache log module 313 may manage the physical address space 416 as a cycle; after appending an entry 322 at the last physical storage location X 417X, the append point 428 may reset back to the first physical storage location 0 417A. In the FIG. 4A embodiment comprising physical addresses 417A through 417X, for example, a first cache entry 322A[0] corresponding to a first cache storage operation may be written to physical address 0 417A, a second cache entry 322A[1] corresponding to the next cache storage operation may be written to physical address 1 417B, and so on. After writing to the last physical address X 417X, the cache log module 313 may resume writing cache log entries 322 back at physical storage address 0 417A.

[0101] The non-volatile storage device 316 may be capable of much higher write speeds for sequential operations as compared to write operations that are randomly distributed within the physical address space of the device 316. Therefore, storing log entries 322 sequentially within the physical address space 416 may allow the cache log 313 to perform write operations much more efficiently than random write operations performed in inter alia, write-through and/or write-back cache modes. In some embodiments, for example, the non-volatile storage device 316 may comprise a hard disk capable of sequential writes at 200 MB/second or more. In other embodiments, the cache log module 313 may be configured to store log information on a solid-state storage device capable of sequential writes at 500 MB/second or more. Random write speeds for these types of storage devices may be significantly lower.

[0102] The cache log module 313 may comprise a synchronization module 317 configured to synchronize the cache to the primary storage system 212. As used herein, synchronizing refers to updating the primary storage system 212 in accordance with the cache storage operations represented in the log 320 (e.g., transferring “dirty” cache data from the cache 216 to the primary storage system 212 and/or other backing store). The synchronization module 317 may be configured to synchronize portions of the log 302 to the primary storage system 212, which may comprise “applying” or
“committing” portions of the log 320 by, inter alia, implement ing the cache write operations represented by the cache entries 322 on the primary storage system 212.

[0103] The sequential format of the log 320 disclosed above may be highly efficient for write operations, but may exhibit poor read performance due to, inter alia, overhead involved in identifying the storage location of particular cache entries 322 in the log 320, and so on. Therefore, in some embodiments, committing the log 320 may comprise accessing cache data from the cache 216 rather than the cache log 320. In some embodiments, committing the log 320 may comprise: a) accessing, within the cache 216, data corresponding to cache write operations recorded in the log 320, and b) writing to the data to the primary storage system 212 (and/or other backing stores). As discussed above, cache tags 221 may be correlated to the log 320 by use of respective cache tag indicators 424. In some embodiments, the cache tag indicators 424 may indicate whether the corresponding cache data is “dirty.” As used herein, “dirty” data refers to data that has been written and/or modified within the cache, but has not been written to the corresponding backing store (e.g., primary storage system 212); “clean” cache data refers to cache data that has been written to the backing store. Accordingly, accessing data corresponding to the cache write operations recorded in the log 320 may comprise accessing data associated with dirty cache tags 221 and writing the accessed data to the primary storage system 212. Committing the log 320 may further comprise updating the cache tags 221 to indicate that the data has been committed to the primary storage system 212 (e.g., set the cache tag indicator(s) 424 to clean) and/or updating the log 320 to indicate that the entries 322 therein have been committed.

[0104] As illustrated in FIG. 4A, in some embodiments, the cache log module 313 may be configured to partition and/or divide the log 320 into two or more log segments 326A-N. As disclosed herein, partitioning the log 320 may enable the cache log module 313 to implement finely-grained synchronization and/or data recovery operations. Each of the log segments 326A-N may comprise a respective set of one or more log entries 322. The log segments 326A-N may be configured to represent different, respective log intervals, periods, or the like within the log 320. In the FIG. 4A embodiment, the log segments 326A-N may be ordered from the current log segment 326A (a most recent log segment 326A) to the oldest log segment 326N. The cache log module 313 may be configured to append entries 322 at the head of the current log segment 326A (at append point 428), as disclosed above. In some embodiments, the log segments 326A-N are a pre-determined fixed size. Alternatively, the log segments 326A-N may vary in length. In some embodiments, for example, the log segments 326A-N may correspond to respective time intervals, and may be sized in accordance with the cache storage operations performed during the respective time intervals.

[0105] The cache log module 313 may be configured to associate each log segment 326A-N with respective log segment metadata 327A-N. The log segment metadata 327A-N may include a segment identifier 329A-N, which may determine an order of the log segments 326A-N. The segment identifiers 329A-N may comprise any suitable identifying information including, but not limited to: a timestamp, a sequence number, a logical clock value, a larnport clock value, a beacon value, or the like. The log segment metadata 327A-N may further include, but is not limited to: a synchronization indicator configured to indicate whether the log segment 326A-N has been committed, a discardability indicator configured to indicate whether the log segment 326A-N needs to be retained on the non-volatile storage device 316, and so on. As disclosed in further detail herein, after committing a log segment 326A-N, the log segment 326A-N may be marked as committed and/or discardable, which may allow the cache log module 313 to reuse the storage resource occupied by the log segment 326A-N on the non-volatile storage device 316. In some embodiments, the log segment metadata 327A-N is stored on the non-volatile storage device 316 (as a header to a log segment 326A-N).

[0106] As disclosed above, an operation to write data into the cache may comprise: a) writing the data to the cache 216, and b) appending a log entry 322 corresponding to the cache write operation to the log 320. The cache write operation (and corresponding I/O request) may be accomplished as complete in response appending the log entry 322. As discussed above, the data written into the cache 216 may be associated with cache metadata, such as respective cache tags 221. The cache tags 221 may include, inter alia, an identifier 420 of the data, such as a logical identifier, a logical address, a data identifier, a storage I/O address, the address of the data on a backing store (e.g., primary storage system 212), a storage location 422 of the data within the cache 216, and the like. The cache tags 221 may further include log indicators 424 configured to map the cache tags 221 to respective log segments 326A-N. The log indicator 424 may identify the log segment 326A-N comprising the entry 322 that corresponds to the cache write operation in which the data of the cache tag 221 was written to the cache 216. The log indicator 424 of a cache tag 221 may be updated when data of the cache tag is written to cache 216. The CMS 220 may be configured to determine the current segment identifier 329A-N, and to set the log indicator field 424 accordingly. Alternatively, or in addition, the cache log module 313 may be configured to publish the current segment identifier 329A-N to the CMS 220, which may apply the published segment identifier 329A-N in response to writing and/or updating data of the cache tags 221. As illustrated in FIG. 4A, the cache tag 221[0] indicates that the entry log 322 corresponding to the cache write operation of data ID[0] 420 to cache location 422 CA[0] is in log segment 326B. Cache tag 221[1] is mapped to log segment 326N, cache tag 221[2] is mapped to log segment 326A, and so on (cache tag 221[X] is mapped to log segment 326(X)).

[0107] As disclosed above in conjunction with FIGS. 1B and 1C, the cache log module 313 may be configured to log cache operations for a plurality of virtual machines 208A-N, which may request cache write operations asynchronously and/or at different, variable rates. As such, the log indicator 329A-N published and/or provided to a first virtual machine 208A may change before the corresponding write operation is performed (e.g., due to one or more intervening cache write operations performed by the other virtual machines 208B-N); in response, the cache log module 313 may be configured to indicate the new log indicator 329A-N to the CMS 220A of the virtual machine 208A, which may update the corresponding cache tag 221A accordingly.

[0108] The cache log module 313 may be configured to commit portions of the log 320 to the primary storage system 212 (and/or other backing stores). Committing a portion of the log 320 may comprise committing one or more log segments 326A-N and, as disclosed above, committing a log segment may comprise updating the primary storage system
in accordance with the write operations recorded within entries 322 of the one or more log segments 326A-N.

[0109] FIG. 4B depicts another embodiment of a system 401 for cache logging. The FIG. 4B embodiment illustrates a synchronization operation in additional detail. The synchronization module 317 may be configured to commit portions of the log 320 (e.g., log segments 326A-N) in response to particular operating conditions, states, and/or triggering events, which may include, but are not limited to: filling a threshold amount of the capacity of the cache log 320 and/or non-volatile storage device 316, filling a log segment 326A-N, incrementing the current log segment, a synchronization request (issued by a storage client 104, virtual machine 208A-N, cache storage module 213, CMS 220, user, application, or other entity), a time threshold, resource availability (e.g., low load conditions at the computing device 102, host 202, virtualization kernel 210, primary storage system 212, network 105, and/or the like), or the like. In some embodiments, the synchronization module 317 comprises a synchronization policy module 337 configured to monitor the cache storage module 213 (and/or other modules and/or devices disclosed herein) and to initiate synchronization operations based on one or more of the conditions and/or triggering events disclosed herein.

[0110] In the FIG. 4B embodiment, the cache log module 313 is configured to commit log segment 326B. The synchronization operation depicted in FIG. 4B may be initiated by the synchronization policy module 337 in response to filling the log segment 326B, rolling over to log segment 326A, or the like. In FIG. 4B, other portions of the log 320 are omitted to avoid obscuring the details of the depicted embodiment.

[0111] As disclosed above, in some embodiments, storage clients 104 may repeatedly write data to the same addresses and/or identifiers. For example, a storage client 104 may repeatedly update certain portions of a file and/or database table. In the FIG. 4B embodiment, the log segment 326B includes entries 432A-N corresponding to cache write operations associated with the same data identifier ID[0]. The log segment 326B may further comprise multiple cache write operations associated with data identifier ID[X]. Other cache write operations pertaining to other data identifiers are omitted from FIG. 4B to avoid obscuring the details of the depicted embodiment.

[0112] The synchronization module 317 may be configured to combine multiple, redundant write operations to the same data identifier into a single write to the primary storage 412. In some embodiments, the synchronization operation comprises accessing data associated with the log indicator 329B of the log segment to be committed from the cache 216. In the FIG. 4B embodiment, this may comprise issuing one or more requests for data associated with the log identifier 329B. The requests may be issued to the CMS 220 operating within the bare metal operating environment 103 (as depicted in FIG. 1A), to a plurality of CMS 220A-N operating within respective virtual machines 208A-N (as depicted in FIGS. 1B and 1C), and/or to one or more CMS 220X operating within the virtualization kernel 210 as depicted in FIG. 1C. For clarity, the description of FIG. 4B proceeds with reference to a single CMS 220.

[0113] The CMS 220 may identify data associated with the log indicator 329A in reference to log indicators 424 of the cache tags 221 (e.g., by use of the of the log association module 245). In some embodiments, the cache tags 221 may be indexed by their respective log indicators 424. In some embodiments, the CMS 220 may comprise a separate log indicator index data structure 421 configured to provide efficient mappings between log indicators and corresponding cache tags 221. The log indicator index 421 may comprise a hash table, tree, or similar data structure. In some embodiments, the log indicator index 421 may comprise indirect references to the cache tags 221 (e.g., links, pointers, or the like) such that the contiguous memory layout of the cache tags 221 can be preserved.

[0114] As disclosed above, in the FIG. 4B embodiment, the synchronization module 317 is configured to commit log segment 326B, which may comprise requesting data associated with the log sequence indicator 329B. In response to the request, the CMS 220 may identify the cache tags 221 associated with the log indicator 329B, as disclosed above. The cache tags 221 corresponding to log segment 326B include cache tag 221[0] and cache tag 221[X]. As illustrated in FIG. 4B, the cache tag 221[0] corresponds to the most up-to-date version of data ID[0] and the cache tag 221[X] corresponds to the most up-to-date version of data ID[X] within the log segment 328B. Previous versions of data ID[0] corresponding to entries 432B-N and data ID[X] corresponding to entries 434B-N are ignored. Accordingly, the mapping layer between the cache tags 221 and the log 320 enables the synchronization module 317 to efficiently aggregate the sets of multiple write operations 326A-N and 324A-N into a single write per cache tag 221[0] and 221[X].

[0115] The CMS 220 may be configured to read the corresponding data from the cache 216 (as if performing a read operation), and to provide the data to the synchronization module 317 (e.g., read the data at CA[0] and CA[X] respectively). Alternatively, the CMS 220 may be configured to provide the synchronization module 317 with the cache address of the identified cache tags 221 and the synchronization module 317 may perform the read operation(s) directly on the cache 216. The CMS 220 may be further configured to provide the synchronization module 317 with data identifier(s) of the identified cache tags 221, which may include a disk identifier and/or disk address of the data on a backing store, such as the primary storage system 212. The synchronization module 317 may use the data accessed from CA[0] and CA[X] (and the corresponding disk identifier and addressing information) obtained from the corresponding cache tags 221[0] and 221[X] to update 417 the primary storage 212. The update 417 may comprise issuing one or more storage requests to the primary storage system 212 (or a corresponding backing store) to write the data CA[0] and CA[X] at the appropriate address(es). As illustrated in FIG. 4B, the update 417 operation may comprise single, respective write operations for the sets of multiple cache write entries associated with data ID[0] and data ID[X] in log segment 326B.

[0116] The synchronization module 317 may be further configured to mark the primary storage system 212 (and/or other backing stores) with persistent metadata 449. The persistent metadata 449 may be stored at one or more pre-determined storage locations within the primary storage system 212 (and/or other backing stores). The persistent metadata 449 may comprise a log indicator 329B that corresponds to the most recent cache log synchronization operation performed thereby. As illustrated in FIG. 4B, before the update 417, the persistent metadata 449 may comprise a log indicator 329B, which may indicate that the persistent storage system 212 is up-to-date as of the log segment 326N, but that the more recent operations of log segment 326B have not yet been
committed. Upon completing the update 417, the synchronization module 317 may be configured to mark 429 the primary storage system 212 (and/or other backing stores) with the log indicator 329B, to indicate, inter alia, that the primary storage system 212 is up-to-date with respect to the cache write operations in the log segment 326B. Alternatively, or in addition, the synchronization module 317 may be configured to maintain synchronization metadata 459 within another non-volatile storage device, such as the non-volatile storage device 316. The synchronization metadata 459 may comprise a table, or other data structure, indicating the synchronization status of one or more backing stores (e.g., the primary storage system 212). Upon completing the update 417, the synchronization module 317 may update the synchronization metadata 459 to indicate that the primary storage system 212 (and/or other backing stores) are up-to-date with respect to the cache write operations in the log segment 326B.

[0117] The synchronization module 317 may be further configured to reclaim the log segment 326B after committing the log segment 326B to the primary storage system 212 (and/or other backing stores). Reclaiming the log segment 326B may comprise indicating that the contents of the log segment 326B no longer need to be retained within the log 320 and/or on the non-volatile storage device 316. In some embodiments, reclaiming the log segment 326B comprises updating metadata 3273 of the log segment 326B to indicate that the log segment can be erased, overwritten, deallocated, or the like. Alternatively, or in addition, reclaiming the log segment 326B may comprise erasing the contents of the log segment 326B, deallocating the log segment 326B, and/or allowing the log segment 326B to be overwritten. In embodiments comprising a solid-state storage device 316 to store the log 320, reclaiming the log segment 326B may comprise issuing one or more TRIM hints, messages, and/or commands indicating that the log segment 326B no longer needs to be retained.

[0118] In some embodiments, the cache log 313 may be configured to preserve cache data until the data is committed to the primary storage system. For example, before the contents of the log segment 326B are committed the cache storage module 213 may receive a request to write data ID[0] (in a next log segment 326A). Performing the requested operation may comprise overwriting the data ID[0] in the cache 216 (and the cache tag 221[0]), such that the data ID[0] of entry 432A would differ from the data read from the cache 216. In some embodiments, the synchronization module 317 is configured to prevent such hazards by committing log segments 326A-N atomically, as the log segments 326A-N increment; the cache storage module 213 may be configured to block and/or still incoming cache write requests while the synchronization module 317 commits the log segment 326B. In addition, the synchronization policy module 337 may be configured to schedule a synchronization operation when the current log segment 326B is filled and/or is to be incremented to a next log segment 326A.

[0119] In other embodiments, the cache log module 313 may be configured to allow the log 320 to include multiple, uncommitted log segments 326A-N, and may perform synchronization operations while other cache write operations continue. The cache storage module 213 may avoid hazard conditions by marking uncommitted cache tags 221 and the corresponding cache data as copy-on-write. As used herein, an “uncommitted” cache tag 221 refers to a cache tag 221 corresponding to data that has not been committed to the primary storage system 221. Cache operations that would overwrite a copy-on-write cache tag 221 may comprise allocating a new cache tag 221, and performing the write operation, while maintaining the original, uncommitted cache tag 221 and corresponding data in the cache 216. After the cache tag 221 is committed, it may be removed (along with the corresponding data in the cache 216).

[0120] The cache log module 313 may further comprise a recovery module 319. The recovery module 319 may be configured to perform one or more recovery operations in response to detecting a failure condition. As used herein, a failure condition may include, but is not limited to: loss of data in the cache 216, loss of cache metadata by the CMS 220 (e.g., cache tags 221) and/or virtual machines 208A-N, data corruption (e.g., uncorrectable errors), and the like. A failure condition may occur for any number of reasons including, but not limited to: a hardware fault, a software fault, power interruption, storage media failure, storage controller failure, media wear, poor operating conditions, an invalid shutdown, an invalid reboot, or the like. The recovery module 319 may comprise a recovery policy module 339 configured to detect such failure conditions, and in response, to initiate recovery operations by the recovery module 317. Accordingly, the recovery policy module 339 may be configured to monitor operating conditions of the cache storage module 213, cache 216, computing device 102, host 202, virtual machines 208A-N, virtualization kernel 210, and the like.

[0121] The recovery module 319 may be configured to synchronize the primary storage system 212 to the contents of the log 320, which may comprise: a) determining a synchronization state of the primary storage system 212 and/or identifying the set of log entries 322 that have not been committed to the primary storage system 322, and b) applying the log 320 to the primary storage system 212 in accordance with the determined synchronization state (e.g., committing the write operations corresponding to the identified entries 322). Determining the synchronization state may comprise determining the last log segment 326A-N that was committed to the primary storage system 212 (if any). The last log segment 326A-N committed to the primary storage system 212 may be determined by reference to, inter alia, the synchronization metadata 459 stored on the non-volatile storage device 316 (or other persistent storage) and/or the persistent metadata 449 stored on the primary storage system 212 itself. The recovery module 319 may be configured to commit the contents of the log in accordance with the determined synchronization state (e.g., starting from the last log segment 326A-N known to have been committed to the primary storage system 212 and continuing through the end of the log 320). The recovery operation may further comprise clearing the log 320 (removing and/or invalidating the contents of the log 320), and resuming cache logging operations, as disclosed herein.

[0122] FIG. 4C depicts another embodiment of a system 402 for cache persistence. A failure condition may occur, resulting in loss of the contents of the cache 216 and/or cache metadata (e.g., cache tags 221). The failure condition may occur after appending entry 430 to the log 320. The cache policy module may detect the failure condition and may initiate a recovery operation by the recovery module 319, as disclosed above.

[0123] The recovery module 319 may be configured to determine the synchronization state of the primary storage system 212 using, inter alia, persistent metadata 449 stored on the primary storage system 212 and/or synchronization meta-
As illustrated in FIG. 4C, the primary storage system 212 may be up-to-date as of log segment 326N (per the log indication 329N in the persistent metadata 449 and synchronization metadata 459).

The recovery module 319 may, therefore, begin committing the contents of the log 320 immediately following the end of the log segment 326N. In the FIG. 4C embodiment, the starting point for the recovery operation is the log entry 432N. In some embodiments, the recovery module 319 is configured to traverse the log 320 from the starting point 432N to the end of the log 320 (log entry 430). The end of the log 320 may be identified using the log indicators 329A-N. As disclosed above, and referring to FIG. 4A, the cache log module 313 may be configured to store log entries 322 sequentially within the physical address space 416 of the non-volatile storage device 316, which may comprise a wrapping from an end of the physical address space 417X to the beginning of the physical address space 417A. The recovery module 319 may be configured to traverse the sequence of log entries in the physical address space 416, including wrapping between ends 417X and 417A. Referring back to FIG. 4C, the recovery module 319 may identify the end of the log 320 in response to accessing an invalid log segment comprising a non-incrementing log indicator and/or in response to accessing an entry 322 that comprises invalid metadata 325. The last entry 430 in the log 320 may reference log segment 326A. The following entry 431 (if any) may comprise invalid data, may reference an invalid log segment, and/or comprise an invalid log indicator. The recovery module 319 may, therefore, identify the end of the log 320 in response to accessing the entry 431 and/or failing to find valid entries 322 beyond entry 430.

In some embodiments, the recovery module 319 is configured to commit each log entry 322 accessed while traversing from the last committed log segment (segment 326N or log entry 432N) to the end of the log 320 (entry 430). Committing a log entry 322 may comprise reading the log metadata 325 to determine, inter alia, the backing store associated with the log entry 322 (e.g., primary storage system 212), an address and/or identifier of the data, and writing the data segment 324 of the log entry 322 to the identified backing store and/or address. Committing the log entries from 432N to 430 may comprise replaying the sequence of cache write operations recorded in the log 320. In the FIG. 4C embodiment, replaying the sequence of cache write operations recorded in the end of log segment 326N may include, inter alia, writing: the data segment 324 ID[1] of entry 432N; the data segment 324 ID[0] of entry 434N; the data segment 324 ID[X] of entry 434B; the data segment 324 ID[0] of entry 432B; the data segment ID[X] of entry 434N; the data segment ID[0] of entry 432A, and the data segment ID[2] of entry 430. After committing the write operations 467, the recovery module 319 may clear the log 320 and resume normal operations. Clearing the log 320 may comprise invalidating, reclaiming, and/or erasing the log 320, as disclosed above.

As illustrated above, sequentially committing the write operations in the log 320 may comprise performing multiple, redundant write operations 467; data segments for ID[0] and ID[X] may be written three times each, when only single write operations for each is required to update the primary storage system 212 with the current version of data ID[0] and ID[X] (e.g., only entries 432A and 434A have to be applied). In some embodiments, the recovery module 319 may be configured to buffer write operations in a write queue while the recovery module 319 is configured to defer the write operations until the traversal is complete. During the traversal, the recovery module 319 may access the entries 322 and queue corresponding write operations in a write buffer 349. The recovery module may remove queued write operations that would be made redundant and/or obviated by entries 322 encountered later in the log 320 (e.g., later entries that pertain to the same data identifier and/or address). After the traversal is complete, the recovery module 320 may implement the remaining write operations in the write buffer 349, such that the write operations 467 to the primary storage system 212 do not include multiple, redundant writes.

As indicated in FIG. 4C, after the failure condition, the cache metadata (cache tags 221) and cache 216 may be lost (e.g., null or empty). The contents of the log 320 may represent at least a portion of the working set of the cache (the portions pertaining to recent cache write operations). Referring to FIG. 4D, in some embodiments, the recovery module 339 may be configured to warm the cache while performing recovery operations, which may comprise: a) traversing the log 320 as disclosed above, b) admitting entries 322 encountered during the traversal into the cache, and c) committing the contents of the cache to the primary storage system 216 (or other backing store). Admitting an entry 322 into the cache may comprise configuring the CMS to allocate a cache tag 221 for the write operation of the entry 322, populating the allocated cache tag 221 with log metadata 325 of the entry 322, such as the data identifier, backing store, storage address, and so on, and storing the data segment 324 of the entry in the cache 216. In some embodiments, the recovery module 319 may be configured to admit 477 entries 322 into the cache as the entries 322 are traversed. As illustrated in FIG. 4D, performing admission operations while traversing the log 320 may result in multiple, redundant cache write operations. The overhead of these redundant operations, however, may be significantly less than the overhead of the redundant write operations to the primary storage system 212 as in FIG. 4C. In some embodiments, the recovery module 319 may be configured to defer the cache admission operations 477 until the traversal is complete. While traversing the log 320, the recovery module 319 may queue the cache admission operations in the write buffer 349, which, as disclosed above, may comprise removing cache admission operations made redundant by entries 322 later in the log 320. After the traversal is complete, the recovery module 319 may perform the remaining cache admission operations in the write buffer 349. As illustrated in FIG. 4D, warming the cache may comprise initializing the CMS 220 and cache 216 with, at least a portion, of the cache state lost in the failure condition.

After performing the cache admission operations 477, the recovery module may commit the contents of the cache 216 to the primary storage system 212 (and/or other backing stores). Committing the contents of the cache 216 may comprise requesting, from the CMS 220, cache data of all of the cache tags 221 (as opposed to only the tags associated with one or more log segments 326A-N). Since data is committed 479 using the CMS 220 (and cache tags 221), the commit operations 479 may not include redundant write operations.

After committing the contents of the cache 216 to the primary storage system 212, the recovery module may be configured to clear the log 320, clear the persistent metadata 449 of the primary storage system (e.g., clear the log indicator), and/or clear the synchronization metadata 459, as disc-
closed above. The CMS 220 and cache storage module 213 may then resume normal logged cache operations, as disclosed herein.

[0130] The embodiments disclosed in conjunction with FIGS. 4A-4D may be implemented in the bare metal operating environment 103 of FIG. 1A and/or virtualized computing environments of FIGS. 1B and 1C. FIG. 5 is a block diagram of one embodiment of a system 500 persistent cache logging. The system 500 comprises a virtual computing environment that includes multiple hosts 202A-N, each of which may comprise a respective virtualization kernel 210 supporting one or more virtual machines 208 (as disclosed above in conjunction with FIG. 1B). One or more of the hosts 202A-N may further comprise a respective cache storage module 213A-N, cache virtualization module 233 (not shown), comprising a cache provisioning module 214 and cache 216. Although FIG. 5 depicts three host systems 202A-N, the disclosure is not limited in this regard and could include any number of hosts 202A-N.

[0131] Each virtual machine 208 may be assigned a respective VMID. The VMID may be assigned when the virtual machine 208 is instantiated on a host 202A-N (e.g., during an initialization and/or handshake protocol). The VMID may comprise a process identifier, thread identifier, or any other suitable identifier. In some embodiments, the VMID may uniquely identify the virtual machine 208 on a particular host 202A-N and/or within a group of hosts 202A-N. The VMID may comprise an identifier assigned by the virtualization kernel 210, hypervisor, host 202A-N, VMDBX disk (VLUN disk 235A-N of FIGS. 1B and 1C), or the like.

[0132] In some embodiments, one or more of the virtual machines 208A-N may be capable of being relocated and/or transferred between the hosts 202A-N. For example, a virtual machine 208X may be migrated from the host 202A to the host 202B. The cache storage module 213 and/or cache virtualization module 233 may be configured to migrate the cache state of the virtual machine 208X between hosts (e.g., from the host 202A to the host 202B). Migrating the cache state of the virtual machine 208X may comprise migrating cache metadata (e.g., cache tags 221X[A]) to the host 202B, migrating data of the virtual machine 208X that has been admitted into the cache 216A on the host 202A (cache data 224X[A]), and the like. Transferring the virtual machine 208X from host 202A to host 202B may comprise retaining the cache state of the virtual machine 208X in response to the virtual machine 208X being transferred from the host 202A and/or transferring portions of the cache state to the destination host 202B. Retaining and/or transferring the cache state of the virtual machine 208X may comprise retaining and/or transferring cache metadata (cache tags 221X[A]) and/or cache data 224X[A] of the virtual machine 208X.

[0133] In the FIG. 5 embodiment, the virtual machine 208X comprises a CMS 220X which, as disclosed herein, may be configured to selectively service I/O operations of the virtual machine 208X by use of the cache storage module 213A of the host 202A and/or in accordance with cache resources dynamically allocated to the virtual machine 208X (e.g., cache storage 224X[A]). The CMS 220X may comprise an I/O driver and/or filter 218X, which may be configured to monitor I/O operations within the virtual machine 208X and/or provide a communication link (not shown) between the CMS 220X and the cache storage module 213A (via the cache virtualization module, not shown). The CMS 220X may be configured to maintain cache metadata (including the cache tags 221X[A]) in accordance with the cache resources allocated to the virtual machine 208X by the cache provisioner module 214A. As depicted in FIG. 5, the cache tags 221X[A] may be maintained within the virtual machine 208X (e.g., within the local memory space of the virtual machine 208X).

[0134] The cache tags 221X[A] may correspond to cache data 224X[A] stored in physical storage locations of the cache 216X (e.g., cache chunks 302 and/or pages 304). The cache data 224X[A] may be associated with identifiers of the cache tags 221X[A] and/or the VMID of the virtual machine 208X by a map module 217, as disclosed above. Transferring the virtual machine 208X to host 202B may comprise transferring a current operating state of the virtual machine 208X, including a current memory image or state of the virtual machine 208X (e.g., stack, heap, virtual memory contents, and so on). Accordingly, in the FIG. 5 embodiment, the cache tags 221X[A] may be automatically transferred to the host 202B with the virtual machine 208X (denoted 221X[B] on host 202B). Transferring the cache tags 221X[A] to host 202B may comprise incorporating the cache tags 221X[B] in accordance with cache resources allocated to the virtual machine 208X on the host 202B, which may comprise adding and/or removing portions of the cache tags 221X[B] on the host 202B, as disclosed above.

[0135] As disclosed above, transferring the cache state of the virtual machine 208X may further comprise transferring the cache data 224X[A] to which the cache tags 221X[B] refer. Transferring the cache data 224X[A] may comprise retaining the cache data 224X[A] on the host 202A in response to the virtual machine 208X being transferred there-from; requesting portions of the retained cache data 224X[A] from the host 202A; and/or transferring portions of the cache data 224X[A] between the hosts 202A and 202B. In some embodiments, the cache storage module 213A may comprise a retention module 528A, which may be configured to retain cache data 224X[A] of the virtual machine 208X after the virtual machine 208X is transferred from the host 202A. The cache data 224X[A] may be retained for a retention period and/or until the cache storage module 213A determines that the retained cache data 224X[A] is no longer needed. The retention module 528A may determine whether to retain the cache data 224X[A] (and/or determine the cache data retention period) based upon various retention policy considerations, including, but not limited to, availability of cache 216A, availability of cache 216B, relative importance of the retained cache data 224X[A] (as compared to cache requirements of other virtual machines 208), whether the cache data 224X[A] is available in the primary storage system 12 (or other backing store), a cache mode and/or persistence level of the cache data 224X[A], and so on.

[0136] The cache storage module 213B may comprise a cache transfer module 530B, which may be configured to access cache data 224X[A] of the virtual machine 208X at the previous host 202A. The cache transfer module 530B may be configured to identify the previous host 202A by use of the VMID (e.g., accessing a previous host identifier maintained by the virtual machine 208X), by interrogating the virtual machine 208X, querying the virtualization kernel 210B (or other entity), or the like. The cache transfer module 530B may use the host identifier and/or host addressing information request portions of the retained cache data 224X[A] from the host 202A via the network 105. In some embodiments, the cache transfer module 530B is configured to determine and/or
derive a network address and/or network identifier (network name or reference) of the host 202A from the host identifier.

The cache storage module 213A may comprise a cache transfer module 530A that is configured to selectively provide access to retained cache data 224X[A] of the virtual machine 208X. In some embodiments, the cache transfer module 530A is configured to secure the retained cache data 224X[A]. For example, the cache transfer module 530A may be configured to verify that the requesting entity (e.g., the cache storage module 213B) is authorized to access the retained cache data 224X[A], which may comprise verifying that the virtual machine 208X has been deployed on the host 202B and/or verifying that requests for the retained cache data 224X[A] are authorized by the virtual machine 208X (or other authorizing entity). For example, the cache transfer module 530A may request a credential associated with the transferred virtual machine 208X, such as the VMDK, or the like. Alternatively, or in addition, the cache transfer module 530A may implement a cryptographic verification, which may comprise verifying a signature generated by the transferred virtual machine 208X, or the like. The cache data 224X[A] may be transferred between the hosts 202A and 202B using various mechanisms, including, but not limited to: push transfers, demand paging transfers, prefetch transfers, bulk transfers, or the like. The cache storage module 531B at host 202B may be configured to selectively admit cache data 224X[A] transferred to the host 202B from host 202A to the cache 224X[B]. The cache storage module 531B may be further configured to populate the cache data 224X[B] from other sources, such as the primary storage system 212, other hosts 202N, or the like. The cache storage module 531B may be configured to associate the cache data 224X[B] with the identifiers of the retained cache tags 221X[B]. Such that the references in the retained cache tags 221X[B] remain valid per the mappings implemented by the map module 217. Further embodiments of systems and methods for transferring cache state are disclosed in U.S. patent application Ser. No. 13/687,979, entitled “Systems, Methods and Apparatus for Cache Transfers,” filed Nov. 28, 2012, and is hereby incorporated by reference.

The cache storage module 213A may comprise a cache log module 313B configured to log cache storage operations performed by the virtual machine 208X (and/or other virtual machines on the host 202A) within a persistent log 320A. Transferring the virtual machine 208X from the host 202A to host 202B may comprise transferring and/or managing the contents of the log 320A.

In some embodiments, the log 320A and the log 320B may be synchronized; the log 320B may comprise a logical or physical standby and/or clone of the log 320A (or vice versa). The cache log module 313A may be configured to log cache storage operations within both logs 320A and 320B (through and/or by use of the cache log module 313B); the cache storage module 213A may acknowledge completion of a write operation (and corresponding I/O request) in response to logging the write operation in both logs 320A and 320B. Alternatively, or in addition, the cache log module 313A may be configured to log cache write operations within a shared log 320X. The shared log 320X may be implemented on a persistent, network-accessible storage device, such as a NAS, SAN, or the like.

In some embodiments, the cache log module 313A and 313B may be configured to maintain separate logs 320A and 320B. Transferring the virtual machine 208X may comprise committing the contents of the log 320A, and resuming cache logging at the host 202B using the cache log module 313B after the transfer is complete. Alternatively, the cache transfer module 530A may be configured to transfer portions of the log 320A to host 202B as cache state data, as disclosed herein.

FIG. 6 is a flow diagram of one embodiment of a method 600 for persistent cache logging. One or more of the steps of the method 600, and/or the other methods and/or processes described herein, may be embodied as a computer program product comprising a computer-readable storage medium comprising computer-readable instructions. The instructions may be configured to cause a computing device to perform one or more of the disclosed methods and/or operations.

Step 610 may comprise receiving a request to write data that has been admitted into a cache. The request of step 610 may be issued by a CMS 220, which may be configured to operate within a bare metal operating environment, a virtual machine 208A-N, and/or a virtualization kernel 210 (e.g., hypervisor). Step 610 may be performed in response to a request to write data that is cached in the cache 216 and/or is associated with one or more cache tags 221 of the CMS 220.

Step 620 may comprise logging a cache write operation corresponding to the write request received at step 610. Step 620 may comprise storing an entry 322 corresponding to the cache write operation in a log 320 maintained on a non-volatile storage device 316. The log 320 may be written sequentially. Accordingly, Step 620 may comprise appending the entry 322 sequentially within a physical address space 416 of the non-volatile storage device 316 (e.g., sequentially at a current append point 328).

The entry 322 may comprise the data that is to be written to the cache 216 (data segment 324) and/or log metadata 325. As disclosed above, the log metadata 325 may include, but is not limited to: an identifier of the data (e.g., logical identifier, logical address, storage I/O address), a backing store identifier, a segment identifier 329A-N, a VMDK, a VMDK identifier, and/or the like.

In some embodiments, Step 620 comprises appending the entry 322 within a particular log segment 326A-N. Step 620 may further comprise providing an identifier of the particular log segment 326A-N to the CMS 220 to maintain an association between the log 320 and the corresponding cache tag 221 (e.g., using log indicator fields 424 of the cache tags 221, as disclosed herein). In some embodiments, the cache log module 313 may be configured to publish a current log segment identifier to the CMS 220 and/or virtual machines 208A-N. As disclosed above, due to variable I/O rates of different storage clients 104 and/or virtual machines 208A-N, the published log segment may differ from the actual log segment in which the entry 322 is stored. Step 620 may, therefore, comprise providing an updated log indicator value (e.g., sequence indicator) to the CMS 220 if needed.

Step 620 may further comprise performing the write operation to write the data into the cache 216, as disclosed above.

Step 630 may comprise acknowledging completion of the write request of step 610 in response to logging the write operation at step 620. The write request may be acknowledged without writing the data to the primary storage system 212 (and/or other backing store) and/or without writing the data to cache 216.
FIG. 7 is a flow diagram of one embodiment of a method 700 for persistent cache logging. Step 712 may comprise identifying a request to write data. The request may be issued by a storage client 104 within a bare metal operating environment 103 and/or a virtual machine 208A-N. The request of step 712 may be identified by use of a storage request module 222 configured to monitor and/or intercept I/O requests within an I/O stack 111. Alternatively, or in addition, the request may be identified by use of an I/O driver 218 and/or filter driver 219 operating within a virtual machine 208A-N or within the virtualization kernel 210.

Step 722 may comprise determining whether the identified write request pertains to data in the cache 216. Step 722 may comprise determining whether the CMS 220 includes a cache tag 221 corresponding to the write request. As disclosed above, the cache tags 221 may comprise a translation layer between data identifiers (logical identifiers, storage I/O addresses, etc.) and cache storage locations. Step 722 may determine the storage I/O address of the write request (and/or other identifiers(s)) and determine whether the CMS 220 comprises a corresponding cache tag 221. If no cache tag 221 exists, step 722 may further comprise determining whether to admit the data into the cache using, inter alia, the admission module 247. If the data is to be admitted, step 722 may further comprise allocating one or more cache tags 221 for the write request, as disclosed above. If the write request pertains to data in the cache 216 and/or to data that is to be admitted into the cache 216, the flow may continue to step 750.

Step 750 may comprise logging a cache write operation corresponding to the identified write request. As disclosed above, step 750 may comprise appending an entry 322 at a sequential append point 328. The entry 322 may be associated with a particular log segment 326A-N. Step 750 may further comprise maintaining an association between a cache tag 211 associated with the cache write operation and the particular log segment 326A-N, as disclosed above.

Step 754 may comprise acknowledging completion of the write request in response to logging the cache write operation. The write request may be acknowledged before the write operation is written to the primary storage system 212 (or other backing store).

FIG. 8 is a flow diagram of another embodiment of a method 800 for persistent cache logging. Step 810 may comprise logging a plurality of cache write operations in a log 320. The cache write operations may be logged in response to write requests pertaining to data in the cache 216, as disclosed above. The cache write operations may be acknowledged in response to recording the cache write operation in the log 320, and before the corresponding data is written to the primary storage system 212 (and/or other backing store).

Step 810 may comprise logging the cache write operations sequentially within the physical address space 416 of the non-volatile storage device 316. Accordingly, step 810 may comprise converting a plurality of write operations to randomly distributed physical addresses and/or data identifiers into more efficient sequential storage operations.

Step 810 may further comprise maintaining mappings between cache tags 221 associated with the cache write operations and corresponding portions of the log 320. In some embodiments, cache logging comprises appending entries 322 within respective segments of the log (e.g., log segments 326A-N). Step 810 may comprise associating cache tags 221 of the cache write operations with the respective segments using, inter alia, a log indicator field 424 of the cache tags 221, a cache tag index 421, and/or the like, as disclosed above.

Step 820 may comprise determining whether to commit the log 320 (and/or portions thereof). The determination of step 820 may be based on one or more operating and/or triggering conditions, as disclosed above. In some embodiments, the cache log module 313 is configured to commit a current log segment 326A-N in response to filling the log segment 326A-N, incrementing the current log segment 326A-N, or the like. Alternatively, or in addition, the determination of step 820 may be based on load conditions, log capacity thresholds, preferences, configuration, and/or the like. The flow may continue at step 830 in response to determining to commit the log 320 (and/or portion thereof).

Step 830 may comprise committing the log 320 and/or portion thereof. As disclosed above, committing the log may comprise updating the primary storage 212 (and/or other backing store) with cache data written to the log during one or more intervals and/or periods (e.g., within a particular log segment 326A-N). Step 830 may comprise a) determining a current synchronization state of the primary storage system 212, b) identifying portions of the log 320 to commit based on the current synchronization state, c) accessing cache data corresponding to the identified portions of the log 320, and d) writing the accessed cache data to the primary storage system 212. Determining the current synchronization state of the primary storage system 212 may comprise referencing persistent metadata 449 on the primary storage system 212 itself, synchronization metadata 459 maintained by the cache log module 313, or the like. Identifying portions of the log 320 to commit may comprise comparing an endpoint for the commit operation (e.g., up to a certain log segment 326A-N) to the synchronization state of the primary storage system 212. Referring to FIG. 4, the synchronization state of the primary storage system 212 may be 329N and the endpoint of the commit operation may be the last filled log segment (log segment 326B). Accordingly, the commit operation may comprise committing cache write operations from log segment 326B to the end of log segment 326B. In another embodiment, in which the log segment 326B was not committed to the primary storage system 212, the commit operation may comprise committing cache write operations from the beginning of the log segment 326B to the end of log segment 326B (e.g., committing two log segments 326B-326C).

Step 850 may comprise accessing cache data corresponding to the identified portions of the log 320. The data may be accessed from the cache 216 rather than the log 320. Accordingly, step 850 may comprise a “scatter gather” operation to data corresponding to the identified log segments. In some embodiments, the scatter gather operation comprises gathering cache tags 221 associated with the identified portions of the log 320. In some embodiments, the cache tags 221 may be gathered by comparing the log indicator fields 424 of the cache tags to segment identifiers of the portions of the log 320 that are being committed. Alternatively, or in addition, the cache tags 221 may be gathered by use of a log indicator index 421, which may be configured to provide an efficient mapping layer between cache tag log indicators 424 and segment identifiers. Step 850 may comprise gathering cache tags 221 from a plurality of different virtual machines 208A-N (from CMS 220A-N of FIG. 1B and/or CMS 220A and CMS 220X of FIG. 1C). Step 850 may
further comprise accessing data corresponding to each of the gathered cache tags 221 from cache 216. In some embodiments, the synchronization module 317 may access the data directly in the cache using, inter alia, addressing information provided in the gathered cache tags 221. Alternatively, the data may be read from the cache 216 by the respective CMS 220 (and/or CMS A-N, X). As disclosed above, since the cache tags 221 maintain the current version of data associated with each data identifier, gathering the cache tags 221 at step 930 may comprise combining multiple, redundant cache write operations recorded in entries 322 within the log 320 into single, respective cache write operations.

Step 930 may further comprise writing the data accessed from the cache 216 to the primary storage system 212. The synchronization module 317 may be configured to identify the primary storage system 212 (and/or other backing store) associated with the cache data using, inter alia, metadata associated with the gathered cache tags 221, as disclosed above.

In some embodiments, 830 comprises updating synchronization metadata 459 and/or persistent metadata 449 on the primary storage system 212 (and/or other backing stores) to indicate that the identified portions of the log 320 were committed. Step 830 may further comprise erasing, invalidating, and/or reclaiming the committed portions of the log 320, as disclosed above.

FIG. 9 is a flow diagram of one embodiment of a method 900 for persistent cache logging. Step 910 may comprise logging cache write operations, as disclosed above. Step 920 may comprise detecting a failure condition. The failure condition may be detected by a recovery policy module 319 as disclosed above. The failure condition may result in loss of the contents of the cache 216 and/or cache metadata of the CMS 220 (e.g., cache tags 221).

Step 930 may comprise recovering the lost cache data by use of the log 320. Step 930 may comprise identifying a set of entries 322 in the log 320 corresponding to data that have not been written to the primary storage system 212 (and/or other backing store) and writing the data of the identified set of entries 322 to the primary storage system 212. In some embodiments, step 930 may comprise (a) determining a synchronization state of the primary storage system 212 (as disclosed above), (b) identifying a starting point in the log 320 in accordance with the determined synchronization state (as disclosed above), and (c) committing the log 320 from a starting point to an end of the log 320. Committing the log 320 may comprise traversing the log 320 from the starting point. The starting point may correspond to the synchronization state of the primary storage system 212 (and/or other backing store). The starting point may be the entry 322 that immediately follows the last portion of the log 320 that was committed to the primary storage system 212. Referring back to FIG. 4C, the last commit operation on the primary storage system 212 committed log segment 329N and, as such, the starting point may be the entry 432N that immediately follows log segment 326N. Referring back to FIG. 9, traversing the log 320 may comprise accessing the entries 322 in sequential order (from oldest to most recent). The end of the log 320 may be identified in response to, inter alia: accessing invalid entry data (corrupted, malformed, and/or empty data), accessing a log segment 326A-N that is out of sequence, accessing an entry 322 that is out of sequence, or the like, as disclosed above.

In some embodiments, step 930 comprises committing the write operations recorded in the entries 322 as the recovery module 319 traverses the log 320. As disclosed above, performing write operations during the traversal may result in performing more write operations than are actually needed (e.g., performing multiple, redundant write operations). Accordingly, in some embodiments, the step 932 comprises buffering and/or queuing write operations while traversing the log 320, removing redundant and/or obviated write operations, and implementing the remaining operations after the traversal is complete.

Alternatively, or in addition, step 932 may comprise admitting data of the write operations into the cache. The data of the write operations may be admitted during traversal, which may result in redundant write operations being performed. In some embodiments, the recovery module is configured to queue and/or buffer the admission operations during the traversal (in a write buffer 349), remove redundant operations, and implement the remaining operations after the traversal is complete. The recovery module 319 may then commit the contents of the cache to the primary storage system 212, as disclosed above.

Step 932 may further comprise clearing the contents of the log 320, persistent metadata 449, and/or synchronization metadata 459, and resuming cache logging operations, as disclosed herein.

Reference throughout this specification to features, advantages, or similar language does not imply that all of the features and advantages that may be realized are included in any single embodiment. Rather, language referring to the features and advantages is understood to mean that a specific feature, advantage, or characteristic described in connection with an embodiment is included in at least one embodiment. Thus, discussion of the features and advantages, and similar language, throughout this specification may, but does not necessarily, refer to the same embodiment.

The embodiments disclosed herein may involve a number of functions to be performed by a computer processor, such as a microprocessor. The microprocessor may be a specialized or dedicated microprocessor that is configured to perform particular tasks according to the disclosed embodiments, by executing machine-readable software code that defines the particular tasks of the embodiment. The microprocessor may also be configured to operate and communicate with other devices such as direct memory access modules, memory storage devices, Internet-related hardware, and other devices that relate to the transmission of data in accordance with various embodiments. The software code may be configured using software formats such as Java, C++, XML (Extensible Markup Language) and other languages that may be used to define functions that relate to operations of devices required to carry out the functional operations related to various embodiments.

Within the different types of devices, such as laptop or desktop computers, hand-held devices with processors or processing logic, and also computer servers or other devices that utilize the embodiments disclosed herein, there exist different types of memory devices for storing and retrieving information while performing functions according to one or more disclosed embodiments. Cache memory devices are often included in such computers for use by the central processing unit as a convenient storage location for information that is frequently stored and retrieved. Similarly, a persistent memory is also frequently used with such computers for maintaining information that is frequently retrieved by the central processing unit, but that is not often altered within the
persistent memory, unlike the cache memory. Main memory is also usually included for storing and retrieving larger amounts of information such as data and software applications configured to perform functions according to various embodiments when executed by the central processing unit. These memory devices may be configured as random access memory (RAM), static random access memory (SRAM), dynamic random access memory (DRAM), flash memory, and other memory storage devices that may be accessed by a central processing unit to store and retrieve information. During data storage and retrieval operations, these memory devices are transformed to have different states, such as different electrical charges, different magnetic polarity, and the like. Thus, systems and methods configured disclosed herein enable the physical transformation of these memory devices. Accordingly, the embodiments disclosed herein are directed to novel and useful systems and methods that, in one or more embodiments, are able to transform the memory device into a different state. The disclosure is not limited to any particular type of memory device, or any commonly used protocol for storing and retrieving information to and from these memory devices, respectively.

Embodiments of the systems and methods described herein facilitate the management of data input/output operations. Additionally, some embodiments may be used in conjunction with one or more conventional data management systems and methods, or conventional virtualized systems. For example, one embodiment may be used as an improvement of existing data management systems.

Although the components and modules illustrated herein are shown and described in a particular arrangement, the arrangement of components and modules may be altered to process data in a different manner. In other embodiments, one or more additional components or modules may be added to the described systems, and one or more components or modules may be removed from the described systems. Alternate embodiments may combine two or more of the described components or modules into a single component or module.

We claim:

1. A method comprising:
   storing data directed to a backing store in a cache;
   recording an ordered sequence of log entries on a persistent storage medium, wherein each log entry corresponds to a set of one or more storage operations; and
   maintaining associations between data stored in the cache and the log entries at least until the data stored in the cache is stored on the backing store.

2. The method of claim 1, further comprising:
   identifying data stored in the cache that is associated with a selected one of a plurality of log periods, each log period comprising a set of one or more log entries; and
   writing the identified data from the cache to the backing store.

3. The method of claim 2, further comprising marking the backing store with an indicator of the selected log period in response to writing the identified data from the cache to the backing store.

4. The method of claim 1, further comprising:
   in response to a failure condition:
   identifying a set of log entries in the log corresponding to data that has not been written to the backing store, and
   writing data from the identified set of log entries to the backing store.

5. The method of claim 4, wherein identifying the set of log entries comprises determining an indicator of a last log period committed to the backing store.

6. The method of claim 4, further comprising:
   queuing write operations corresponding to the log entries in the identified set in a buffer;
   removing write operations made redundant by one or more other write operations from the buffer; and
   writing data to the backing store corresponding to the remaining write operations in the buffer.

7. The method of claim 4, further comprising admitting data of one or more of the accessed entries into the cache.

8. An apparatus, comprising:
   a storage request module configured to identify storage requests directed to a backing store;
   a cache storage module configured to write data to a cache in one or more cache write operations performed in response to the identified storage requests; and
   a log module configured to log the cache write operations on a non-volatile storage device, wherein the storage request module is configured to acknowledge completion of an identified storage request in response to logging a cache write operation corresponding to the identified storage request on the non-volatile storage device.

9. The apparatus of claim 8, wherein the log module is configured to store log entries corresponding to the identified storage requests sequentially within a physical address space of the non-volatile storage device.

10. The apparatus of claim 8, wherein the log module is configured to divide the log into an ordered sequence of log segments, each log segment comprising a respective portion of the ordered log of cache write operations, the apparatus further comprising a synchronization module configured to write data to the backing store, the data corresponding to the cache write operations within a selected one of the log segments.

11. The apparatus of claim 10, wherein the synchronization module is configured to combine a plurality of redundant cache write operations within the selected log segment which pertain to the same data identifier into a single, combined write operation to the backing store.

12. The apparatus of claim 10, further comprising a log association module configured to maintain cache metadata configured to associate data stored in the cache with respective log segments corresponding to the cache write operations of the data, and wherein the synchronization module is configured to identify cache data associated with the selected log segment by use of the cache metadata, and to write the identified cache data to the backing store.

13. The apparatus of claim 10, wherein the synchronization module is configured to record an indication that the selected log segment has been committed to the backing store in response to writing the identified cache data associated to the backing store.

14. The apparatus of claim 9, wherein the synchronization module is configured to identify a last log segment committed to the backing store and to select the log segment to commit to the backing store based on the determined last log segment.

15. The apparatus of claim 10, wherein the synchronization module is configured to reclaim the selected log segment in response to writing the data corresponding to the cache write operations within the selected log segments.

16. The apparatus of claim 8, wherein the log comprises an ordered sequence of entries, each entry corresponding to a
respective cache write operation, the apparatus further comprising a recovery module configured to access the log entries from a starting entry in the log to a last entry in the log and to implement write operations corresponding to the accessed log entries, wherein the starting entry is identified based on a synchronization state of the backing store.

17. The apparatus of claim 8, wherein the cache storage module is configured to operate within a virtual machine, wherein the log module is configured to operate within a virtualization kernel.

18. A system, comprising:
   a cache virtualization module configured to cache data of each of a plurality of virtual machines in a cache;
   a cache log module configured to maintain a persistent, ordered log of write operations performed on the cache within respective log intervals; and
   a cache management system of one of the plurality of virtual machines configured to associate cached data of the virtual machine with respective log intervals at least until the data stored in the cache is stored on the backing store.

19. The system of claim 18, wherein each of the plurality of virtual machines comprises a respective cache management system configured to manage cache data of the virtual machine, including mappings between virtual machine cache data and respective log intervals, the system further comprising:
   a log synchronization module configured to identify virtual machine cache data corresponding to one or more log
periods by use of the cache management systems of the virtual machines and to the identified virtual machine cache data to a backing store.

20. The system of claim 19, wherein the one or more log periods comprise a plurality of write operations pertaining to a particular logical identifier, and wherein the cache management system is configured to identify cache data corresponding to a most recent one of the plurality of write operations pertaining to the particular logical identifier within the one or more log periods.

21. The system of claim 18, wherein the cache log module is configured to provide an identifier of a current log period to the plurality of virtual machines, and wherein the cache management systems are configured to associate cache data corresponding to cache write requests with the provided identifier.

22. The system of claim 21, wherein the cache log module is configured to provide an updated identifier to a virtual machine response to incrementing the current log period before completion of a cache write request of the virtual machine, and wherein the cache management system is configured to associate cache data of the write request with the updated identifier.

23. The system of claim 18, wherein the cache virtualization module is configured to indicate that a request to cache data of a virtual machine in the cache storage is complete in response to determining that an entry corresponding to the request is stored in the persistent, ordered log.