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CONTEXTUAL COMPUTING SYSTEM

FIELD OF THE INVENTION
The present invention relates generally to computer systems and more specifically

to a computer administration system for the customization of information provision.

BACKGROUND OF THE INVENTION

The evolution of the mobile phone and the develoi)ment of handheld computers
with wireless data capabilities has given rise to new challenges for managing content and
services for mobile devices. Mobile devices have constrained resources such as
memory, storage, and battery life, requiring sophisticated management of content
between devices, networks, and other storage devices. Within these limitations,
individuals appreciate the ability to customize their devices by changing such features as
screen backgrounds and ring tones and acquiring content such as music, games and
applications, photos, and the like. Employees need the ability to provision for
themselves the content they need to do their jobs while in the field, and consumers need
simple mechanisms for sharing content they originate, such as photos, with their family
and friends.

Consumers’ and employees’ needs for simplicity and intuitiveness of use requires
the use of personalization and context-dependent techniques in the delivery of content
and services. The limited interaction, display, and bandwidth capabilities of mobile
devices require techniques for filtering and personalization of content to end-users to
avoid the frustrating and lengthy process of searching for relevant information. The
process of acquiring suitable or optimized content for end-users such as consumers and
employees is further complicated by the existence of diverse device styles, functions,
form factors, interaction methods, software platforms, and capabﬂities. In addition,
varying, intermittent, and simultaneous availability of differing network technologies
(e.g., 2G, 2.5G, 3G, infrared, Bluetooth, wireless LAN, USB, etc.) having different costs,
bandwidths, and qualities of service complicates the delivery of digital content and
services and requires the use of technologies such as synchronization to ensure that

content and services on intermittently connected devices are complete and up-to-date.

CONFIRMATION COPY
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Other factors influence the difficulty of provisioning digital content and services

to end-users. For example, the increasing complexity of wireless applications and data,
the variety of media types, multiple content versions, competing digital rights
mechanisms, and differing validation, certification, and ratings methods make it difficult
to choose which items are suitable for which devices.

Mobile network operators increasingly have a stake in the administration of
mobile devices in order to ensure the availabiiity of their networks and users’ abilities to
make phone calls. Further, mobile network operators are involved in the flow of
information between enterprises and enterprises’ mobile workers, and operators must
evolve new services to support and protect enterprises and enterprise assets.

| The communications industry has seen incredible innovation in recent years.
Many new modes of communication and content formats have been developed, allowing
users access to information in increasingly complex and useful ways. At the same time,
the process of communication has become disjointed, with several sources of
information, such as telephones, fax machines, computers, and mobile devices,
competing for users’ attention, with little focus on the development of solutions that
assure that the most relevant information is provided to users at the most opportune
times.

Current approaches to the targeting, personalization, provisioning and
management of mobile content and services have led to dissatisfaction among individual
users, who find it difficult to receive data organized to fit their individual needs. In turn,
communications providers face the loss of customers through “churn,” because current
communications systems make it very difficult for providers to differentiate themselves
from competitors based on ease-of-use and the pertinence and quality of delivered data.

As both end-users and system administrators deal with the complexities of
emerging communication technologies, there exists a need for a comprehensive, easy-to-
use system enabling the management and provisioning of digital content to a wide variety

of different devices.

SUMMARY OF THE INVENTION
According to one embodiment of the present invention, a computing system is

provided which allows for delivery of relevant content to system users.
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According to another embodiment of the present invention, a complete

communications solution is provided, allowing for a variety of communications
providers, such as telecommunications providers and enterprises, to implement
communications throughout a system in a highly customizable manner.

According to still another embodiment of the present invention, a computing
system is implemented using a layer methodology, with components within layers
providing features to a variety of actor types within the computing system, such that
actors have access to the tools they need to perform computing and communication tasks.

The above summary of the present invention is not intended to represent each
embodiment, or every aspect, of the present invention. This is the purpose of the figures

and the detailed description which follow.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other advantages of the invention will become apparent upon
reading the following detailed description and upon reference to the drawings.

FIG. 1 is an architectural overview showing a computing system according to one
embodiment of the present invention;

FIG. 2 is an architectural view showing the interactions between actors according
to one embodiment of the present invention;

FIG. 3 is an architecture model showing the implementation of data storage and
viewing according to one embodiment of the present invention;

FIG. 4 is a layer view showing the separation of layers according to one
embodiment of the present invention;

FIG. 5 is a more comprehensive architectural view showing layers and
components within a computing system according to one embodiment of the present
invention;

FIG. 6 is an architectural view of a data layer and a business logic layer according
to one embodiment of the present invention;

FIG. 7 is an architectural view of a business logic layer according to one
embodiment of the present invention;

FIG. 8 is an architectural view showing the interaction of presentation and client

layers according to one embodiment of the present invention;
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FIG. 9 is an architectural view showing the interaction of components and actors

according to one embodiment of the present application;

FIG. 10 is a data view showing data access according to one embodiment of the
present invention;

FIG. 11 is a data view showing data types within a database according to one
embodiment of the present invention;

FIG. 12 is an object model of a catalog component according to one embodiment
of the present invention;

FIG. 13 is a flow chart showing the process of warehouse item creation according
to one embodiment of the present invention; TN

FIG. 14 is a flow chart showing the process of finding a warehouse item
according to one embodiment of the present invention;

FIGs. 15a and b show a a flow chart showing the process of modifying a
warehouse item according to one embodiment of the present invention;

FIG. 16 is a screen view of a device detail page according to one embodiment of
the present invention;

FIG. 17 is a screen view of a device maintenance page according to one
embodiment of the present invention;

FIG. 18 is a screen view of a device deletion page according to one embodiment

of the present invention;

FIG. 19 is a screen view of a rule maintenance page according to one embodiment -

of the present invention;

FIG. 20 is a screen view of a ruleset list page according to one embodiment of the
present invention;

FIG. 21 is a screen view of a rule selection page according to one embodiment of
the present invention;

FIG. 22 1s a screen view of a ruleset creation page according to one embodiment
of the present invention;

FIG. 23 1s a screen view of a rule view page according to one embodiment of the
present invention;

FIG. 24 is a software architecture view of arules engine according to one

embodiment of the present invention;
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FIG. 25 is a screen view of an administrator home page according to one

embodiment of the present invention;

FIG. 26 is a screen view of a user maintenance page according to one
embodiment of the present invention;

FIG. 27 is a screen view of a user profile page according to one embodiment of
the present invention;

FIG. 28 is a screen view of a warehouse maintenance page according to one
embodiment of the present invention;

FIG. 29 is a screen view of a warehouse item details page according to one
embodiment of the present invention;

FIG. 30 is a screen view of an end-user home page according to one embodiment
of the present invention;

FIG. 31 is a screen view of an end-user profile page according to one embodiment
of the present invention;

FIG. 32 is an architectural overview showing communication between
components according to one embodiment of the present invention;

FIG. 33 is an architectural view of a general IT deployment according to one
embodiment of the present invention; and

FIG. 34 is a screen view of a message page according to one embodiment of the
present invention.

While the invention is susceptible to various modifications and alternative forms,
specific embodiments have been shown by way of example in the drawings and will be
described in detail herein. It should be understood, however, that the invention is not
intended to be limited to the particular forms disclosed. Rather, the invention is to cover
all modifications, equivalents, and alternatives falling within the spirit and scope of the

invention as defined by the appended claims.

DESCRIPTION OF ILLUSTRATIVE EMBODIMENTS
The computing system of the present invention is directed to providing an easy-
to-use, scalable, and integrated solution to those in need of a comprehensive approach to
managing the provisioning of multiple types of information to multiple types of devices.

FIG. 1 is an architectural overview of a computing system 10 according to one
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embodiment of the present invention. The computing system 10 of the present invention

is distributed among many components and enables the interaction of a number of types
of actors. Actors shown in FIG. 1 include service providers 12 which serve as central
actors enabling the useful interaction of other actors such as content developers 14 and
catalog aggregators 16, who create and organize data, and end-users 18 and enterprises
20 who make use of the data and may also perform data creation roles. Other actor types
may access or provide content to the computing system 10, including ratings agents,
validation agents, wholesalers, retailers, advertisers, and payment servers.

As shown in FIG. 1, the computing system 10 enables the use of multiple types of
hardware as needed by each actor, including computers, servers, database storage
devices, mobile devices, and mobile phones. As shown by the “integrators” block 22, the
computing system 10 according to the present invention allows for the provision of
several integrators, or features which allow for seamless functionality for different
operations, such as billing, performance management, user authentication, trouble ticket
generation and resolution, order managemenf, and customer relationship management
(CRM). Thus, for example, a service provider 12 using the computing system 10 has a
number of integrator tools available to enhance the experience of an end-user or
enterprise beyond provision of high-quality service, including the more intangible aspects
of customer relationship management and resolution of customer concerns. As shown in
FIG. 1, the present invention contemplates the provision of services directly from a
service provider 12 to an end user 18, from a service provider 12 to an enterprise 20, and
from the enterprise 20 to end-users 18 within the enterprise.

Turning now to FIG. 2, an architecture actors diagram shows the more general
classifications into which actors using the computing system 10 of the present invention
are grouped. In addition to the end-users 18, actors are classified into system operators
24, application developers 26, and administrators 28. Each of the actor types may
include several types of individuals or entities, and each actor type fulfills certain
functions using the computing system 10.

System operators 24 may include service providers 12, application service
providers, or enterprises 20. System operators 24 perform the general functions of
system administration, process control, and operational support. Examples of system

operators include companies such as mobile network operators, managed service
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providers, application service providers, digital goods retailers, and enterprise service

providers. Application developers 26 may include software developers, content
aggregators and developers, and catalogs, and serve to provide content to administrators
and/or system operators. Examples of content developers include independent software
vendors, eEBook publishers, Java application developers, ring tone creators, photographic
publishers, game creators, and text message authors. Administrators 28 may include a
variety of typ es of administrators, including application developer administrators, catalog
administrators, end-user administrators, digital goods process administrators, and rules
administrators, located at enterprises 20 or at service providers 12 serving as enterprises
20. Examples of administrators include system operators, network operations center
(NOC) staff, chief information officers, IT services managers, help desk administrators,
and service provisioning administrators. Administrators are in charge of content,
including catalogs, rules, users, application developers, and marketing management.
End-users 18 may include general use end-users and enterprise employees as end-users,
and they use devices to access content such as data and applications using the computing
system 10. The computing system 10 may be divided into “domains’ for certain
implementations, with administrator activities taking place within an administrator
domain and system operations taking place within a system operator domain.
According to one embodiment of the computing system 10, end-users 18 use
devices to communicate with other components of the computing system 10 via
synchronization events during which data flows between end-users’ devices and other
components of the computing system 10. Synchronization events include such events as
wired synchromnizations, such as synchronization of a mobile device using a cradle or
synchronization of a wired computer, and wireless synchronization of wireless devices or
computers using a wireless networking system. While FIG. 2 shows the computing
system 10 as an individual component to which other actors are connected, it is to be
understood that the computing system 10 may be implemented as a distributed syétem,
removing the need for a centralized location for every system component. It is preferred
to implement the computing system 10 using a distributed architecture in which each
actor is provided with the components it needs to complete its tasks, and is not burdened

with additional complexities that are unrelated to the actor’s goals. Further, the
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connection lines shown in FIG. 2 include wired and wireless means for distributing

content, such as applications and data bundles, among the actors.

The computing system 10 of the present invention enables the use of several types
of content on a device-agnostic basis, allowing users maximum flexibility in accessing
the content they require. FIG.3 is an architecture diagram showing the interaction of
actors, views, and data warehouses according to one embodiment of the present
invention. The arrows and lines of FIG. 3 represent pathways for movement of content
between data sources and actors. External warehouses 30 serve as outside data storage
areas, with data from the external warehouses 30 being forwarded to a system warehouse
32 and a local warehouse 34 when necessary for a particular implementation of the
computing system 10. Application. developers 26 have access to information at the
system warehouse 32 and the local warehouse 34 through the use of an application
developer view 36, and may use the application developer view 36 to add content to the
system warehouse 32 and the local warehouse 34.

Similarly, a system operator 24 has access to the system warehouse 32 using a
system warehouse view 38, through which the system operator 24 can monitor and alter
system settings. The system warehouse view 38 may include an entitlement warehouse
view, indicating which users are entitled to which digital goods without requiring that the
digital goods be stored within the computing system 10. An administrator 28 may access
information at the local warehouse 34 via an administrator view 40, and may use the
administrator view 40 to build catalogs 42. Catalogs represent views of digital items
contained in the local warehouse 34 and represented by catalog items. A catalog is thus
the standard mechanism for users to browse warehouse items, or digital goods, in the
computing system 10. In addition to being created and managed by administrators,
catalogs 42 may be assembled automatically and directly from content at the local
warehouse 34. Catalogs 42 may be accompanied by meta-catalogs, serving as
overarching collections of suitable individual catalogs. The administrator view 40 allows
administrators 28 to create catalogs 42 and to monitor the use of catalogs 42 by end users
18. The end-users 18 have access to the catalogs 42 through catalog views 44.
According to one embodiment of the computing system 10, end-users 18 are given the

opportunity to create end-user catalogs of items to which the end-user is entitled, and an
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end-user catalog may further contain items which the end-user wishes to allow other end-

users to access.

As shown by the divisions 45 of the architecture of FIG. 3, a single deployment of
the computing system 10 may incorporate several different domains which make use of a
single system warehouse 32 and are all controlled by a single system operator 24, while
allowing distribution of domain-level decisions among domain administrators. Thus,
multiple administrators or accounts with administrator privileges may be provided in a
single deployment of the computing system 10. In such a deployment, parameters of the
computing system 10—for example within the configuration component, described
below—may impact multiple domains, or they may be specific to each domain, with one
instance of a parameter for each domain.

The computing system 10 of the present invention is preferably implemented
using a layered architecture as shown in FIG. 4. According to one embodiment of the
present invention, the computing system 10 contains four layers: a data layer 46, a
business logic layer 48, a presentation layer 50, and a client layer 52. The data layer 46,
business Alo gic layer 48, and presentation layer 50 may be grouped into an authentication
layer 54, indicating that for security purposes any access to these layers may only occur
via an authenticated transaction. As indicated by the arrows of FIG. 4, each layer has an
interface to its bordering layer or layers. According to the embodiment shown in FIG. 4,
communications between the client layer 52 and the presentation layer 50 take place over
the Internet 56, though it is to be understood that communications between the client
layer 52 and the presentation layer 50 may be carried out without requiring the transfer of
data over the Internet 56. As will be explained in more detail below, additional layers
may be incorporated into the computing system 10 to enable additional functionality as
desired, depending on particular deployments of the computing system 10. The features
and functions of each of these layers will now be described. A more detailed depiction of
the layer-based architecture of the computing system 10 is shown in FIG. 5, and FIGS. 6-
8 show individual layers and interactions between the layers in greater detail.

The data layer 46 provides all data store services to the business logic layer 48 in
a robust environment. The data layer 46 serves to abstract the actual composition of data
in the computing system 10, with a data access component of the business logic layer 48

serving to store and retrieve data from the data layer 46. Within the data layer, data is
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preferably represented using a relational schema. According to one embodiment of the

present invention, all data is represented using Extensible Markup Language (XML),
with components in the business logic layer 46 able to access and manipulate the data
regardless of the format of the data. Thus, different database servers may be deployed
depending on the particular requirements of individual customers, as shown in FIG. 6.
FIG. 6 shows that data from a number of different data formats, including, for example,
data in Commerce Extensible Markup Language (CXML) 58, Common Interchange
Format (CIF) 60, Oracle Openn Applications Group (OAG) 62 databases, and
spreadsheet/flat file data 64. Data from each of these and other sources may be
integrated into an aggregated product catalog 66, accessible using a database server 68.
The aggregated product catalo g 66 provides persistent data storage, and the database
server 68 provides data management services and clustering. The data layer 46 may
employ a Java Database Connectivity (JDBC) bridge so that it can be used with any
JDBC compliant database, including the data formats shown in FIG. 6.

Data stored in the data layer 46 includes profile data for all actors in the
computing system 10, rules definitions for all actors and entities in the computing system
10 (described in further detail below), catalog content for all aggregations and meta-
catalogs, operational measurerments, including statistical data for report generation on
various aspects of the computing system 10, component configuration information for
proper tuning of components of the computing system 10, and logs for tracking and
review of system data and errox handling. According to one embodiment of the present
invention, the data layer 46 allows for Structured Query Language (SQL) access to data,
supports XML representation of data, and enables the use of several interchangeable
databases and data storage forrmats. Further, data objects can be used to provide an
application program interface (API), and data may be mirrored. As shown in FIG. 5, the
data layer 46 uses XML Document Type Definitions (DTDs) 67 combined with a proper
database schema 69 to enable access to and proper formatting of data in the aggregated
product catalog or database 66.

As shown in FIG. 6, the business logic layer 48 interacts with the data layer
primarily through the use of administration logic, data objects, and automated processes.
The business logic layer 48 serves as a bridge between the data layer 46 and the

presentation layer 50, and it incorporates the application logic of the computing system



10

15

20

25

30

WO 2004/013782 PCT/IB2003/003045

11
10. Logic may be represented as Enterprise Java Beans (EJB) within EJB containers,

where required. According to one embodiment, the business logic layer 48 uses an
object-based approach to compartmentalize the operating logic of the computer system
10. The business logic layer 48 performs actions, but does not generate views relating to
those actions—the generation of views is delegated to the presentation layer 50.
According to one embodiment of the present invention, the business logic layer 48 is
only accessible via the presentation layer 50 and not directly from the client layer 52.
This provides an additional element of security, so that the exposed Java Bean methods
cannot be used maliciously. Further, each Java Bean in the business logic layer 48 can
expose an application program interface (API) of a public method to developers at the
presentation layer 50, allowing extensible customization of the presentation layer 50
based on existing compomnents in the business logic layer 48.

As shown in FIG. 7, an Enterprise Java Bean (EJB) approach to implementing the
business logic layer 48 allows critical business logic to be assembled into several
portable beans 70 that reside within an EJB container 72. Using this methodology, each
bean 70 exposes an API that fulfills its business intent. The exposed API, in turn, can be
accessed from other objects, as well as from the presentation layer 50. Objects for
presentations, business logic, and data manipulation may all be incorporated into the
business logic layer 48.

Referring back to FIG. 5, components contained within the business logic layer
48 include: an application. server 74 which provides the EJB container 72, and allows for
load balancing and clustering; a device management component 76, which allows
management of end-users” OS enabled devices; an administration component 78
permitting administration of business objects; a personalization component 80 allowing
for the personalization of the user experience and profile management; an operational
measurement component 82 gathering system metrics for multiple aspects of the
computing system 10 and providing statistical information for report generation; a
configuration component 84 allowing for customization and tuning of system
configurations for deployments of the computing system 10; a rules engine 86 allowing
for event-driven business object control; a “miscellancous” component 88, which may
be a collection of versatile components including logging components and XML utilities;

3

a catalog component 90 allowing for content aggregation and administration; and a data
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access component 92 enabling generic manipulation of data from the data layer 46. The

business logic layer preferably uses extensible and scalable architecture with cross-
platform capabilities.

Turning now to FIG. 8, a diagram of data flow and components within the
presentation layer 50 is shown. The presentation layer 50 receives XML data from the
business logic layer 48 and delivers the content to end-users 18. The presentation layer
50 is designed to be device-agnostic. That is, the presentation layer 50 is preferably
capable of forwarding to the client layer 52 properly-formatted data that is ready for
display on any type of device, including computers, mobile phones, and personal digital
assistants (PDAs), utilizing a variety of browser types such as full-featured PC browsers,
compact HTML (cHTML), and wireless markup language (WML). The end-user content
may be custom-rendered depending on the device used to view the content. According to
one embodiment of the presentation layer, views presented to the end-user are highly
customizable, allowing the use of “skins” or presentation means that appeal to individual
end-users or that are custom-selected by enterprises, for example, in a re-branding or co-
branding deployment of the computing system 10. Further, communication between the
presentation layer 50 and the client layer 52 is preferably designed for easy delivery
through firewalls. The presentation layer 50 is preferably implemented using a Java
Server Pages (JSP) methodology.

A translation layer 96 serves as a sub-layer of the presentation layer 50, and is
responsible for accepting XML data 94 from the business logic layer 48 and translating it
into an acceptable format for the target device at the client layer 52. It is preferable to
implement a management function in the presentation layer 50 which acts in concert with
Extensible Stylesheet Language (XSL) style sheets that serve to customize content
presentation in real time.

To achieve a customizable look and feel for the presentation of content, the
presentation layer 50 may be designed for maximum flexibility under control of a system
operator’s user interface team. Support for real-time changes and modifications is
preferably provided in the presentation layer 50 to allow for similar content to be
rendered in multiple manners, depending on the desired look and feel of the target device
at the client layer 52. For example, information retrieved from a data catalog about an

application may be enhanced using an HTML 4.0 translator 98 for Internet Explorer
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browsers 100, presented using an HTML 3.2 translator 102 for Netscape 4.x browsers

104, or simplified using a Wireless Markup Language (WML) translator 106 for
rendering on a WML browser such as Palm Clipper 108. As described above, the
Internet 56 is the preferred method of communication between the preséntation layer 50
and the client layer 52.

Control of output rendering from the presentation layer 50 is preferably managed
through the use of style sheets 110, requiring limited programming knowledge by a user
interface team. Java Server Pages (JSP) may be used to access content in the business
logic layer 48, providing the logical scripting aspects of the content. The use of style
sheets 110 in the translation layer 96 further allows for rapid cosmetic changes to be
made to the views available at the client layer 52, with such changes being available
dynamically without interruption in service, recompilation of code, or unwanted
downtime. This implementation of the translation layer 96 allows the business logic
layer 48 to remain independent and insulated from presentation changes. A combination
of JSP controls 112 and servlets 114 further enables the functionality of the translation
layer 96.

Referring back to FIG. 5, the presentation layer 50 includes an HTTP server 116
which serves content and provides an HITTP access point to the client layer 52. Device-
specific content 118 may be incorporated into the presentation layer 50, along with
modules 120 for presenting data in a variety of markup languages. The presentation layer
50 further may include a servlet container 122 for providing access to servlet logic, a JSP
interpreter 124 enabling server-side parsing and execution of JSP scripts located on the
HTTP server 116, and stylesheets 126 describing the method of rendering raw XML data
for specific views at the client layer 52. View controls 128 are also included in the
presentation layer 50 to enable server-side manipulation of views by administrators.

The client layer 52 provides the access point to the computing system 10, and
supports personalization via a web-accessible user interface and device management via
a synchronization event. As shown in FIG. 5, the client layer 52 may include several
types of wired and wireless devices that interact with the presentation layer 50, including
PCs, cradled PDAs, wireless Palm-style PDAs, operating system-enabled mobile phones,

and mobile email devices.
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According to one embodiment of the client layer 52, a personalization feature is

implemented by a user connecting to a web interface and accessing the personalization
services via a device’s browser. End-users 18'wishing to personalize their experiences
with the computing system 10 then select administrative actions, allowing thie end-users
18 to predetermine which actions will occur on their devices on the next synchronization
with the pxesentation layer 50.

Device management at the client layer 52 involves both data management and
device auditing. Data management at the client layer 52 includes updating, backing up,
restoring, installing, and removing applications from an end-user’s device. Device
auditing involves retrieval of system metrics pertaining to an end-user’s device.
According to one embodiment of the present invention, device management occurs when
an end-user 18 performs a synchronization event, such as wirelessly synchromnizing with
the presentation layer 50, or synchronizing a PDA using the PDA’s cradle. According to
one embodiment of the computing system 10, the client layer 52 makes use of a client
stub component 130, a program resident on a end-user device, to enable device
management.

Referring to FIG. 5, to summarize the architecture view shown, each. layer makes
use of a number of components to fulfill the necessary functions of the layer. According
to the embodiment shown in FIG. 5, the data layer uses the database server component
68; the business logic layer 48 uses the application server 74, device management 76,
administration 78, personalization 80, operational measurements 82, configuration 84,
rules engine 86, miscellaneous 88, catalog 90, and data access 92 components; the
presentation layer 50 employs the HTTP server 116, style sheets 126, and view controls
128 components; and the client layer 52 employs the client stub component 130.

FIG. 9 shows the relationships between the components and actors as enabled by
the computing system 10 of the present invention. The HTTP server compomnent 116
serves as a central access point for end-users 18, system operators 24, application
developers 26, and administrators 28. End-users 18 may also interact directLy with the
client stub 130, which communicates with the HTTP server 116. The HTTP server 116,
in turn, is in communication with the style sheets component 126 and the view controller
components 128 to ensure proper formatting of content to users. The view controller 128

is in communication with the application server 74, which serves as a central server for
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handling requests from the presentation layer 50, accessing data in the data layer 46, and

carrying out the business logic within the business logic layer 48. This functionality of
the application server component 74 is enabled through its connections with the device
management component 76, administration component 78, personalization component
80, operational measurement component 82, configuration component 84, rules engine
component 86, miscellaneous component 88, catalog component 90, and data access
component 92. The data access component 92, in turn, communicates with the database
server component 68. The structure and operations of each of these components will
now be described, starting with components at the data layer 46 and working up to
components in the client layer 52.

Database Server and Data Access Components

The base component of the data layer 46 is the database server component 68,
which may be any of a number of types of database servers, given adherence to certain
desired server qualities. According to one embodiment of the computing system 10, it is
preferred that the database server be indexed for rapid data retrieval and able to fulfill
normal queries within 150 ms per query. According to other embodiments of the
computing system 10, simple queries into cached data may resolve as quickly as within
10 ms per query, while more complicated queries involving more than lookups, such as
update or modification actions, may take as long as 5000 ms. The database server is
preferably able to support at least 5,000 queries per second, and must have a very large
maximum size restriction, preferably in the terabyte range. The database 66 preferably
has a native code API allowing optimized direct access by the database server component
68, further employing user and group policies to protect data access. Further, the
database 66 should have a Simple Network Management Protocol (SNMP) agent, and if
no SNMP agent is employed, then the database should not be adversely impacted by
adding an agent as a service on the same database server 68. The database 66 is
preferably provided with real-time remote administration capability and is preferably able
to automatically detect and recover from data corruption. Furthermore, data access may
be enhanced via the use of distributed network caches.

FIG. 10 shows a data view illustrating the interaction of the data access
component 92 and the database server component 68 in providing data at the business

logic layer 48 (i.e., to the application server 74) according to one embodiment of the
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present invention. Data Access Objects (DAOs) are used at the business logic layer 48 to

provide abstract data access to the data layer 46. This allows the data layer 46 to use any
data solution without impacting the storage methodology of the logic components. As
shown at block 132, data access begins when a client at the business logic layer 48, such
as a JSP or a servlet, makes a request, initiating the creation of a session EJB as shown at
block 134. The session EJB accesses a DAO factory as shown at block 136, which in
turn uses a DAO implementor as shown at block 138 to make an SQL request to a data
source 140 accessible by the database server 68. The DAOs are thus used by the data
access component 92 to facilitate the transfer of value objects, or digital goods, between
the data layer 46 and the business logic layer 48.

The database server component 68 is designed for access to a number of
categories of data in the database 66. FIG. 11 is a data diagram showing categories into
which data may be grouped in the database 66. Profile data 142 includes data related to
the actors using the computing system 10. Data stored as profile data 142 may include
user profile information, privilege and authority information, authentication information,
secure data relating to billing, and miscellaneous solicited personal information.

Rules data 144 may include data such as rule XML DTDs, rules settings, rule
sets, and rule definitions. According to one embodiment of the present invention, rules
data 134 1s stored as XML representations.

Catalog data 146 may include aggregated data content for catalogs. Data which
may be stored as catalog data 146 includes catalog object such as applications and
bundles, pertinent attributes, attribute mappings for imported source catalogs, historical
change data, state of object data, access authorities, and references to remote data.
According to one embodiment of the computing system 10, data stored as catalog data
146 is stored in the XML format, mapping to an XML DTD standard for catalog
representation.

Operational measurement data 148 may include statistical information about
software events (for example, bytes transferred, logins, non-fatal errors, and the like) that
can be used to generate technical and marketing reports about system usage and
performance. According to one embodiment, data stored as operational measurement

data 148 is represented as a set of incremental/decremental registers.
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Configuration data 150 includes con}ﬁ7guration data for some or all components of
the computing system 10. Data stored as configuration data 150 may include data such
as conﬁéuration XML DTDs, information specific to individual components, system and
component version information, essential startup parameters, and current and historical
configurations and state information.

Log data 152 includes log information output by system components. Data stored
as log data 152 may include web server logs, error logs, information logs, debug logs,
component specific outputs, and the like.

According to one embodiment of the computing system 10, the database server
component 68 is the central point of access to the shared back-plane of the computing
system 10, and the database server host must be highly optimized to enable efficient
handling of all read and update queries, of varying levels of complication. Thus, it is
preferred that the database server host be a secured server, such that access to data is
restricted to declared users and user groups using a privilege model. Further, the |
database server host is optimally provided with a large amount of RAM for caching
common queries and for performing read/write caching on updates. For example, hosts
having sixteen to thirty-two gigabytes of RAM are acceptable for use as database server
hosts in one embodiment of the computing system 10. It is further preferred for the
database server host to have multiple processors to handle the constant flow of
transactions, with four- to eight-processor hosts being used in some embodiments.
Further it is preferred for the database server host to support clustering and to have high
bandwidth capability through network interfaces to handle high traffic loads.

Bandwidths from 100 Mbps to 400 Mbps are used according to some embodiments of
the computing system 10. Further, it is preferred for a database server host to have
significant amounts of easily-expanded, redundant storage space, and 500 gigabyte to
multi-terabyte redundant arrays of independent disks (RAIDs) are used in one
embodiment of the present invention. It is further preferred to use two database server
hosts: a first host for primary access, and a second host for data integrity (including a
real time mirror), redundancy, and potential spillover access for read queries.

According to one embodiment of the computing system 10, a data integrity

component is incorporated into the computing system, allowing the computing system to
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track specific versions of data objects within the computing system 10 and to prevent

overwriting of other users’ or administrators’ changes to data objects.

Further, data manipulation within the computing system 10 may be made more
efficient through the use of “dirty bit checking.” In dirty bit checking, a data object
meant to replace an existing data object within the computing system 10 is evaluated to
determine which portions of the new data object are different from an existing data
object. This enables transfer and updating only of the changed elements in the data
object. For example, if an administrator chooses to update profile data for a user, but
only alters information dealing with user entitlements, dirty bit checking enables the
computing system 10 to identify that only a small portion of the profile data is being
changed and to transmit and change only that portion, thereby reducing bandwidth
necessary to effect changes to data objects.

Catalog Component

The catalog component 90 enables the holding of data at a warehouse level and
the creation of views of warehouse items without the need for duplication of data. The
catalog component 90 resides within the business logic layer 48 and consists of the
business logic for feature activation, a web-based interface for feature access, and a
catalog database storing content. According to one embodiment of the computing system
10, catalog data within the catalog component 90 is separated into two partitions: the
system warehouse 32 and the local warehouse 34. The system warehouse 32 is alterable
by the system administrator of the deployment domain, and the local warehouse is
alterable by the administrator of the administrative domain, which may vary based on
particular deployments of the computing system 10. For the purposes of describing the
operation of the catalog component 90, a catalog object is an entry in a warehouse, and
may be content such as an application, a bundle, or another type of data. Catalog data
views are provided to all actors, and display active catalog objects from selected objects
in the system warehouse 32 and the local warehouse 34.

The catalog component 90 supports the administration of catalog views, and
further supports the creation, addition, removal and deletion of catalog objects to and
from the catalog views and the warehouses. Further, in one embodiment of the present

invention, the catalog component 90 provides an import capability to map external data
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sources to the catalog schema used within the warehouses, and uses XML or an XML

variant for catalogs to represent data.

According to one embodiment of the present invention, digital goods within the
warehouses are submitted by application developers 26 via a recognized workflow and
organized into catalogs by administrators 28 for eventual presentation to end-users 18.
The workflow may specify further steps, such as the certification of the digital good,
virus testing, prepackaging for a target device, or other steps. End-users 18 can search
catalogs for a desired product via catalog category browsing or via a full-text search
facility. Further, the catalog component 90 may support end-user ratings and comments
on digital goods within the warehouses, such that end-users may fulfill the roles of
ratings agents. According to one embodiment of the computing system 10, the
computing system 10 allows trusted actors, such as end-users, to create their own
personal catalogs. Furthermore, catalogs may be dynamically generated based on the
context of a browsing actor.

FIG. 12 shows an object model diagram for the catalog component 90. To add an
item to a warehouse, a user creates the warehouse item. A warehouse item 154 may be
created by an application developer 26 or by an administrator 28. A warehouse item 154
can be associated with one or more binaries 156, which contain any uploadable file (such
as .exe, .prc, or .pdb files). Users can comment on and rate items using warehouse item
commment 158 and warehouse item rating 160 components. Administrators can create one
or more views of a warehouse, and these views are handled using a catalog object 162.
The catalog component 90 further includes catalog items 164, which are views of
individual warehouse items 154. Warehouse items 154 and catalog items 164 may exist
in a number of states, including “new item” states, which allow administrators to find,
view, verify, modify, and delete newly submitted items and to enable the newly-
submitted items to be active or visible to users.

States for warehouse items 154 may include active and inactive states, and states
for catalog items 164 may include visible and invisible states. A warehouse object 166 is
resident within a warehouse and represents the digital good being manipulated in the
catalog component 90. Verification of catalog objects 162 and warehouse objects 166
may be accomplished using a catalog verification object 168 and a warehouse

verification object 170, respectively. Further, either a warehouse administrator or a
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catalog administrator may perform a verification process manually, with the

administrators configuring the list of verification criteria using an interface. The catalog
component 90 can manage the verification criteria for each warehouse and catalog. Each
of the models within the catalog component 90 uses a clean value object 172, which is
gleaned from a value object 174 in a database. The two-tier system of catalog items and
warehouse items allows warehouse items and catalog items to represent two different
item views for one digital good. For example, the price of an item at the catalog level
may be the same as the price specified at the warehouse level, or the warehouse level
may be overridden in certain catalog views to optimize prices for certain users.

Further, the catalog views available to certain user groups may be different from
catalog views available to other user groups. For example, a user group for “preferred
customers” may have access to catalog views having lower prices or other advantages
over “standard customers.” Thus, though the base binary file may be stored at only one
place in the computing system 10, or even outside the computing system 10, several
different views of the item can be provided within the computing system 10, with the
views easily changeable and customizable.

Similar grouping of users to enable customized catalog views may include
separation of users into “gold memberships” and “silver memberships.” In this example,
users having a gold membership and a silver membership may both have access to
catalogs which hold the same products, with the “gold catalog” holding items with prices
20% lower than the prices listed in the “silver catalog.” Similarly, some users of the
computing system 10 might want to have their catalogs available in German with prices
in Euros, while other users might want catalogs available in Japanese with the prices in
Yen. Both catalogs may refer to the same items in a warehouse, but the details may be
replaced in the catalog views to suit specific markets of users. Temporal catalog view
changes may also be employed, such as decreasing prices by 20% on weekends to
encourage weekend use of the computing system 10.

FIGS. 13-17 show flow diagrams illustrating the performance of various
functions in the catalog component 90. FIG. 13 shows the steps involved in creating a
warehouse item. To create a warehouse item, an administrator 28 first accesses a “create
warehouse item” page as shown at block 174. This page may be accessed using the

computing system’s web tier, described in greater detail below. Next, the administrator
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inputs the item attributes as shown at block 176. Item attributes may include such fields

as an item name, version, short description, long description, suggested search keywords,
an image or screenshot, category, an operating system for a file, file size, minimum
system requirements, license type (for security purposes), price, item type, and an enable
or disable flag. After reviewing the atiributes, the administrator commits to the
warehouse item as shown at block 178. Next, as shown at decision block 178, the web
tier determines whether the initial creation of the warehouse item was a success. If the
initial creation is unsuccessful, the administrator receives a “create error” message as
shown at block 182. The administrator is given a choice of whether to continue
attempting to create the item at this point, as shown at decision block 184. If the
administrator chooses to attempt to create the warehouse item again, the administrator
inputs the item’s attributes again, as shown at block 176. If the administrator chooses not
to attempt to create the warehouse item again, the creation terminates as shown at
termination block 186.

If the creation of a warehouse item at decision block 180 is successful, the web
tier creates the warehouse item and sends a ““create success” message to the administrator
as shown at block 188. At this point, the administrator is asked whether he wishes to
upload a binary associated with the warehouse item, as shown at decision block 190. If
the administrator does not wish to upload a binary associated with the warehouse item,
the warehouse item creation terminates at termination block 186. If the administrator
chooses to upload a binary associated with the warehouse item, the administrator inputs
the binary’s atiributes as shown at block 192. Next, the administrator uploads the binary
to the warehouse as shown at block 194. The system then determines at decision block
196 whether the binary upload is successful. If the binary upload is not successful, the
system sends an “upload error” message as shown at block 198, and the administrator is
given a choice to continue uploading the binary as shown at block 200. If the
administrator chooses to continue to attempt to upload the binary, the administrator next
inputs the binary’s attributes again as shown at block 192. If the administrator chooses
not to continue attempting to upload the binary, the creation of the warehouse item
terminates at termination block 186.

If the binary upload is a success at block 196, the system sends the administrator

an “upload success” message as shown at block 202, and then the administrator is asked
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whether he wants to upload another binary associated with the warehouse item. If the

administrator chooses to upload another binary, the administrator inputs the additional

- binary’s attributes at block 192. If the administrator chooses not to upload another

binary, the creation of the warehouse item terminates as shown at termination block 186.
The catalog component 90 also supports user searching for warehouse items, as
showm in FIG. 14. To begin searching for a warehouse item, an administrator first
accesses a “‘find warehouse item” page using the system’s web tier as shown at block
206. Next, the user inputs search criteria as shown at block 208. The system then
searches the warehouse items based on the search criteria, as shown at block 210 and

generates a collection of results as shown at block 212. The result collection may be

- displayed as a selectable search result list as shown atblock 214. Next, as shown at -

decision block 216, the user is asked whether he wishes to continue searching. If the
another search is desired, the user once again inputs find criteria as shown at block 208..
Ifno other search is desired at decision block 216, the warehouse item search terminates
as shown-at termination block 218.

The catalog component 90 further supports administrator modification of
warehouse items, as shown in FIGS. 15a and 15b. To modify warehouse items, a user
first accesses a “modify warehouse item” page as shown at block 220. Next, the
administrator finds the warehouse item using the search technique shown at FIG. 14, as

shown at block 222. After the administrator has selected the warehouse item to modify,

 as shown at block 224, the system displays the warehouse item for the administrator at

block 226. The administrator is then asked if he wishes to modify binary items
associated with the warehouse item, at decision block 228. If the administrator wishes to
modify binary items, the system displays the binaries to the administrator at block 230,
and the administrator selects the binary item to modify at block 232. After being shown
the binary item to be changed at block 234, the administrator edits the binary fields at
block 236 and the binary fields are verified as shown at block 238. The system then
determines whether the changes to the binary are acceptable, as shown at decision block:
240. Tf the changes are unacceptable, the system sends the administrator a “verify
changes” error message as shown at block 242, and the administrator is asked whether he
wishes to continue modifying the warehouse item at decision block 244. If the administrator

chooses not to continue modifying the warehouse item, the warehouse modification
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terminates at termination block 245. If the administrator chooses to continue modifying

the warehouse item at block 244, the system displays the warehouse item again at block
226.

If the binary changes are determined to be acceptable at block 240, the system
attempts to commit to the changes as shown at block 246. If the changes are committed
successfully, as shown at decision block 248, the system sends the administrator a
“changes successful” message as shown at block 252 and asks the administrator whether
he wishes to continue modifying the warehouse item at block 244. If the changes are not
committed successfully at decision block 248, the system sends the administrator a
“commit error” message at block 250 and asks whether the administrator wishes to
continue to modify the warehouse item at decision block 244.

Upon completion of attempted modifications of binary items or upon an
administrator’s determination not to modify any binary items associated with the
warehouse item at block 228, the administrator is given the opportunity to edit
descriptive fields associated with the warehouse item as shown at block 254 and the
fields are verified as shown at block 256. Next, as shown at decision block 258, the
system determines whether the field changes are appropriate by checking, for example,
formatting and value ranges. If the changes are not appropriate, the system sends the
administrator a “verify changes error” message as shown at block 260, and gives the
administrator a choice of whether to continue with the modification of the warehouse
item at block 244. If the changes are appropriate, the changes are committed to as shown
at block 262 and the system determines whether the changes are correctly committed at
decision block 264. If the changes are not correctly committed at block 264, the system
sends a “commit error” message to the administrator as shown at block 266 and allows
the administrator to choose whether to continue modifying the warehouse item at
decision block 244. If the committed changes are successful at decision block 264, the
system sends a “‘changes successful” message to the administrator as shown at block 268,
then gives the administrator the option to continuing modifying the warehouse item at
decision block 244. Once the administrator determines no more changes are necessary to
the warehouse item, item modification terminates at termination block 245.

Other functions supported by the catalog component 90 include the deletion and

verification of warehouse items. The deletion of warehouse items includes the deletion
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of associated binary items and associated catalog items, along with deletions of user

ratings and comments. Verification of warehouse items includes a step of determining
whether a user wishing to verify a warehouse items has sufficient access privileges for
accessing and verifying the warehouse items and performing verifications based on
verification criteria.

According to one embodiment of the computing system 10, the catalog
component 90 enables end-users, administrators, and system operators to page, sort,
filter, and search listed items. Paging enables the grouping of items into page views,
with navigation through the pages via number inputs, arrows, or both. According to one
embodiment of the computing system 10, paging allows both sequential and random
access to pages of results by a combination of numerical inputs and icon selection.

Sorting allows users to display lists in orderly ways. Sorting may be used in
combination with paging to allow users to intelligently surmise which pages of a list
contain the objects they are interested in. Ascending and descending sorts according to a
number of item attributes, such as item names, item sizes, and item types are enabled in
one embodiment of the computing system 10.

Filtering enables users to restrict the number of objects in a list. Filters may be
chosen to closely match the types of tasks that a user, such as an administrator, is
performing. For example, an administrator may wish to view a list of all the users who
have not logged into the computing system 10 for a certain amount of time. Such a filter
may be entitled “dormant,” because it identifies users believed to be dormant.

Keyword searching may also be used by system operators, administrators, and
end-users to restrict the number of objects in a list. In keyword searching, an
administrator provides the text the computing system 10 should search for. For example,
an administrator may wish to view a specific warehouse item that they know contains a
certainn game title in the name. Using the game title keyword in a search will return a
very limited list of objects, one of which will be the desired object.

Application Server Component

The application server component 74 provides an EJB container at the business
logic 1ayer 48 and performs load balancing and clustering operations to enable efficient
workflows in the computing system 10. The application server component 74 may be the

device through which other components, such as the device management component 76,
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personalization component 80, rules engine component 86, and catalog component 90

are implemented.

It is preferred to use a host for the application server component 74 that is capable
of handling thousands of concurrent processes, thousands of open sockets, and several
megabytes of data. The application server host must have enough processing power to
handle multiple concurrent tasks, and four-CPU systems are preferred as application
server hosts according to one embodiment of the computing system 10. The application
server host also needs sufficient RA™ to process a large amount of media and textual
data per transaction, as well as to meet caching database requirements. The application
server host should have sufficient disk space to store an operating system and required
software, perform patches and updates, cache information from databases when the
information is not in RAM, and to store server logs and error reports. According to one
embodiment, the application server host is provided with 20 gigabytes of disk space.

It is preferred for the computing system 10 to be agnostic to application servers,
such that a variety of different types of servers may be used as application servers. This
server agnosticism contributes to the ability of the computing system 10 to utilize a
distributed architecture and to facilitate redundancy, scalability, and clustering in
different types of deployments of the computing system 10.

Device Management Component

The device management component 76 enables data management and device
auditing by end-users and administrators on OS-enabled devices. According to one
embodiment of the invention, the device management component 76 uses an EJB server
layer, a web presentation layer, a conduit Simple Object Access Protocol (SOAP) servlet
layer, a desktop conduit, and the device client stub 130 to perform its functions.
Alternatively, the device managemént component 76 may operate without a conduit,
depending on the specifications of the particular mobile devices being used in particular
deployments of the computing system 10. The device management component 76 may
also be implemented via XML, packaged with SOAP.

In more detail, the device management component 76 provides the tools
necessary for end users and administrators to manage digital goods on devices.
According to one embodiment, the device management component 76 focuses on the

management of digital goods on mobile OS-enabled devices. In one embodiment of the
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device management component 76, end-users have collections of digital goods that they

are entitled to. In this usage, “entitlement” to a digital good means having the ability to
install the digital good on a device. Entitlement may be acquired by an end-user, for
example, through end-users purchasing items or by an administrator “pushing” the item
to end-users. Users may also acquire digital goods from other sources, such as from
other end-users or from other data sources. According to one embodiment of the
computing system 10, the open-ended nature of item sources is enabled because physical
content is not stored within the computing system 10. Rather, in this embodiment, the
computing system 10 provides information content specifications and location to users
and enables content acquisition without requiring storage of content within the
computing system 10.

As described above, digital goods are maintained in warehouses 32 and 34 (see
FIG. 3) that can be visible at the system domain, administrator domain, or end-user level.
Catalogs 42 are used to exposed views on digital goods in a more organized fashion.

End-users may be allowed to manage multiple devices in their profiles and may
independently maintain each device. End-users may also update which items they are
entitled to by acquiring items from warehouses or downloading items from other sources.
End-users can then determine which of their “entitled” items should be installed on their
devices and indicate which items they wish to have removed from their devices.
Administrators can also control which items users are entitled to. The administrators
further have the option to mark items as mandatory, with mandatory items being pushed
to end-users’ devices without the end-users’ control.

Turning to FIG. 16, a device details page 270 accessible by an administrator using
the device management component 76 is shown. The device details page allows
administrators to manage devices supported by the computing system 10. Asnew
devices are introduced into the network or enterprise environment, administrators can
add new devices to enable their users to take advantage of the latest products and
technology or delete devices that are no longer supported. The device details page 270
shows the fields which an administrator may populate in describing a newly-supported
device, or check on to confirm that a device is specified correctly. According to one
embodiment, required fields 272 represent the absolute minimum information that must

be inputted for a device to work on the computing system 10. Types of devices which
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may be specified for use with the computing system 10 include pagers, handheld

computers or PDAs, including palm-sized PDAs, mobile phones, smart phones,
workstations, and servers. A suppofted device may maintain information about the
domain it belongs to (for example, a system operator domain or an administrator
domain). Further, it is preferred for supported devices to track information about
expansion capabilities, such as the number of expansion slots, supported cards, and
expansion media types. To further illustrate the interface used by administrators to
maintain devices in the device management component 76, FIG. 17 is a screen shot of a
device maintenance page 274 allowing an administrator to access a number of device
types for maintenance, and FIG. 18 is a screen shot of a device deletion page 276, which
informs an administrator about a device before the administrator finally deletes the
device from the computing system 10.

User devices may be defined as classes of devices used to model physical OS-
enabled devices owned by users. User devices preferably contain a reference to the
owning user and have reference to the proper supported device that describes the
common attributes of the device type. According to one embodiment of the computing
system 10, user devices are adapted to track dynamically configured binary large objects
(BLOBS), allowing synchronization business logic to track device-specific information
and any other data required to affect synchronizations properly. User devices should
further allow for dynamically defined extensions of the device, similarly to the “Ext”
element of Synchronization Markup Language (SyncML). Further, it is preferred for user
devices to be capable of tracking supported Multi-Purpose Internet Mail Extenision
(MIME) types and associated “player” applications, such as e-book readers. Tracking of
MIME types and player applications may be done using SyncML content type
capabilities in XML format.

Digital goods resident on user devices are termed “device items.” Thus, a device
item may be any type of digital good, such as an application or an electronic book. When
a user device is a PalmOS-enabled device, for example, a digital good is a database.
According to one embodiment of the present invention, device items are provided with a
number of attributes. Device items preferably track which devices the items belong to
and which digital goods are being represented by the device items. Further, device items

preferably track their current known states, including information on whether the device
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items are installed, and map to an identification marker local to the device. For example,

on a PalmOS-enabled device, the identification marker is the Creator ID/type
combination. In addition, a device item preferably tracks an action status indicating
actions that need to performed during the next synchronization event. Action statuses
may include values for no action, where an item is installed and does not need any
updating, values for items to be installed, values for items to be removed (including soft
and hard deletion capabilities), values for items to be backed up, and Valugs for items to
be restored. A device item preferably has its current state updated once an action is
successfully completed and verified during the synchronization event. The action status
may be updated to “no action” once any desired action has been verified as completed
successfully or failed and canceled. Further, it is preferred for device items to track the
timestamp for a completed action, including such timestamps as an installed date, a
removed date, a backed-up date, and a restored date. Synchronization of devices may be
accomplished through the use of a conduit, software that communicates between a
synchronization agent on a desktop machine and a device (such as a cradle or a mobile
device) connected by wire line to the desktop machine. Alternatively, synchronization
may be accomplished without the use of a conduit, such as via direct wire line or wireless
communication between mobile devices and components of the computing system 10.
According to one embodiment of the computing system 10, administrators
manage devices through the use of a device management session interface having such
options as: finding a device item by a device item key, finding device items by related
entitled items, confirming device compatibility based on external rules (including the
provision of full error and status information back to the administrator for proper
diagnosis of results), finding user devices by user, finding user devices by keys, finding
user devices by supported devices (including filtering of supported devices by type, OS
type, and the like), finding user devices by users and/or groups, finding device items by
searching based on user devices, creating device items for specific user devices
(including providing reference to entitled items which may be referenced to an internal
catalog or to a user warehouse), removing device items from specified user devices,
performing actions such as installation and removal of device items (including indicating

whether an action is an administrator-instigated action such as a “push™), and retrieving,
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adding, removing, and updating Ext items, CTCap items, log items, BLOBs, and attribute

1items for user devices.

The device management component 76 may work in concert with the rules engine
component 86 to enable automatic device management once rules have been established
in the rules engine component 86. According to one embodiment of the computing
system 10, the device management component 76 allows for virtual storage of digital
goods such that digital goods are only resident on devices when they are necessary. This
functionality allows bulky digital goods to be stored outside the computing system 10
and accessed and installed on devices only when the digital goods are necessary for a
particular device in a particular context.

Rules Engine Component

According to one embodiment of the computing system 10, administrators and
system operators may incorporate basic business logic into the system by creating rules
and rulesets in plain language using the rules engine component 86. The rules engine
component 86 allows the definition of policies such that a combination of events and
profiles can be used to generate appropriate actions within the computing system 10, and
further allows for the declaration of flexible policies that are not necessarily embedded
within the computing system 10 and can be defined by administrators in real-time.

Rules, when grouped as policies, allow event-triggered actions to be governed by user
profiles. A business rule is a statement that describes how a business is organized, how a
business decision is made, or how a business process works. Examples of business rules
include: a) “if an order exceeds $325 and the customer has a good credit history, then
discount the order by 15%”; and b) “if the user is trying to install an application and a
newer version of the application exists on their device, then do not perform the
installation and alert the user of the problem.”

Other rules may have a more direct effect on user devices. For example, a rule
may be implemented which detects the current level of a user device’s backup battery
and informs the user when the backup battery is low. Such a rule may be phrased, “if the
amount of charge left in a user device’s backup battery is less than 30%, push a message
to the user informing the user to change the backup battery.” Further, rules may be
nested or provided with interdependencies. An example of this type of rule would be the

determination of whether to install a software application on a user device based on the
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amount of memory available on the user device. Such a rule could have two parts: a first

part stating, “the total memory required for the software application is the sum of the
software application memory required and the memory required to run the OS,” and a
second part stating, “if the total memory required is greater than the total device memory,
then do not install the software application; otherwise, install the software application.”

Rules may be grouped together into rulesets. Rulesets may be grouped based on a
number of qualities, such as rule functionality, similarities of triggering events, and user
groups upon which rules act. Rules within rulesets may be dependent upon each other, or
they may operate independently of each other, according to the needs of business logic.

It is preferred to allow users such as administrators and system operators to access the
rules engine component 86 using a web-based interface, as shown in FIGS. 19 through
23. The rules engine component 86 is integrated into the entire computing system 10, so
that any events within the computing system 10 can serve as triggers for carrying out
specified rules. Rules allow “cause-and-effect” operations within the computing system
10, and it is preferred to utilize a rule system which allows for precedence and chaining
of rules, as well as real-time reaction to rule triggers. To enhance data portability within
the rules engine component 86, it is preferred to use XML DTDs and to implement the
rules system using a web-based interface.

FIG. 19 shows a rule maintenance interface page 278 which presents a user with a
starting point from which to view, creéte, delete, and rearrange rule sets and view, create,
delete, and modify rules. The rule maintenance interface page 278 shows a user
categories of rulesets. When an administrator chooses a particular category of rulesets to
interact with, a ruleset list page 280, containing a list of rulesets and, optionally,
summary information about the rulesets as shown in FIG. 20, is displayed. To work with
a particular ruleset, the user chooses a ruleset from the ruleset list page 280, accessing a
rule selection page 282, shown in FIG. 21. The rule selection page 282 of FIG. 21 shows
only one rule regarding the deactivation of a user named “Thane.” The rule selection
page 282 includes such information as the rule name, the rule summary, information on
whether or not the rule is active, and the priority of the rule. According to the
embodiment shown in FIG. 21, the rule selection page 282 allows the user to access the
functions of adding rules, editing rules, deleting rules, applying status changes to rules,

and editing rule priority.
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A user may create a new ruleset using the ruleset creation page 284 shown in FIG.

22. When a user enters a ruleset name and, optionally, a ruleset summary, the new
ruleset is added to the ruleset list page 280, ready for rules to be added. Rulesets may
similarly be deleted by using the “delete ruleset” function shown on the ruleset list page
280.

Users may select rules for viewing and editing from the rule selection page 282,
entering a rule view page 286 as shown in FIG. 23. The rule view page 286 includes a
plain language view of the rule as well as a logical view of the rule, allowing for easy
recognition of the rule and rule behavior by the user.

Certain embodiments of the computing system 10 have specific requirements for
the rules engine component 86. In some embodiments of the computing system 10,
system rules are modifiable only by developers of the computing system 10 or by
professional services providers. In some implementations, it is preferable to have rules
specific to individual domains (for example, administrator domains and system operator
domains) such that they are visible and modifiable only by domain administrators or
system operators. It is also possible to specify rules that apply to every domain of the
computing system 10. Rules can be either synchronous or asynchronous. Synchronous
rule processing means that a workflow is paused when a transaction in the system 10
awaits rule execution. Asynchronous rule processing means that rule actions are carried
out without pausing further execution of other actions or other rules. Batch rule
updating, asynchronous rule actions (pertaining to email and logging, for example), and
the ability of the system 10 to continue operation following the removal of a rule are
further preferred.

Turning now to FIG. 24, an architecture view of the rules engine component 86 is
shown. According to one embodiment of the rules engine component 86, a rule includes
events or triggers 288, actions 290, conditions 292, and business objects 294. Events 288
are the circumstances that need to be met in order to request a rule set evaluation from
the rules engine component 86. Actions 290 are the reactions taken depending on the
result of a rule evaluation. Conditions 282 are the questions answered during the rule
evaluation, and business objects 294 are the items that are being accessed in conditions
and actions. In the embodiment shown in FIG. 24, conditions 292 and business objects

294 reside in a rules engine EJB 296 on a Java 2 Platform, Enterprise Edition (J2EE)
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application server 298. The rules engine EJB 296 communicates using XML data 300

with a rules repository 302, using XML DTDs.

One implementation of the rules engine component 86 is the automation of digital
goods submission workflows within the computing system 10. Complex rules can easily
be added to automate a number of workflows within the computing system 10. Rules
may be implemented at different levels of the computing system 10. For example, some
rules may apply to an entire system, while other rules may apply only to smaller domains
within a particular deployment. According to one embodiment of the computing system
10, the rules engine component 86 is made accessible to end-users such that end-users
may be allowed to develop rules for business logic or for interactions with their devices
that are particular to their individual needs. Further, in one embodiment of the
computing system 10, the rules engine component 86 allows rules to be “hot-swappable,”
such that adding new rules or changing existing rules does not require the entire system
to be reset.

Within the rules engine component 86, administrators are given the opportunity to
define scopes of contexts for the implementation of rules. This guards against rules
becoming obsolete by incorporating the ability to alter context definitions over time. For
example, memory capabilities of mobile devices may change over time. Thus, while at
one time less sixteen megabytes of memory may be considered a small amount of
memory and a device having more than sixteen megabytes of memory would be
considered to fall within a “high memory” context for mobile devices, at a later time it
may be more useful to classify devices having up to 128 MB of memory within a “low
memory” group and to group devices having more than 128 MB of memory into a “high
memory” group. Thus, allowing the definition of context scopes to change over time
ensures that rules implemented in the computing system 10 will not grow obsolete with
advances in computing technology.

Configuration Component

The configuration component 84 resides in the business logic layer 48 and
provides generic management of configuration data for all parts of the computing system
10, including EJB components, servlets, and standalone applications. The configuration
component 84 thus allows for fine-tuning of a deployment of the computing system 10

for optimum performance. According to one embodiment, the configuration component
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84 is an EJB itself and provides a generic system configured via XML for managing

configuration data. Further, the configuration component 84 may be implemented using
mamaged Java beans, allowing for integration with Java Management Extensions.

Certain embodiments of the present invention have specific requirements for the
configuration component 84. According to one embodiment of the computing system 10,
required configuration information is retrieved from a primary database upon startup to
initialize the system. Further, it is preferred to have default values for all configuration
items to enable easy startup of the system 10. Configuration data is preferably
represented using XML, and an XML DTD describing configuration data formatting may
be used. Further, it is preferred for the configuration component 84 to validate its XML
DTD each time it is initialized, because the DTD may change over time. It is also
preferred for the configuration component 84 to be one of the first components of the
computing system to start, as other components of the computing system 10 may be
provided with dependencies on the configuration component 84.

According to one embodiment of the computing system 10, configuration
information is handled using a distributed approach, because components resident on
different devices will require access to configuration data 150 (shown in FIG. 11).
According to some embodiments of the present invention, the configuration management
component 84 is required to dynamically configure applications at runtime. An example
of this is an application loading database connection parameters during startup of the
computing system 10. These configurable parameters are typically stored in
configuration files or a database and can be managed through a user interface. More
advanced configuration management schemes may use expiry timeouts (through polling)
and update events to allow for “hot” updates of configuration parameters in applications
without the need for restarts.

Another aspect of configuration management relates to the propagation of updates
throughout the computing system 10. According to one embodiment of the present
invention, applications on the computing system 10 receive notifications of updates as
they are submitted to the system 10. Using this updating system, the computing system
10 uses Java Messaging Service (JMS) topics to publish update notifications to system

users. Application components that require update notifications as they happen can
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register as subscribers to these notification topics to receive updates as they happen.

These components then implement the code to react to changes as required.

According to one embodiment of the configuration component 84, configuration
data is described using the standard Java data types (e.g., String, Integer, Double, Date,
etc.). Configuration parameters are commonly referenced using a unique name within
the context, e.g., a properties file. This commonality allows for a generic data
management scheme to be easily developed. XML templates can define the meta
information for a configuration context. This template would define the parameters to
manage, referenced by a name unique to the context. According to one embodiment, the
data type is specified (String, Integer, etc.) for each parameter, along with default values,
data restrictions such as ranges, enumerated lists, and the like. Other configuration
information may include expiry time intervals and “hot” update queue information. User
interfaces can use a template to generate the management user interface on the fly, as
required. The configuration component 86 may further use a template to validate
configuration data updates.

Client applications accessing the configuration component EJB may include
several types of applications, such as EJB components or web clients. The configuration
component EJB may be used by configuration client applications to manage the
configuration data.

Configuration parameters are utilized within the computing system using
configuration parameter definition objects. A configuration parameter definition object
defines the name and type of the configuration parameter, along with any additional data
restriction information. Configuration parameters are applied within certain “contexts”
of devices within the computing system 10. Contexts may include a variety of types of
information about devices within the computing system, such as device types, named
users of the devices, device location, device capabilities, information about devices, data,
and applications to which a particular device has access, information about connection
bandwidth available to a device, information about network type (such as wireless versus
wire line networks), information on whether a user has a device while travelling or while
at a particular event, and a variety of other types of information about a device or user.
Types of information that may be included in a configuration parameter definition object

may include: the name of the parameter, a descriptive label for the parameter, the data
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type for the parameter, minimum and maximum values for parameters, information on

whether a value can be nulled, security role information (for determining what roles are
allowed to manipulate the value), scope information (describing whether the
configuration parameter is global or specific to a domain, or specific to a physical server
machine), and a default value for the parameter.

Certain contexts can be given configuration sets termed “configuration contexts.”
Examples of configuration contexts include context information such as maximum
transfer size of digital goods, and maximum binary sizes for digital goods, defining the
amount of room that is available on a device for receiving a digital good or the amount of
bandwidth that is available. Thus, configuration parameters may be segregated by
context, while having the same name. For example, two different EJB components may
define a parameter called “timeout.” By defining a configuration context for each
component, the parameters are unique to each context. Examples of information which.
may be included within a particular configuration context include the name of the
configuration context, a description of the configuration context, a list of configuration
parammeter definition objects, and any message topic or queue information allowing users
to receive notifications when parameter values change in the context. Parameters across
different contexts may be grouped using functional grouping objects, which include
descriptive labels, descriptions, and references to configuration parameter definition
objects that are being grouped. According to one embddiment, configuration contexts
can be defined separately for separate domains of a single deployment of the computing
system 10.

The configuration component 48 is preferably managed using a web-based
interface which allows a number of functions to be performed by an administrator. Using
the configuration interface, it is preferred to allow administrators to: find configuration
parameter values using logical key sets (including context names, parameter names,
domain IDs, and server IDs); find configuration parameter values using physical keys
(including information on parameter value locations); retrieve all configuration parameter
values by context names and domain IDs; insert new configuration parameter values;
delete configuration parameters; issue update events on specified event queues when
parameters are inserted and updated; retrieve, insert, update, and delete configuration

contexts and their associated configuration parameter definitions using XML
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representations; manage configuration parameters using XML representations; and

create, edit, and find functional grouping objects in addition to finding all configuration
parameter definition objects referenced by a grouping.

Operational Measurement Component

The operational measurement component 82 allows developers and
administrators to monitor and tune the computing system 10, and provides the data
necessary to determine where performance bottlenecks are and how applications can be
tuned to best suit particular deployments of the computing system 10. According to one
embodiment of the computing system 10, the operational measurement component 82
provides real-time information about the performance and statistics of the computing

system 10. Operational measurement in the present invenation may be performed in a

- number of ways, including exposing methods to'management software allowing for real-

time querying of specified measurements and writing measurement values to persistent
storage as they change. According to one embodiment of the present invention,
measurement values are written to persistent storage as they change, with management
software then querying the data store to get “snapshots” of the measurements being
tracked, as necessary. Reporting tools which import data and provide meaningful
presentations of operational measurements may be utilized with the operational
measurement component 82.

Data throughput, connection statistics, message statistics, and resource usage are
among the operational measurements recorded by the operational measurement
component 82. It is preferred to allow systemoperators and administrators to configure
which operational measurements are tracked. According to one embodiment of the
operational measurement component 82, operational measurement data 148 is forwarded
to the database 66 on a regular basis. In one embodiment of the computing system 10,
operational measurement snapshots are recorded once every ten seconds, though shorter
or longer time values may be implemented in particular deployments of the computing
system 10. It is preferred for operational measurement data to be collected using a
schema that is exposed via an API to allow third-party tools to mine the operational
measurement data 148 and generate reports based on the data.

According to one embodiment of the operational measurement component 82,

three subcomponents interact within the operational measurement component 82. The
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first of the three sub-components, an operational measurement EJB, provides interfaces

to retrieve and set measurements. The second subcomponent, an operational
measurement methods-driven EJB, provides the management to accept JIMS messages
that contain updates to measurements. The third subcomponent, an operational
measurement managed bean (MBean) provides the interface to standard Java
Management Extensions (JMX) agents and managers to enable access to and
manipulation of measurement data. This design allows components to quickly issue
updates in an asynchronous fashion while allowing processing of the updates to happen
in a low-priority manner, helping to reduce the resource impact of the operational
measurement component 82.

Administration Component

The administration component 78 is preferably implemented as a distributed
component through the interaction of other components, such as the device management
component 76, the operational measurement component 82, the configuration component
84, the rules engine 86, and the catalog component 90. The administration component 78
may be implemented using a web-based interface, enabling administrators to maintain
users, devices, warehouses, catalogs, and rules and to send messages to users using the
other components of the computing system 10. According to one embodiment of the
computing system 10, both administrators and system operators have access to the
functions enabled by the administration component 78.

. FIG. 25 is a screen shot of an administrator home page 304 from which an
administrator may access options such as: viewing the administrator profile (where
personal information and passwords can be changed), maintaining users (including
creating and maintaining user groups), maintaining devices, maintaining warehouses,
maintaining catalogs, and maintaining rules. To maintain users, an administrator
accesses a user list page 306 as shown in FIG. 26. The user list page 306 shows user IDs,
whether or not the user is active, the users’ roles within the computing system 10, and the
user names. To modify a user’s settings, an administrator selects a name from the user
list page 306 to access a user profile page 308, shown in FIG. 27. The user profile page
308 allows an administrator to access and alter user information, including personal
information and information about users’ devices. Information on the user’s role within

the computing system may also be entered into a user’s profile. Additional interface
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pages may be provided to allow an administrator to add new users, (including specifying

users’ roles), delete users from the computing system, add new devices, and delete
supported devices.

Warehouse and catalog maintenance are also enabled by the administration
component. The warehouse maintenance function allows administrators and operators to
validate new warehouse items and manage items within warehouses. FIG. 28 is a screen
shot of a warehouse maintenance page 310, where an administrator can view warehouse
items, create new items, delete items, and view comments associated with items. The
warehouse maintenance page 310 includes item information such as names of items,
version numbers of items, the number of binaries associates with items, item sizes, and
the last date on which items were updated. To view and edit a warehouse item, an
administrator selects an item from the warehouse maintenance page 310 to access a
warehouse item details page 312, as shown in FIG. 29.

The warehouse item details page 312 allows an administrator to view an item in
detail and specify item information. In addition to viewing and updating iterm names and
version numbers, administrators can add descriptions of items, provide suggested
keywords to associate with items, specify operating system and operating system version
numbers for items, define minimum system requirements, and insert information on
license types and prices for items using the warehouse item details page 312. The
administrator may also manage binary items by accessing the “manage binary items”
function of the warehouse item details page 312. Managing binary item types may
similarly be performed using a web-based interface into which an administrator enters
information such as binary system requirements, binary license types, and the like.
Similar web-based interface pages may be provided for creating new warehouse items,
deleting warehouse items, and maintaining catalogs (including creating new catalogs,
adding items to catalogs, viewing catalogs and catalog items, modifying catalog
properties, and deleting catalogs and catalog items).

Personalization Component

According to one embodiment of the computing system 10, the personalization
component 80 includes a set of subcomponents used to collect users’ information and
tailor the user experience according to implicit and explicit profiles. End-users 18,

system operators 24, application developers 26, and administrators 28 may employ the
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personalization component 80 to enhance the experience of using the computing system

10. According to one embodiment of the personalization component 80, the component
1s implemented using EJBs, with an authentication manager being responsible for
processing login requests and checking user privileges and a user manager being
responsible for retrieval, updating, insertion, and deletion of user information.

Personalization may be enhanced through a user interface similar to the interface
used in the administration component 78. For example, end-users 18 may access a home
page 316, as shown in FIG. 30. The home page serves as an initial page from which an
end-user may select options including accessing the use’s profile, accessing the user’s
library, and viewing catalogs that are available to the user. If users wish to review or edit
profile information, they access a profile page 318 as shown in FIG. 31. The profile page
318 allows the user to update personal information as well as information on which
devices the user has. The profile page 318 may be used to add new email addresses and
devices to a user profile.

User libraries serve as end-users’ personal repositories of items they have
downloaded from catalogs. Users may customize their libraries using a library page from
which users may view items within their libraries (including items details such as item
sizes and requirements), add and delete items to and from their libraries, and view and
submit item comments.

Users may also use a web-based interface for viewing catalogs, where users may
access digital goods that particularly appeal to them. For example, if an end-user is
interested in games produced especially for the Palm OS, the user may browse through a
“Palm Games” catalog to find particularly appealing games. Using a catalog interface,
users can acquire items from catalogs and add them to their own libraries, for example by
purchasing the items and gaining sufficient authorization to install the items in their
Iibraries. Users may also use the catalog interface to review and add comments and
ratings for catalog items.

The personalization component 80 may be further adapted to provide more
thorough personalization of a user’s experience. For example, personalization may
extend to allowing a user to implement favorite user interfaces or app earances for data on
users’ devices. The personalization component 80 may further include the ability for a

user to use messaging capabilities of the computing system 10. Messaging may be
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implemented from a user’s home page 316, and the users or user groups to which

individuals may direct emails may be controlled by a system operator or administrator.

Another feature of the computing system 10 which may be implemented using the
personalization component 80 is an implicit profiling feature. In implicit profiling, a
user’s activities within the computing system 10 are used to add information to a user
profile. Thus, a user profile may be built based on a user’s interaction with the
computing system 10 without requuiring the user to make direct profile choices. For
example, a particular user may access the computing system 10 several times to find out
information about games and to acquire digital goods related to games. This user would
be implicitly profiled as a user focused on games, and this information can be used in
targeted advertising to the user by concentrating on game advertisements.

Client Stub Component and Sync Engine

The client stub component 130 acquires required device information through
device OS APIs and creates and updates databases on devices. According to one
embodiment of the computing system 10, the client stub serves as the interface between
an end-user device and other components of the computing system 10. According to one
embodiment of the computing system 10, the client stub component 130 activates
automatically upon any synchronization between an end-user device and the computing
system 10. Alternatively, the client stub component may be started manually by an end-
user during a synchronization event. The client stub component 130 works with other
components, including the device management component 76 and the operational
measurement component 82 to integrate device information into the computing system
10. According to one embodiment, the databases on the devices store unique computing
system device IDs along with metrics acquired by the stub from the device. The client
stub component 130 may be launched by a conduit, which acquires attributes and values
from the device database. Information acquired by the client stub component 130 may
include unique device IDs, battery types, and the percentage and amount of power
remaining in the device battery. The client stub may alternatively be implemented
without the need for a conduit, where devices have the capability for communication
with other components of the computing system 10 without an intermediate conduit.

The client stub component 130 further enables context-based forwarding of

information to user devices, such that information may be tailored to specific contexts for
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specific users. For example, if a user’s context indicates that the user is in the office, the

client stub component 130 can record and forward this information to other components
in the computing system 10, allowing the other components to provide information to the
device that is particularly pertinent to the office environment. This functionality allows
limited device memory and other resources to be dedicated to relevant tasks, rather than
burdening devices with unnecessary information at inopportune times.

FIG. 32 shows the client stub component 130 resident on a user’s handheld
device. According to one embodiment of the invention, the client stub communicates
with a personal computer using a conduit 322, which, in turn, communicates over the
Internet 56 with a presentation server 324. Alternatively, the conduit may be omitted,
allowing direct communication between the Internet 56 and the client stub. The
presentation server 324 and the HTTP server component 116 may be implemented on a
single physical server. The presentation server 324 has access to the application server
component 74, which, in turn, has access to the database 66 via the database server
component 68. Through this series of communication links, the client stub component :
130 enables syncing of a device with the computing system 10.

According to one embodiment of the computing system 10, communication with the sync
engine is done via the HTTP server component 116.

Device syncing in the computing system may be accomplished through the use of
async engine. According to one embodiment of the present invention, a sync engine
contains two layers: a servlet, seated on the presentation layer 50 and an EJB seated at
the application server component 74 and interacting with other system components,
including the device management component 76. According to one embodiment of the
computing system 10, Hypertext Transfer Protocol over Secure Socket Layer, or HTTPS,
is utilized for system security, while still retaining the ability to use SSL via HTTP.
HTIP Server, View Controllers, and Stylesheets Components

The HTTP server component 116 serves as a central component for allowing
web-based access to the other system components. The HTTP server component
supports the presentation layer 50. It is preferred for the HTTP server compoﬁent 116 to
support Java Server Pages and to provide a servlet container. Further, it is preferred for
the HHTTP component 116 to be HTTP/1.1 compliant and to support advanced

optimization features such as static data cashing. For security purposes, it is preferred for
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the HTTP server component 116 to support 128 bit encryption over the Secure Sockets

Layer (SSL), and to have a certificate with a key installed. It is further preferred for the
HTTP server component 116 not to have direct access to the database 66, to prevent the
possibility of unauthorized database access by hackers. According to one embodiment of
the computing system 10, the HTTP server component 116 works in conjunction with the
view controllers component 128 and the stylesheets component 126 to support the
presentation layer 50.

These components work together to enable the retrieval of data from databases
and to provide data in a form available to any view type. According to one embodiment
of the computing system 10, JSPs are used to reference data from Java Beans as needed.
An XML document may be used to control the flow of the interface, and the XML
document may be altered without recompiling and without restarting the computing
system 10. Such an implementation allows for action handlers which act before and after
data transfer events, allowing data validation to happen on Java Beans. Action handlers
may be used to define which pages are accessed, while the XML page defines how to
access individual pages. Using this methodology, components dealing with data
presentation in the computing system 10 may be kept physically separate from
components dealing with the storage and access to physical data files.

Svsfem Deplovments

The computing system 10 of the present invention is scalable for optimum
resource allocation in a number of types of deployments. Deployments may be
specialized for enterprises, telecommunications carriers, general information technology
locations (such as central offices or corporate laboratories), and for a wide variety of
other entities requiring a comprehensive communications solution. According to one
embodiment of the computing system 10, the system is deployed such that different legal
entities or enterprises have their digital goods stored in physically distributed locations,
reducing the likelihood of improper access to proprietary digital goods. FIG. 33 shows
an architecture view of a general IT deployment of the computing system 10 according to
one embodiment of the present invention. The data layer 46 is implemented via a data
server 326, a mirror data server 328, and a database cluster 330. The business logic layer
48 is implemented using two application servers 332 and 334. The presentation layer 50

is implemented using three HTTP servers 336, 338, and 340, along with a primary load
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balancer/firewall 342 and a fail-over load balancer/firewall 344. Commumnication

between the presentation layer 50 and the client layer 52 takes place over the Internet 56,
using first and second switches 346 and 348 on the presentation layer side, and an ISP
gateway 350 on the client side. As shown in FIG. 33, communication between a mobile
device 352 may take place wirelessly or via wire line communication directly between
the ISP gateway and the mobile devices 352, or via wireless or wire line communication
wherein a mobile device 352 is further connected to a personal computer. The
deployment of FIG. 33 is an example deployment, and it is to be understood that the
hardware supporting the data layer 46, the business logic layer 48, and the presentation
layer 50 may take a variety of forms, including all three layers being supported on a
single server, each layer being supported on a separate server, and combinations of two
layers on one server and a third layer on a second server.

System Functions and Facilitators

A number of functions and features may be incorporated into the computing
system 10 to increase the ease of use and functionality of the system for all actors.

Community grouping is one feature that enhances the usability of the computing
system 10 by allowing administrators and system operators to group system actors,
allowing administration, maintenance, and operations to be carried out more efficiently
on a larger scale rather than addressing individual users for all cases. Community
grouping may be implémented by using an EJB server layer along with appropriate
interfaces. Examples of commmunity groups include groups for pushing a digital good or
message to a set of end-users, groups for allowing a set of end-users to access particular
catalogs, groups for allowing a set of administrators and end-users to receive group
emails, and groups to allow a set of administrators to maintain a catalog or restrict
maintenance abilities to the ability to add items, rather than the ability to delete or modify
items.

Messaging allows users, including administrators and system operators, to send
messages to other users. Messaging may be useful, for example, when an administrator
wishes to send an update message to users regarding new catalogs available to them or to
alert them of viruses or upgraded operating systems. Messaging may be implemented
through a web-based interface with a messaging page 326 allowing a user to edit a

message and specify recipients, as shown in FIG. 33. Messaging may be tracked through
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the use of message fields, including information on message type, message priority,

information on whether and when the message was accessed and read, and information
on whether a message has been deleted. Messaging may be implemented as a “push”
function in the computing system 10.

A dictionary mechanism may also be employed in the computing system 10. A

dictionary is useful because each system object, such as a warehouse item or catalog

.item, has multiple attributes associated with it. Some of these attributes may only have a

constrained number of possible values (for example, the OS type of a warehouse item
may be limited to Palm OS, Windows PocketPC OS, Symbian, RIM OS, and others). In
order to effectively and flexibly manage the possible attribute values, the dictionary
serves as a centralized mechanism to capture attributes and their associated constrained
list of values. A data dictionary allows an administrator to have full control over item
attribute values and enables the addition, deletion, and modification of values when
necessary. The dictionary may be implemented as an EJB in the business logic layer 48.
Security within the computing system 10 may be handled using a Role-Based
Access Control (RBAC) system. In the RBAC system, users are assigned to roles, and

access permissions are assigned to particular roles. Users acquire permissions by

- belonging to roles. According to one embodiment of the computer system 10, users can

belong to any of four roles: end-users, application developers, administrators, and
system operators. These roles may be considered “master roles,” with administrators
having the option to develop other roles within the master roles. RBAC is implemented
so that users only have access to those computer system items that the user is entitled to,
and RB AC works in combination with the system components described above to allow
access only where entitlement has been purchased or given by administrators or system
operators. Actors within the computing system 10 who have been verified as proper
users of the system may be considered “trusted” actors as part of a trusted chain of
supply, while actors who have not been verified as proper users may be considered
“untrusted” actors as part of an untrusted chain of supply.

‘While the present invention has been described with reference to one or more
particular embodiments, those skilled in the art will recognize that many changes may be

made thereto without departing from the spirit and scope of the present invention. Each
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of these embodiments and obvious variations thereof is contemplated as falling within

the spirit and scope of the claimed invention, which is set forth in the following claims.
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WHAT IS CLAIMED IS

1. A computing system for specifying and managing chains of supply of
digital goods from a plurality of producers to a multiplicity of end-user devices over a
plurality of network connections according to a plurality of contexts of use of said end-
user devices, comprising:

one or more data warehouses containing a plurality of digital goods;

means for identifying one or more of said contexts of use for a specified one of
said end-user devices; and

means for identifying, presenting, packaging, delivering, and managing selected
digital goods from said data warehouses to said specified one of said end-user devices,
said system being managed by one or more administrators and allowing access to one or
more end-users.

2. The system of claim 1 wherein said chains of supply include actors
selected from the group consisting of authors, publishers, ratings agents, validation
agents, validation agents, aggregators, wholesalers, retailers, advertisers, payment
services, and consumers.

3. The system of claim 1 which includes means for allowing end-users to
rate and comment on specified digital goods in said data warchouse.

4. The system of claim 1 wherein said system is accessible to publishers,
administrators, and end-users, said system further including means for controlling a flow
of information between said publishers, administrators, and end-users.

5. The system of claim 4 which includes means for allowing administrators

to send text messages to specified end-user devices.

6. The system of claim 2 wherein said publishers include one or more of said
end-users.
7. The system of claim 1 which includes means for allowing administrators

to control the delivery of digital goods to specified end-user devices.

8. The system of claim 1 which includes means for describing entities
including users, devices, catalogs, and items according to entity attributes.

9. The system of claim 8 which includes means for describing a relationship

between the entities.
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10.  The system of claim 8 which includes means for logically partitioning said

users, said end-user devices, and said items for the purposes of security and
administrative assignment and responsibility.

11.  The system of claim 1 which includes means for said one or more
administrators to interrogate said end-user devices to determine resident operating
systems, hardware details, and information regarding applications resident on said end-
user devices.

12. The system of claim 1 which includes means for creating records for a
billing system.

13.  The system of claim 12 wherein said billing system is external to said
computing system.

14.  The system of claim 12 wherein said billing system bills end-users based
on the selection of digital goods by end-users.

15.  The system of claim 12 wherein said billing system bills end-users based
on usage of services, including backup and restore functions provided by the system to
each end-user.

16.  The system of claim 1 which includes means for logging system events.

17.  The system of claim 1 which includes means for reporting usage of system
resources.

18.  The system of claim 1 which includes means for pushing selected digital
goods directly to selected end-user devices.

19.  The system of claim 1 which includes means enabling end-user devices to
supply digital goods for storage in said data warehouse and for listing in at least one
catalog providing views of the digital goods stored in said warehouse.

20.  The system of claim 1 which includes means for describing a workflow by
which said digital goods move through said computing system.

21. The system of claim 1 which includes:

means defining contexts for individual end-user devices; and

means for tailoring digital goods to be delivered from said data warehouse to a

specified end-user device according to the context of that specified device.
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22.  The system of claimx 1 wherein said contexts of use of said end-user

devices include at least one context selected from the group consisting of personal data,
environmental data, proximity data, time data, and location data.

23.  The system of claimx 1 wherein said contexts of use represent the realtime
contexts of said end-user devices.

24.  The system of claim 1 further comprising an event-driven rules engine
which specifies and enforces system behavior.

25.  The system of claim 24 wherein said rules engine specifies and
implements business logic.

26.  The system of claim 24 which includes means for triggering selected rules
in response to specified system events and for testing a condition, such that when the
condition is met a specified action will occur.

27.  The system of claimx 1 which includes means enabling said end-user
devices to declare profiles of said end-users.

28.  The system of claim 27 wherein said profiles include information
regarding end-user devices.

29.  The system of claim 27 which includes means for recording information
regarding end-users, end-user devices, digital goods, and network connection
characteristics and preferences in profiles.

30.  The system of claima 1 which includes at least one catalog providing views
of the digital goods in said warehouse.

31.  The system of claima 30 which includes means for supporting a plurality of
catalog views of digital goods in said data warehouse, with each catalog having the
capability of overriding the attributes of selected digital goods.

32.  The system of claima 30 which includes means for customizing said
catalogs for said end-user devices to simpiify browsing of said catalogs.

33. The system of claim 1 wherein said one or more data warehouses include
a local warehouse accessible by administrators, and a system warehouse accessible by
system operators.

34, The system of claimx 1 wherein said one or more data warehouses contain

digital warehouse items defining applications.
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35.  The system of claim 1 wherein said data warehouse includes warehouse

items defining data.

36.  The system of claim 1 wherein selected digital goods are stored in said
warehouse as meta representations of a resource.

37. The system of claim 36 which includes means for setting and constraining
attributes of said meta representations.

38.  The system of claim 1 wherein said data warehouse includes an
entitlement warehouse defining digital goods to which a specified end-user device or
group of end-user devices is entitled.

39.  The system of claim 1 wherein said data warehouses may be logically and
physically distributed and geographically separated for storing digital goods owned by
separate legal entities.

40. The system of claim 1 which includes means enabling end-user devices to
select digital goods for installation, removal, backup, restoration and publishing.

41. The systemr of claim 1 wherein said end-user devices include devices
having different characteristics, including different form factors and different operating
systems.

42. The system of claim 1 wherein said network includes at least one network
operated by telecommunication service providers.

43.  The system of claim 1 which includes a server communicating with
multiple end-user devices over HTTP.

44.  The system of claim 1 wherein said chains of supply include trusted
chains of supialy and untrusted chains of supply.

45.  The system of claim 1 wherein said network connections include
simultaneous network connections and possible network connections.

46. A system for providing digital goods to a number of users using a
distributed architecture organized into layers and components, comprising:

a data layer having access to a main database;

a business logic layer in communication with said data layer and having
components for implementing business operations;

a presentation layer in communication with said business logic layer and having

components for translating digital goods; and
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a client layer in communication with said presentation layer and having

components for formatting and displaying digital goods received from the presentation
layer on user devices.

47.  The system of claim 46 wherein the data layer utilizes a database server
for providing the business logic layer with access to data in the main database.

48.  The system of claim 47 wherein the business logic layer includes a data
access component for accessing the database server at the data layer.

49.  The system of claim 46 wherein the presentation layer has a translation
sub-layer provided therein for receiving digital goods from the business logic layer and
translating the digital goods for receipt and display by the client layer.

50.  The system of claim 46 wherein the client layer includes a client stub
component adapted to acquire device information about the user devices and forward the
device information to the presentation layer.

51.  The system of claim 50 wherein the device information is selected from
the group consisting of device location information, information other devices with
which a device is in communication, device type and version information, device display
capability information, and device memory information.

52. A system for implementing business logic and coordinating
communications among multiple users comprising:

a plurality of devices accessible by users, the devices including means for
collecting status information about the devices and means for transmitting the status
information to a first server having a data display and translation component, said
devices further including means for receiving digital goods from said first server;

means for ediﬁng and implementing business logic rules defining allowed
interactions between said devices based on said status information, said business logic
rules being implemented by a second server in communication with the first server;

wherein said second server is adapted to forward business logic rules as digital
goods to the first server, and the data display and translation component on the first
server is adapted to receive the digital goods and translate the digital goods for use by the
users.

53. A method for provisioning content to multiple users of a computing

system comprising:
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providing one or more data warehouses having catalo gs therein;

inputting business logic rules into an application server;

providing a plurality of devices with access to a web server, the web server being
in communication with the application server; and

5 allowing access to certain ones of the catalogs by certain ones of the devices
through the web server based on business logic rules in the application server.

54.  The method of claim 53 wherein said step of allowing access to certain
ones of said catalogs by certain ones of said devices is further based on statuses of the
devices.

10 55. A method for administering a computing system comprising:

providing access to said computing system to system operators, application
developers, administrators, and end-users via devices;

providing catalogs in data warehouses within the computing system;

populating the catalogs with digital goods from the application developers;

15 receiving business logic rules from the system operators and administrators and
storing the business logic rules in a database;

providing client stubs on the devices, the client stubs collecting status information
about the devices and storing the status information on the devices and in the database;

providing access to certain digital goods in certain ones of the catalogs by certain

20  ones of the devices based on the status information and further based on the business
logic rules; and

providing the administrators and system operators with data describing which of

the digital goods are being accessed by which of the devices.
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rorn here you can Send text or email messages to users.

Fig. 25
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i 1 ystern Operator  {SysOp Dsfault

it engduser ] End-User EndUser Sample

7 [te_supplisr 1 Supplier Supplier Sample

] fte_adrnin & Administrator Adrainistrator Sample
I anombo 8 End-User Alvaro Pornbo

o jmac hs & End-User IMarcio Oliveira

7 {thane » End-User Thane Eisener

[ jgschultz bl End-User Garry Schultz

1 {emeouive ] End-User Kevin McGuire

Fig. 26
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T Coatalogs’ i Rulss ' Woltpms Aomins

é}{? Maintain Users : Thane Eisener

sisoril

SMamE) RISt M, SLast
{Thene W {Bieener

Gander: !... vf
Aae: [SelectAge Range ]
Beeypation:

[tlzssloper

Company:

Bepgartment:

Language:
Favorite Colour:

/ Favorite Sport: E -

308 ] Favorite WWehicfs: E..

Lo
?rafem:t!i -
—

i 7 Chook hore If we may centact you by ewmail?

= useris ariive:

street Apt.
. R
City Prav. S State
Country 3 Zip,{ﬁ._ﬁudu
! 1l

Model: 4 Deuﬁce Nér‘néyc.; —
tefne | frdaly

I Remove Dejiisz ‘
stodel {De - - e
EmEUE ; Desice Natigd IThc.«ne'a* ?ﬁil‘ﬂ B i
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Keywords: i

;!5;« AES., &
o Sir Hoclkey 30 Grayscals 1.0 2 0 2002-04-12
v iAir Hockey 30 Color 10 iz 0 2002-04-12 £
/V 4 {Converter 22 (2 0 j2002-04-12 =]
s BLgeantelper 22 il 0 Z00Z-04-12 jo)
Cy iTinhe 123 L 0 2002-04-15
 1Bia Clogk 1.0 jL 0 2002-04-25 =
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Itern Name:!
Version!
Short Description:

L.ong Description:

Suggested Keywords:

/ File Operating System:

File O perating System
Version!

Other Minimurn Systern
Requirements:

License Type:

Price:

[Air Hockey 3D Grayscale

[10

IBD AirHockey for PalmOS greyscale

T

lg ames palm grayscale

[Palm05

|30 |

Palm III

|shareware
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Welcome Sample User

Wiz rvyProfile
Use this page to update your personal

password.

device.

Views Catalogs
Use this page to browse the catalog and

in your personal library,

% inforrnation, add devices, and change your

Use this page to manage all of your personal
Library items that are availabe to add o your
i device(s). You may also delete itemns from your},

retrie ve catalog items to make them available %

collaboration for the wireless value chain

4 New Game

2002-05-10 7 Read? [ pelete?
A new game is available in our Games for Palm

4 Catalog. It is recsiving excellend reviews, Check out
he details and see what people are saying about it.

' Welcome New User!

"11 2002-05-09 2 Read? [ pelete?
p&g Hi Userl; Welcome to the TrueContext Solution. Your
: account has been activated and you now have access
Fg%‘m various catalogs, Should you have any problems or
£ questions about your account, please send an email to
admin@company cam. Thank you and we hope you

%‘1 enjoy your TrueContext Experience!

Fig. 30
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- Trlibracy

Profile Dotail
{ ©indicates a required field.)

©UserID:

<Llast

PMName:

Gender:

Age:

Occupation: ltaster

Company: {TpeContext ‘

Department:

\erification |

pPreferred .
Lanquage: ig[]_g]ISh E

Favorite Colour:
Favorite Sport:

Favorite Vehicle:

[Work =]  |sweet apt.

”””””” - [340 MacLaren i :
Prov./State

| [Ontario

2ip/P.Code

Device Name:

iLo naine_

Add NevsDevice

i1 Remove Device
{Model: Device Name:
Visar Prism e

{17 Remava Device;

s palm

A
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SYNC ENGINE | |—2~ HOTSYNOV
HTTP INTERFACE 324
] AN
OTHER BUSINESS APPLICATION
LOGIC SERVER D%@Tgl% ' CLIENT,M’Z}SO
STUB
SYNC ENGINE
SERVER =14
END USER
WASARBI = 66
DATABASE DATABASE
T SERVER
WASABI Nea ]
SERVER Fig. 32
0CX — 2348
362 \ rorie LI
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w 3
3 ,
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<352

| Client Layer |

52
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- — 50
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priority: [Nomal 7]

Subject: iWeh:Dme New User!

R AR

Hi Userl,

Velcome to the TrueContext Solution. Your account has bheen
actiwvated and yvou now have access to various catalogs.
S3hould you have any problems or guestions about your
aczount, please send an email to admin@company.com.

Select thie Message Recipients

/v Results for all

356 s
D selectr fe_svsp a, x o e
7 Select? tc_enduser Q, i #f &
[0 select? e supplier Y ® #f 7
I Select? tc admin Sy L4 v &
I §elec.t? apombe &Y . 4 %z“}/ | &
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