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SYSTEM, METHOD, PROGRAM PRODUCT, AND NETWORKING USE FOR
RECOGNIZING WORDS AND THEIR PARTS OF SPEECH IN ONE OR MORE

NATURAL LANGUAGES-

FIELD OF THE INVENTION

This invention relates to the field of text process in computers. More specifically, the invention

relates to probable real words and their parts of speech recognition in natural languages.

BACKGROUND OF THE INVENTION

No current lexicon could be expected to contain entries for every possible word of a language,
given the dynamic nature of language and the creativity of human beings. Nowadays, this
phenomenon has become even more challenging as new technologies develop faster than before.

Updating lexicons (dictionaries) by hand whenever new words are found is almost 1mpossible

and, 1f possible, requires a lot of experts’ time and effort.

Thus, inevitably, there always exist out-of-vocabulary (words which are not found in a

- dictionary) in documents. .Especially, many domain-specific technical words as well as nery
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derived words, such as new compound words and morphological variations of existing words (by
means of affixation), can be missing from a given lexicon. Some examples of real words that do

not exist 1n most dictionaries are autoinjector, electrocardiography, eyedrop,

remanufacturability, and website.

Words unknown to the lexicon cause a lot of problems especially to natural language processi.ng
(NLP) systems such as machine translation systems.and parsers, because the lexicon is the most
important and basic knowledge source for these applications. When a NLP application sees a
word unknown to its lexicon, it either fails to process the document, or guesses 1nformation

necessary to process the document. However, the guessing is usually not very correct, and thus

the system produces a poor result.

There has been a great effort to address this problem, especially in the areas of POS

(part-of-speech) taggers and speech recognition. However, different applications recognize the

problem of out-of-vocabulary (OOV) in different perspectives and have different goals.

For POS taggers and parsers, which rely on lexical (syntactic) information about words, the goal
Is to guess the most plausible paﬂs-éf-speech of OOV in contexts based on the probability of an
unknown word to co-occur its neighboring words. Dermatas and Kokkinakis estimated the
probability that an unknown word has a particular POS tag from the probability distribution of

words which occur only once in the previously seen texts. See “Automatic stochastic tagging of

natural language texts” in Computational Linguistics, 21(2), pp 137 - 164, 1995 .
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More advanced POS guessing methods use leading and trailing word segments to determine
possible tags for unknown words. Weischedel et al. proposed a POS guessing method for
unknown words by using the probability for an unknown word to be of a particular POS tag,

given its capitalization feature and 1its ending. See Ralph Weischedel, Marie Meeter, Richard

~ Schwartz, Lance Ramshaw,and Jeff Palmucci. “Coping with ambiguity and unknown words

through probabilistic models” in Computational Linguistics, 19(2), pp 359-382, 1993.

Eric Brill describes a system of rules which uses both end-guessing and more morphologically

motivated rules in “Transformation-Based Error-Driven Learning and Natural Language

Processing: A Case Study in Part of Speech Tagging” in Computational Linguistics, 21(4), pp

543-565, 1995.

For speech recognition systems, an OOV word is either a word unknown to the system

vocabulary or a word that the recognizer fails to recognize. The goal is to find the closest word

(in terms of sound and meaning) to the OOV word from the system's vocabulary.

Character ngram-based statistical approaches have been used in word-level language processing
such as spell correction aﬁd word segmentation. Angell, Freund and Willett describe a method of
comparing misspellings with dictionary terms based on the number of trigrams that the two
strings have in common, using Dice's similarity coefficient as the measure of similarity. The
misspelled word is replaced by the word in the dictionary which best matches the misspelling.

See “Automatic Spelling Correction Using a Trigram Similarity Measure” in Information
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PROBLEMS WITH THE PRIOR ART

Previous prior art approaches have at least two problems.

First, the prior art does not permit the recognition and/or identification of valid words in any
given natural language. For example, all forms of a word (morphologically changed and/or
derived) may not be in a particular dictionary. Further, new words and/or “coined” words won’t
be in the dictionary database., This problem is particularly evident in technical subjects where

new words are used to describe new technologies or advances in old technologies.

Previous approaches begin the process based on the assumption that the OOV words are just
unknown to the systems' lexicons, but they are possible real words of the language. That is, these
systems treat a new word website and invalid word strings such as adkfiedjfd or v3.5a in the same
way. None of the previous works has tried to recognize possible new words of a language and

provide a way to augment an existing dictionary, so that these words can be identified properly

(as non-O0YV) in the future.

Second, previous approaches have been embedded in application systcms to protect the system
from failing when they meet OOV words or to improve the performance of the system. There is

no stand-alone automatic system to find possible real words of a language and to acquire lexical

information of the words.
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Even though previous approaches aim at OOV problem, they were designed for specific
applications. They guess the information of those words, needed for the specific applications, on

the basis of the context in which these words appear. Thus, the information of a word may differ

according to the contexts.

OBJECTS OF THE INVENTION

An object of this invention is a system and method for recognizing possible real words and/or

~ their parts of speech in a natural language text, which don’t exist in a dictionary.

Another object of this invention is a system and method for automatically or semi-automatically

identifying new words from text, which may be added in an existing dictionary.

SUMMARY OF THE INVENTION

The present invention is a system, method, program product, and network use for recognizing
one or more words not listed in a dictionary data base. A statistical process checks one or more

sequences of a subset of two or more characters in the word to determine a probability that the

word 1s a valid word. In preferred embodiments, rules are applied to determine the part of speech
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In alternative embodiments, the mnvention includes a prefix removal process, a suffix removal
process, a root process, and/or a combination process. The prefix removal process removes one
or more prefixes from a word whére the prefixes are preferably in a prefix list. The prefix
removal preferably is constrained by one or more prefix removal rules. The prefix removal
process also obtains prefix information about the removed prefix (e.g., from a dictionary data
base or prefix list). The suffix removal process removes one or more suffixes from the word '
where the suffixes are preferably in a suffix list. Preferably, the suffix removal is constrained by
one or more suffix removal rules. The suffix removal process also obtains suffix information
about the removed suffix (e.g., from the dictionary data base or suffix list). The root process
obtains root information about a root word from the dictionary database. (The root word is the
word with the prefix and suffix removed.) The combination process then determines if the
prefix, the root, and the suffix can be combined into a valid word as defined by one or moré
combination rules. The combination process then obtains one or more of the possible parts of

speech of the yalid word, if there is a valid word, and stores the parts of speech with the valid

word 1n the dictionary database (or other memory location).

BRIEF DESCRIPTION OF THE FIGURES

The foregoing and other objects, aspects, and advantages will be better understood from the

following non limiting detailed description of preferred embodiments of the invention with
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Figure 1 is a block diagram showing one preferred embodiment of a system using the present

invention.

Figure 2 is a flow chart of the overall dictionary augmentation process.

Figuré 3 is a flow chart of a linguistic process including a prefix process, a suffix process, and a
compound process.

Figure 4 is a flow chart of the prefix process used in the linguistic process.

Figure 5 is a flow chart of the suffix process used in the linguistic process.

Figure 6 is a flow chart of the compound process used in the linguistic process.

Figure 7 is a flow chart of a statistical process.

Figure 8 is a flow chart of a statistical learning process.

Figure 9 is an example output of words identified by the present invention as words in a natural

language.

DETAILED DESCRIPTION OF THE INVENTION

This invention is a system, method and program to recognize possible real words among
out-of-vocabulary words in text, and, in alternative embodiments, to find the parts-of-speech of
the identified words, and to augment an existing dictionary. Unlike typical out-of-vocabulary

handling systems, this invention proposes, as one preferred embodiment, an entropy model on the

basis of the probabilities of trigram sequences in a word.
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The words recognized as real words may be added to an existing dictionary of a computer
system, so that the computer application can recognize the out-of-vocabulary words and process
these words properly in the future. This invention can be integrated into many language
processing systems such as a terminology extraction system, a machine translation system and a

speech recognition system. In addition, these words can be used for lexicographers to update

- and/or augment published dictionaries. This invention will provide lexicographers with a good

list of new words and will reduce their work. This invention can also be applied to not only

English but also other languages including, but not limited to, French, German and Spanish.

Figure 1 shows the overall process performed by the present invention. This invention, a
dictionary augmentation system (100), is run by any known computer system. It reads in a
document (120) from a hard disk or from a network (e.g., the web, intranet, corporate network,
etc.), and, for each word in the document, it looks up the word in the on-line dictionary (140) the
system uses. (On-line dictionaries are well known and include any memory storage device that
stores words iq a retrievable manner.) If the word does not exist in the dictionary, this invention
examines the word if the word is a possible real word of the target language. Here the target
language not only includes generally known natural languages but also technical variations of
those languages, e.g., a compﬁter programing/repair manual or a medical trcétis& The system
saves the word and its parts-of-speech in a database (160) if it is a possible real word. The

possible real word can be stored in a new word database (160) , on the on-line dictionary (140),

or in any other type of known storage location.
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The new word database can later be used by other computer applications (200) to process
documents or speeches (220). These applications are well known and include parsers, machine

translation systems, and speech recognition systems. The database can also be used by

lexicographers (300) to publish and/ or revise dictionaries (320) for human beings.

Figure 2 shows a flow chart of the overall dictionary augmentation process (100). When a
document (120) is read in the system, e.g., using standard techniques, the system gets a word
from the document and looks up the word (110) in the system dictionary (140). If the word exists
in the dictionary (130), no further processing is needed. However, if the word does not exist in
the dictionary, the system checks if the word consists only of letters (150). If the word contains

one or more digits or special characters, the system ignores the words.

It the word consists only of letters, the system first applies the linguistic process (400) to
examine 1f the word is a new derived word (i.e., morphological variations of existing words
and/or compounding words). If this process succeeds (170), then the system optionally saves the
word and its lexical information (190) into the new word database (160) or other storage
location. If it fails, in a preferred embodiment, the system applies the statistic process (500). If
the process (500) recognizes the word as a new word (180), it saves the word and its lexical

information (190) into the new word database (160). The processing is repeated until there are no

more words left in the document.

Figure 3 shows a flow chart of the overall linguistic process (400). This process is for
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known to the lexicon, mostly by means of affixation, i.e., adding prefixes to the beginning of
words or suffixes to the end, and/or by means of compounding, i.e., two or more words are

written as one word. First, the system examines if the word comprises of one or more prefixes

and a root word (410). If the prefix process (410) succeeds (420), the word is regarded as a new

~ word, and the process stops. If the prefix process fails (420), the system examines if the word

comprises one or more suffixes and a root word (430). If the suffix process succeeds, the word is
regarded as a new word, and the process stops (440). If the suffix process (440) fails (440), the
system runs the compound process (450) to see if the word comprises two content words. If the
compound process succeeds, the word 1s regarded as a new word, and the process stops. Note
that the invention may work with one or more of the prefix process (410), suffix process (430),

and/or compound process (450) functioning alone or in combination with one or more of the

other processes.

Figure 4 shows a flow chart of the prefix process (410) used in the linguistic process (400). The

process (410) for prefixed words is as follows.

First, the system checks if any of the prefixes in a prefix list (417) appear at the beginning of the
word (411). If a word contains a prefix (412), then the system chops the prefix off the word (413)
(splits the word) and looks up the remaining part (the root word) in the dictionary (414). In one

preferred embodiment, the invention, sets the minimum length of a root word to two characters.

It the dictionary contains the root word (415), the out-of-vocabulary word is regard as a real
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word (416). For example, antiasthmatic (adverb), autoinjector (noun), remanufactured (past

tense of verb), streoselectivity (noun) are discovered by the prefix process (410).

Figure 5 shows a flow chart of the suffix process (430) used in the linguistic process (400). The
processing for-suffixes- 1s.as follows: First, the system checks if any of the suffixes in a suffix
database (438) appear at the end of the word (431). In a preferred embodiment, the invention

applies a rule set for suffixes (438), which describes the pre-conditional POS (part of speech) of

a root word for having a specific suffix and the resulting POS.

A non limiting example of the suffix rule structure used in a preferred embodiment is as follows.
The rule for suffix able 1s [able, {VB=> JJ}, {NN => JJ}]. This means, a verb (VB) or a noun
(NN) may have suffix able at the end of the word, and the resulting word's part-of-speech is an
adjective (JJ). If a word con’gains a suthix (432), the system removes the suffix (433) and looks
up the root word in the dictionary (435). If the root word is found in the dictionary (436) and it

has one of the pre-conditional POS, then the word is regarded as a real word and it has the result

POS of the rulé (437).

However, if the root word does not exist in the dictionary, the system performs a root form '
recovery (434). When a suffix is added to a word, the root word’s spelling may change. For
instance, in English, words ending with a silent e usually drop the e before a suffix beginning
with a vowel. For example, when the system reads in browsable, it separates the suffix able, and

obtains the root word brows. The system looks up brows in the dictionary, but fails. Then, the
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For the root form recovery, in a preferred embodiment, the invention employs the following

rules.

(1) if the two last letters of the root word are a same consonant, then delete one.
(2) if the last letter of the root word is ‘i’, then change it to ‘y’ = ~

(3) if the last letter of the root word is a consonant (but not the first case), then add a ‘e’

If the recovered root word is found in the dictionary (436) and it has one of the pre conditional
POS, then the word is regarded as a real word and it has the result POS of the rule (437). Some

examples of this case are browsable (adjective), migranious (adjective), and oxidizability (noun).

Some words, for example, remanufacturability, comprises one or more prefixes, and one or

more suffixes, and a root word. In this case, the word goes through the prefix and suffix

processes explained above.

Figure 6 shows a flow chart of the compound process used in the linguistic process. If a word
fails both the prefix processing and the suffix processing, it is considered for the compound
processing (450). The system breaks a given out-of-vocabulary word-into two componcﬁts (453)
- the first component comprising letters from the first to the breakpoint, the second component
comprising letters from the breakpoint+1 to the end of the word. The initial breakpoint is 3 (451).
Then the system looks up the first element in the dictionary (454). If the first element‘ 1S not

found in the dictionary (455), the system increases the breakpoint (459), and repeats the process
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If the first element 1s known to the dictionary (455), it looks up the second element in the
dictionary (456). If tile second element also is found in the dictionary (457), the system examines
if the combination of the two elements is valid (458). Possible combinations of words are
Noun+Noun and Noun+Participle form of verbs. If the combination is valid, the
out-of-vocabulary word 1s considered as a real word and has the second component's
part-of-speech (459). Some examples of the compound words are airbreathing (noun, gerund),

eyedrops (noun), photophobia (noun), and website (noun).

Figure 7 shoﬁvs a flow chart of a preferred, overall statistic process (500). This process is for
recogqizing non-derivational new words. Non-deriv‘ational new words mean the words that can
not be produced by the derivation (or word formation) rules from the existing words of the
language. Many domain-specific technical terms belong to this category. Human being.s can very
successfully guess whether a word never seen before is a possible real word or not, even though
the word is nqt comprised of already known words. In one embodiment, we assume that human
beings may conclude that a word is a possible word of the language, if the character sequences in

the word look probable, and it is natural to pronounce. We base the recognition of

non-derivational new words on this assumption.

In this 1nvention, we regard a sequence of letters as a possible real word if every character in the
string is likely to co-occur with its ﬁeighbors. (The sequence of letters/characters combined with

the neighbors is called a string.) The neighbors could be any number of preceding or following
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letter of a text be predicted when the preceding or following n letters are known. In a preferred
embodiment, we define the neighbors of a character as the two preceding characters. That is, if
the characters in a word have high chances to occur in their position given the two preceding

characters have been seen (i.e., a trigram model, here the string is three characters or a trigram),

the word is regarded as a real word.

This model has two modes - a learning mode (510) and an application mode (550, 560). In the
learning mode, the system learns the probability of character trigram statistics from the system
dictionary (140) and saves the trigram statistics in a database (520). The learning mode also
generates part-of-speech guessing rules based on word endings (530) from the training data. In

the application mode, when the system gets an out-of-vocabulary word (540), the system

calculates the entropy of probabilities of all character trigrams in the word (550).

The entropy of a lénguage model 1s the expected value of the information. The entropy is a
measure of th¢ model’s uncertainty about the future; it increases as the estimated probability
distribution approaches the uniform. This invention proposes a model which, when presented
with an oqt-of-vocabulary word (one or more sequences of letters or word sequence), 1s able to
make a decision if the word sequence would be a possible real wérd of the language based on its

statistical structure. That is, a word is a cohesive group of letters with strong internal statistical

influences.
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Suppose a word w consists of n characters, 1.e., w=c,...c,, We add one leading space and one
trailing space to estimate trigram probabilities (explained in more detail in the description for

Figure 8), making w =coc;...Cn Cnss. The entropy of a word w, H(w) , is calculated as follows.

n+l

Hw)=-— Z; P(cilci-1, ci2) log, P(cilci1, ciz)

In a preferred embodiment, if the entropy value 1s high (greater than a given threshold value), the
invention concludes the word is a real word. In oﬁe embodiment, the threshold is set to 2.3,
which was determined from the average entropy minus the minimum entropy of the training data
(see, the description for Figure 8 for the training data). If a word is decided as a real word, the
system generates all the possible parts-of-speech from the end-guessing rule base (560).
End-guessing rules are explained in the description for Figure 8. By using the end-guessing rule
set, the system producés all possible parts-of-speech of a word on the basis of the longest
matching pattern. The invention, looks up the ending letters of the word in the rule set from the
longest ending (5 letters if the word's length is larger than 7, otherwise the word's length minus 3)
to the ending of length 1 (the final letter). If an ending exists in the rule set, the matching
process stops, and the system produces all the parts-of-speech of the ending in the order of the
rule frequencies. For instance, cortical is guessed as an adjective and a noun, but adjective
reading 1s preferred because tical appears 105 times as an adjective and 4 times as a noun in the
training data. Some examples of new words recognized by the statistic process are

accelerometers (noun), diastolic (adjective, noun), kinesiology (noun) and ingressed (past tense

verb).
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Figure 8 is a flow chart of a statistical leaming process (510). In order to learn the trigram
probabilities of words, the system uses the system dictionary (140), in which words are all valid
words of the language. It reads in a word from the dictionary and generates all the possible
inflectional variants of the word (511). It adds a leading space and a trailing space to the
generated words (512) and saves the words in a database (513). For example, suppose a word, w,
consisting of n letters, c;c:Cs ...Ca, 1S an out-of-vocabulary word. The system adds a leading space
(b)) and a trailing space (b,) to the word (512), resulting w’ = b; c;c; ...Ccb2. This word list
contains all the valid word forms, which can be generated from a dictionary. It repeats this

process until all the words in the dictionary are processed (514). With the generated word list,

the system learns two pieces of knowledge - trigram statistics and part-of-speech rule. The

learning process continues until all the words in the word list are processed (519).

The system calculates the probability of trigrams from the word list (513) by counting the

frequencies of three letter sequences and two letter sequences. The system reads in a word (515)

from the word list (513), and generates all possible three letter sequences and two letter

sequences; and increases their frequencies (516).

For example, let a word, w = b; c;c: ... cqb,, consist n letters and two spaces - one leading space
and one trailing space. Then, the system generates all the possible all the possible two letter
sequences such as bicy, €y, ..., CaiCn Cabz,” and all the possible three letter sequences such as

bicicy, €iCaC3, ..., Cn-iCaba. The system counts the frequencies of all the two letter and three letter

sequences found from words in the word list.
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Having obtained the frequencies of three letter sequences and two letter sequences, the system
computes all the possible trigram probability (517) and saves the statistics in a database (520).
The probability of a trigram, i.e., the probability of the occurrence of a letter, c;, given the two

characters preceding it, c; and c;, is calculated as follows.

P(cslcic;) = frequency(cic,cs) / frequency(c,c,)

In addition, it also generates part-of-speech guessing rules from the word list (518). For all the
words 1n the word list, we generate all possible endings from Iength 1 up to length 5, together
with the parts-of-speech of the words. We set the minimum length of the remaining part to 3. The

system counts the frequencies of end guessing rules and saves the rules in the end-guessing

rulebase (530).

For example, the word ‘ailments’ is listed as a plural noun (NNS) in the training dictionary. Then
the end guessing rule generator produces all the ehdings from length 1 (s) up to length 5 (ments)
with its part-of-speech. That is, it generates the rules, s-NNS, ts-NNS, ..., and ments- NNS. The
word ‘mounting’ has two parts-of-speech, noun(NN) and gerund (VBG). In this éase, each
ending has two parts-of-speech. That is, g-NN and g-VBG, ng-NN and ng-VBG, ...., and

nting-NN and nting-VBG. The following table shows how end-guessing rules are generated from

our training data.
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_word

ments NNS nting NN nting VBG | ndons VBZ

ents NNS ting NN  ting VBG dons VBZ
nts NNS ing NN ing VBG ons VBZ
ts NNS ns VBZ

ng NN ng YBG
s NNS s NN g VBG s YBZ

NN : noun NNS : plural form of nouns JJ : adjective

VBG: gerund or present participle of verbs VBZ : third person singular form of verbs

Figure 9 is an example output of words identified by the present invention as words in a natural
language. The method column in the figure specifies the mechanism used to recognize the
sample new words. The words. in the Prefix method are recognized by the process 410, and the
words in the Suffix method are recognized by the process 430. The words in the method
Prefix+Suffix are recognized by the process 410 and the process 430, and the words in the
method Compound are identified by the process 450. Finally the words in the method Entropy

Statistics are identified by the process 500. That is, the entropy values of the words are greater

than the given threshold.

Non limiting examples of this invention are used for identifying probable real words among
out-of-vocabulary words in text. Using the techniques disclosed above, the identification of real
words is done based on entrdpy of probability of character trigrams as well as the morphological
rules of English. The invention also can generﬁte possible paris-of-speech (POS) of the

identified .real' words on the basis of lexical fqtmgﬁon rules and word endings. Embodlments of
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CLAIMS

I claim:

5 1. A system for recognizing one or more words not listed in a dictionary data base, the system

having one or more central processing units, one or more memories and further comprising:

a root process that obtains root information about a root word from the dictionary database, the

root word being one of the words with no prefix and suffix; and

a statistical process that, if there is no valid root word in the dictionary database, checks one or

10  more subsets of one or more characters in the root word to determine a probability that the root

word is a valid word.

2. A system, as in claim 1, where the probability is a measure of the likelihood that the subset is

correctly placed adjacent to one or more other characters in the root word.

3. A system, as in claim 2, where the adjacent character precedes the subset.

15 4. A system, as in claim 2, where the adjacent character follows the subset.
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nting NN nting VBG | ndons VBZ

End- ting NN  ting VBG dons VBZ
Guessing ing NN ing VBG ons VBZ
Rules ng NN ng VBG ns VBZ

2 NN r VBG

s VBZ
NN : noun NNS : plural form of nouns JJ : adjective

VBG: gerund or present participle of verbs VBZ : third person singular form of verbs

Figure 9 is an example output of words identified by the present invention as words in a natural
language. The method column in the figure specifies the mechanism used to recognize the
sample new wqrcis. The words in the Prefix method are recognized by the process 410, and the
words in the Suffix method are recognized by the process 430. The words in the method
Prefix+Suffix are recognized by the process 410 and the process 430, and the words in the
method Compound are identitfied by the process 450. Finally the words in the method Entropy

Statistics are identified by the process 500. That is, the entropy values of the words are greater

than the given threshold.

Non limiting examples of this invention are used for identifying probable real words among
out-of-vocabulary words in text. Using the techniques disclosed above, the identification of real
words 1s done based on entropy of probability of character trigrams as well as the morphological

rules of English. The invention also can generate possiblé parts-of-speech (POS) of the
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this invention have shown high performance both in precision and in recall. In alternative non
limiting embodiments, the invention is very useful in recognizing domain-specific technical
terms, and has successfql]y been embedded in a glossary extraction system, which identifies
single or multi word glossary items and builds a domain-specific dictionary. Alternative

embodiments will become evident to those skilled in the art given this disclosure. These

embodiments are also within the contemplation of the inventor.
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CLAIMS

I claim:

1. A system for recognizing one or more words not listed in a dictionary data base, the system

having one or more central processing units, one or more memories and further comprising:

a root process that obtains root information about a root word from the dictionary database, the

root word being one of the words with no prefix and suffix; and
a statistical process that, 1f there 1s no valid root word in the dictionary database, checks one or

more subsets of one or more characters in the root word to determine a probability that the root

word 1s a valid word.

2. A system, as 1n claim 1, where the probability is a measure of the likelihood that the subset is

correctly placed adjacent to one or more other characters in the root word.

3. A system, as in claim 2, where the adjacent character precedes the subset.

4. A system, as in claim 2, where the adjacent character follows the subset.
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5. A system, as in claim 4, where the subset and adjacent character form a trigram.

6. A system, as in claim 2, where the probability is determined by a comparison of a string of the

sequence and the adjacent character to a database of strings associated with a respective

probability.
5 7. A system, as in claim 6, where the respective probability of the strings in the database 1s

determined by finding one or more possible strings of characters and counting the frequency of

occurrence of the possible strings of characters in a database of valid words.

8. A system, as in claim 2, further comprising one or more rules that define a part of speech of
the word, the rules having a rule probability based on the frequency of occurrence, greater than a

10  threshold, that the rule correctly applies to a database of valid words.

9. A system, as in claim 8, where the part of speech of the root word is determined by one of the

rules.
10. A system, as in claim 8, where the rules apply to the ending of the root words.
11. A system, as in claim 1, further comprising:

15 acompound word process that breaks the word into two components, the root word being the
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12. A system, as in claim 10, where the compound word process further determines a part of

speech of the root word.

13. A system, as in claim 1, where once the word is determined a valid word, the word is stored

in a new word dictionary memory.

5  14. A system, as in claim 1, further comprising a word counting process that counts the frequency
of occurrence of the word in one or more documents to determine an importance of the word if

the word is determined as the valid word.
15. A system, as in claim 1, further comprising:
a prefix removal process that removes one or more prefixes from the word, the prefixes bein g 1n

10 a prefix list, the prefix removal being constrained by one or more prefix removal rules, the prefix

removal process further obtaining prefix information about the removed prefix.

16. A system, as in claim 15, where the prefix information is obtained from any one or more of

the following: a dictionary data base and a prefix list.

17. A system, as in claim 1, further comprising:
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a suffix removal process that removes one or more suffixes from the word, the suffixes being in a
suffix list, the suffix removal being constrained by one or more suffix removal rules, the suffix

removal process further obtaining suffix information about the removed suffix.

138. A system, as in claim 17, where the suffix information is obtained from any one or more of

the following: a dictionary data base and a suffix list.

19. A method for recognizing one or more words not listed in a dictionary data Base, the method

comprising the steps of:

obtaining root information about a root word from the dictionary database, the root word being

one of the words with no prefix and suffix; and

if there is no valid root word in the dictionary database, checking one or more subsets of one or

more characters in the root word to determine a probability that the root word is a valid word.

20. A system for recognizing one or more words not listed in a dictionary data base, the system

comprising:

means for obtaining root information about a root word from the dictionary database, the root

word being one of the words with no prefix and suffix; and
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means for checking one or more subsets of one or more characters in the root word to determine

a probability that the root word 1s a valid word, if there is no valid root word in the dictionary

database.

'21. A computer memory storage device storing a computer program that performs the steps of:

obtaining root information about a root word from the dictionary database, the root word being

one of the words with no prefix and suffix; and

checking one or more subsets of one or more characters in the root word to determine a

probability that the root word is a valid word, if there is no valid root word in the dictionary

database.
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Method Sample New Words

antiasthmatic
antihypertensive
antirattle
autoinjector
postoperative
remanufacture
remanufactured
streoselectivity

Suffix browsable
manufacturability
migranious
oxidizability

| towabilit

rebrowsable
remanufacturabilit
alrbag
airbreathing
benchmarking
drivetrain
eyedrops
photopobia
website

Prefix + Suffix

Entropy accelerometers

Statistic anthropometry
cardiovascular
diastolic

electrocardiography
erectile
hypothyroidism
ingressed
intravenous
Kinesiology
prophylaxis
pharmacokinetics
sumatriptan
ventilatory

JJ
JJ
NN VB
NN
JJ NN
NN VB

JJ
NN
JJ
NN
NN

JJ
NN

NN VBG
NN VBG
NN

NNS

NNS
NN

JJ NN
JJ NN
NN

JJ

NN
VBD
JJ

NN
NN
NN
JJ

JJ-Adjective, NN-noun, NNS-plural form of nouns, VB-verb
VBD-past tense of verbs, VBG-gerund or present participle of verbs

Fig. 9
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