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(57)【特許請求の範囲】
【請求項１】
　一以上のマシンを前記マシン単位でユーザへ提供するマシン提供方法であって、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記変更されたファームウェアに関する情報が前記記憶部に保存されているか否か
を判断し、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
されている場合、前記ユーザに割り当てられる前記第１又は第２マシンに前記変更された
ファームウェアを設定し、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
されていない場合、前記ユーザに割り当てられる前記第１又は第２マシンに既定のファー
ムウェアを設定する、
ことを特徴とする、マシン提供方法。
【請求項２】
　前記既定のファームウェアの内容を更新する場合に、
　前記記憶部に保存された前記変更されたファームウェアが更新後の既定のファームウェ
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アと一致するか否かを判断し、
　前記変更されたファームウェアが前記更新後の既定のファームウェアと一致する場合、
前記変更されたファームウェアに関する情報を前記記憶部から削除し、
　前記変更されたファームウェアに関する情報が削除されたユーザに前記更新後の既定の
ファームウェアを対応付けて管理する、
ことを特徴とする、請求項１記載のマシン提供方法。
【請求項３】
　前記既定のファームウェアの内容を更新する場合に、
　　前記既定のファームウェアに対応付けられたユーザに更新後の既定のファームウェア
を対応付けて管理し、
　　前記一以上のマシンの各々にそなえられる所定の記憶領域に、前記更新後の既定のフ
ァームウェアを設定し、
　前記更新後の既定のファームウェアに対応付けられたユーザに前記第１又は第２マシン
を割り当てる場合に、前記更新後の既定のファームウェアを、当該ユーザに割り当てられ
る前記第１又は第２マシンの前記所定の記憶領域から前記第１又は第２マシンにそなえら
れるファームウェアの設定領域へコピーする、
ことを特徴とする、請求項１又は請求項２記載のマシン提供方法。
【請求項４】
　前記第１マシンを前記ユーザへの割当から解放する場合に、前記第１マシンにそなえら
れるファームウェアの設定領域に前記割当後に書き込みが発生したか否かを示す書込情報
を取得し、
　前記ファームウェアが変更されたか否かの判断は、前記書込情報が前記割当後の書き込
みの発生を示すか否かに基づき行なわれる、
ことを特徴とする、請求項１～３のいずれか１項記載のマシン提供方法。
【請求項５】
　前記ファームウェアが変更されたか否かの判断は、前記書込情報が前記割当後の書き込
みの発生を示す場合に、前記第１マシンの前記ファームウェアと前記記憶部に保存された
前記ユーザに対応するファームウェア又は前記既定のファームウェアとが異なるか否かを
判断することにより行なわれる、
ことを特徴とする、請求項４記載のマシン提供方法。
【請求項６】
　前記一以上のマシンを管理し前記記憶部をそなえる管理装置は、
　前記第１マシンと前記管理装置との間のネットワークを、前記ユーザへの前記第１マシ
ンの提供に用いたネットワークから管理用のネットワークへ切り替え、
　前記管理用のネットワークを介して、前記第１マシンから前記ファームウェアを取得す
ることにより、前記ファームウェアが前記割当後に変更されたか否かを判断する、
ことを特徴とする、請求項１～５のいずれか１項記載のマシン提供方法。
【請求項７】
　一以上のマシンと、記憶部をそなえ前記一以上のマシンを前記マシン単位でユーザへ提
供する管理を行なう管理装置と、をそなえ、
　前記管理装置は、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて前記記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記変更されたファームウェアに関する情報が前記記憶部に保存されているか否か
を判断し、
　前記ユーザに割り当てられる前記第１又は第２マシンは、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
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されている場合、自マシンに前記変更されたファームウェアを設定し、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
されていない場合、前記自マシンに既定のファームウェアを設定する、
ことを特徴とする、マシン提供システム。
【請求項８】
　一以上のマシンを前記マシン単位でユーザへ提供するマシン提供プログラムであって、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記変更されたファームウェアに関する情報が前記記憶部に保存されているか否か
を判断し、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
されている場合、前記ユーザに割り当てられる前記第１又は第２マシンに前記変更された
ファームウェアを設定させ、
　前記ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存
されていない場合、前記ユーザに割り当てられる前記第１又は第２マシンに既定のファー
ムウェアを設定させる、
処理をコンピュータに実行させることを特徴とする、マシン提供プログラム。
【発明の詳細な説明】
【技術分野】
【０００１】
　本件は、マシン提供方法，マシン提供システム，およびマシン提供プログラムに関する
。
【背景技術】
【０００２】
　Infrastructure as a Service（ＩａａＳ）では、ユーザ（顧客）の要望に応じてサー
バ等のリソースが提供される。
　例えば、仮想ＩａａＳは、複数の物理サーバ（マシン）の共有資源により実現され、効
率化を図るために、物理サーバの共有資源がVirtual Machine（ＶＭ）等の仮想技術によ
り複数のユーザに提供される。
【０００３】
　ユーザによっては、物理サーバを独占したいという要望もあり、例えば、物理ＩａａＳ
によるユーザへの物理サーバの提供が行なわれている。物理ＩａａＳでは、１台の物理サ
ーバが１ユーザに独占されるため、仮想技術によるＩａａＳに比べて物理サーバの利用効
率が低下する。そのため、物理ＩａａＳの管理を行なう管理サーバは、物理サーバが利用
されていないときにはユーザから物理サーバ（共有資源）を引き上げて（切り離して）、
他のユーザに割り当てることにより、物理サーバの利用の効率化が図られている。
【０００４】
　また、物理ＩａａＳには、ユーザごとに、利用する物理サーバのファームウェアの改版
（変更）を許容するものがあり、ユーザは、ユーザにとって都合の良い動作をするように
、物理サーバのファームウェアを改版することができる場合がある。
　なお、関連する技術として、中央演算装置が、複数の動作モードのうちの単数又は複数
の動作モードに対応し、命令の実行に用いられるファームウェアを外部から取得する技術
が知られている（例えば、特許文献１参照）。
【０００５】
　また、関連する他の技術として、改ざんのできない安全な実行部で仮想マシンの改ざん
検査を所定のタイミングで行ない、改ざんが検出された場合にはアプリケーション実行装
置を強制終了させる技術も知られている（例えば、特許文献２参照）。
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　さらに、関連する他の技術として、ファイル監視装置が、ファイルアクセス部と、ファ
イルに対する改ざんの有無を判定する改ざん判定部と、改ざんされたファイルを復旧する
ファイル復旧部とそなえる技術も知られている（例えば、特許文献３参照）。
【先行技術文献】
【特許文献】
【０００６】
【特許文献１】国際公開第ＷＯ２００３／０４６７１５号パンフレット
【特許文献２】特開２００７－２２６２７７号公報
【特許文献３】特開２００４－０１３６０７号公報
【発明の概要】
【発明が解決しようとする課題】
【０００７】
　管理サーバは、ユーザがファームウェアを改版したことを認識しない。
　従って、物理ＩａａＳにおいて、管理サーバは、ユーザが利用しない物理サーバがユー
ザによりファームウェアを改版された物理サーバであっても、物理サーバを回収して資源
プールへ戻し、当該物理サーバを他のユーザに提供する場合がある。この場合、他のユー
ザは、提供された物理サーバの利用に際して、以前のユーザによって独自に改版されたフ
ァームウェアによる、想定外の動作の影響を受ける可能性がある。
【０００８】
　また、管理サーバは、ユーザから物理サーバの再度の利用を要求されたときに、資源プ
ールから要求に応じた物理サーバをユーザへ提供する。従って、ユーザは、過去に当該ユ
ーザにより改版されたファームウェアが設定されたものとは異なる物理サーバを割り当て
られる可能性が高い。
　このように、上述した物理ＩａａＳでは、ユーザへのマシンの割当及び割当の解放が行
なわれる際に、ユーザに応じたファームウェアが設定されたマシンが提供されない場合が
あるという課題がある。
【０００９】
　なお、上述した関連する技術では、上記課題については考慮されていない。
　１つの側面では、本発明は、マシンをマシン単位でユーザへ提供するマシン提供システ
ムにおいて、ユーザへのマシンの割当及び割当の解放が行なわれる際に、ユーザに応じた
ファームウェアが設定されたマシンを提供することを目的とする。
　なお、前記目的に限らず、後述する発明を実施するための形態に示す各構成により導か
れる作用効果であって、従来の技術によっては得られない作用効果を奏することも本発明
の他の目的の１つとして位置付けることができる。
【課題を解決するための手段】
【００１０】
　本件のマシン提供方法は、一以上のマシンを前記マシン単位でユーザへ提供するマシン
提供方法であって、ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放す
る場合に、前記第１マシンの動作を制御するファームウェアが前記割当後に変更されたか
否かを判断し、前記ファームウェアが変更された場合、変更されたファームウェアに関す
る情報を前記ユーザに対応付けて記憶部に保存し、前記ユーザに前記第１マシン又は第２
マシンが割り当てられる場合に、前記ユーザに対応する前記変更されたファームウェアに
関する情報が前記記憶部に保存されているか否かを判断し、前記ユーザに対応する前記変
更されたファームウェアに関する情報が前記記憶部に保存されている場合、前記ユーザに
割り当てられる前記第１又は第２マシンに前記変更されたファームウェアを設定し、前記
ユーザに対応する前記変更されたファームウェアに関する情報が前記記憶部に保存されて
いない場合、前記ユーザに割り当てられる前記第１又は第２マシンに既定のファームウェ
アを設定する。
【発明の効果】
【００１１】
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　開示のシステムによれば、マシンをマシン単位でユーザへ提供するマシン提供システム
において、ユーザへのマシンの割当及び割当の解放が行なわれる際に、ユーザに応じたフ
ァームウェアが設定されたマシンを提供することができる。
【図面の簡単な説明】
【００１２】
【図１】第１実施形態に係る情報処理システムの構成例を示す図である。
【図２】図１に示す管理サーバのハードウェア構成例を示す図である。
【図３】図１に示す物理サーバ及び管理サーバの機能構成例を示す図である。
【図４】図３に示す管理サーバが保持する論理サーバ管理テーブルの一例を示す図である
。
【図５】図３に示す管理サーバが保持する現状ファームウェアテーブルの一例を示す図で
ある。
【図６】図３に示す物理サーバ及び管理サーバによるユーザへの物理サーバの貸出処理の
一例を説明するフローチャートである。
【図７】図３に示す物理サーバ及び管理サーバによるユーザからの物理サーバの回収処理
の一例を説明するフローチャートである。
【図８】図３に示す管理サーバによるオリジナルファームウェアの更新処理の一例を説明
するフローチャートである。
【図９】図１に示す物理サーバ及び管理サーバの機能構成の第１変形例を示す図である。
【図１０】図９に示す物理サーバ及び管理サーバによるユーザへの物理サーバの貸出処理
の一例を説明するフローチャートである。
【図１１】図９に示す物理サーバ及び管理サーバによるユーザからの物理サーバの回収処
理の一例を説明するフローチャートである。
【図１２】図１に示す物理サーバ及び管理サーバの機能構成の第２変形例を示す図である
。
【図１３】図１２に示す物理サーバ及び管理サーバによるユーザからの物理サーバの回収
処理の一例を説明するフローチャートである。
【図１４】第２実施形態に係る物理サーバ及び管理サーバの機能構成例を示す図である。
【図１５】図１４に示す物理サーバ及び管理サーバによるユーザへの物理サーバの貸出処
理の一例を説明するフローチャートである。
【図１６】図１４に示す管理サーバによるオリジナルファームウェアの更新処理の一例を
説明するフローチャートである。
【発明を実施するための形態】
【００１３】
　以下、図面を参照して実施の形態を説明する。
　〔１〕第１実施形態
　〔１－１〕情報処理システムの構成
　以下、図１を参照して、第１実施形態の一例としての情報処理システム１の構成につい
て説明する。
【００１４】
　図１は、第１実施形態に係る情報処理システム１の構成例を示す図である。
　図１に示すように、第１実施形態に係る情報処理システム１は、複数（例えばｎ台）の
物理サーバ２－１～２－ｎ、Layer 2（Ｌ２）スイッチ３、及び、複数のディスクユニッ
ト４をそなえる。また、情報処理システム１は、高速インターコネクト５、コントローラ
６、及び、管理サーバ１０をそなえる。なお、以下、物理サーバ２－１～２－ｎを区別し
ない場合には、単に物理サーバ２という。
【００１５】
　ここで、情報処理システム（マシン提供システム）１は、一以上の物理サーバ２を物理
サーバ２単位でユーザ（顧客）へ提供するシステムであり、例えば物理ＩａａＳが挙げら
れる。
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　情報処理システム１は、ユーザの要望に応じて、資源プールの中から物理サーバ２をユ
ーザに提供する（割り当てる）。また、情報処理システム１は、ユーザに、利用する物理
サーバ２の動作を制御するファームウェアの更新を許容する。
【００１６】
　物理サーバ（マシン）２は、少なくともCentral Processing Unit（ＣＰＵ）２ａ及び
メモリ２ｂをそなえるコンピュータ（情報処理装置）であり、物理サーバ２－１～２－ｎ
により、資源プール（共有資源）としての物理サーバ群２０を形成する。
　なお、ＣＰＵ２ａは、メモリ２ｂと接続され、種々の制御や演算を行なう演算処理装置
（プロセッサ）である。ＣＰＵ２ａは、メモリ２ｂ、ファームウェア領域２２（図３参照
）、ディスクユニット４、又は図示しないRead Only Memory（ＲＯＭ）等に格納されたプ
ログラム（ファームウェア）を実行することにより、物理サーバ２における種々の機能を
実現する。なお、ＣＰＵ２ａに限らず、プロセッサとしては、Micro Processing Unit（
ＭＰＵ）等の電子回路が用いられてもよい。
【００１７】
　メモリ２ｂは、種々のデータやプログラムを格納する記憶装置である。ＣＰＵ２ａは、
プログラムを実行する際に、メモリ２ｂにデータやプログラムを格納し展開する。なお、
メモリ２ｂとしては、例えばRandom Access Memory（ＲＡＭ）等の揮発性メモリが挙げら
れる。
　物理サーバ２の詳細については後述する。
【００１８】
　Ｌ２スイッチ３は、物理サーバ２を相互に接続するとともに、物理サーバ２とコントロ
ーラ６との接続を行なう。Ｌ２スイッチ３は、Virtual Local Area Network（ＶＬＡＮ）
等により、ユーザ（テナント）ごとに、ユーザに割り当てられた物理サーバ２の仮想ネッ
トワークを形成する。これにより、ユーザは、仮想ネットワーク内で、割り当てられた物
理サーバ２の管理を行なうことができる。
【００１９】
　各物理サーバ２とＬ２スイッチ３とは、通信線３ａ及び管理線３ｂの２系統のラインで
接続される。
　通信線３ａは、ユーザ端末８（ユーザ）への物理サーバ２の提供に用いられる接続線で
あり、ユーザ端末８は、ネットワーク７、コントローラ６、Ｌ２スイッチ３、及び通信線
３ａを介して、割り当てられた物理サーバ２へアクセスを行なう。
【００２０】
　管理線３ｂは、管理サーバ１０による物理サーバ２の管理に用いられる接続線であり、
管理サーバ１０は、コントローラ６、Ｌ２スイッチ３、及び管理線３ｂを介して、管理を
行なう物理サーバ２へアクセスを行なう。
　ディスクユニット４は、Hard Disk Drive（ＨＤＤ）やSolid State Drive（ＳＳＤ）等
の記憶装置であり、資源プール（ストレージプール；共有資源）としてのディスクユニッ
ト群４０を形成する。
【００２１】
　高速インターコネクト５は、各物理サーバ２とディスクユニット４の各記憶装置との間
の接続を切り替えるインターコネクトである。情報処理システム１は、高速インターコネ
クト５により、ユーザの要求に応じた物理サーバ２及び記憶装置の任意の構成（組み合わ
せ）を実現することができる。なお、図１では、図の簡略化のため、ディスクユニット４
の記憶装置と高速インターコネクト５との結線を一部省略している。
【００２２】
　コントローラ６は、Ｌ２スイッチ３、高速インターコネクト５、ネットワーク７、及び
、管理サーバ１０に接続される。
　例えば、コントローラ６は、ユーザ端末８又は管理サーバ１０からの要求に応じて、Ｌ
２スイッチ３を介したデータやコマンド等の情報の送受信、Ｌ２スイッチ３への仮想ネッ
トワークの切替指示並びに通信線３ａ及び管理線３ｂの切替指示等を行なう。
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【００２３】
　また、コントローラ６は、ユーザ端末８又は管理サーバ１０からの要求に応じて、高速
インターコネクト５への物理サーバ２及び記憶装置の切替指示等を行なう。
　なお、コントローラ６としては、Layer 3（Ｌ３）スイッチやルータの機能を含む装置
であってもよいし、サーバ等のコンピュータ（情報処理装置）であってもよい。
　ユーザ端末８は、物理ＩａａＳを利用するユーザにより操作されるコンピュータ等のク
ライアントである。
【００２４】
　管理サーバ（管理装置）１０は、情報処理システム１の全体を管理する。例えば、管理
サーバ１０は、ユーザへ提供する物理サーバ２の管理を行ない、ユーザへの物理サーバ２
の割当及び割当の解放を制御する。
　また、管理サーバ１０は、物理サーバ２のファームウェアをユーザごとに管理し、ユー
ザへの物理サーバ２の割当及び割当の解放を行なう際に、ユーザに応じたファームウェア
が設定された物理サーバ２を提供する。
【００２５】
　なお、図１において、管理サーバ１０は、コントローラ６に接続されるが、これに限定
されるものではなく、ネットワーク７又は他のネットワークを介して管理サーバ１０に接
続されてもよい。
　管理サーバ１０の詳細については後述する。
　〔１－２〕管理サーバ１０のハードウェア構成
　次に、図２を参照して、管理サーバ１０のハードウェア構成について説明する。図２は
、図１に示す管理サーバ１０のハードウェア構成例を示す図である。
【００２６】
　物理サーバ２は、図２に示すように、ＣＰＵ１０ａ、メモリ１０ｂ、記憶部１０ｃ、イ
ンタフェース部１０ｄ、入出力部１０ｅ、記録媒体１０ｆ、及び読取部１０ｇをそなえる
。
　ＣＰＵ１０ａは、メモリ１０ｂ、記憶部１０ｃ、インタフェース部１０ｄ、入出力部１
０ｅ、記録媒体１０ｆ、及び読取部１０ｇと接続され、種々の制御や演算を行なう演算処
理装置（プロセッサ）である。ＣＰＵ１０ａは、メモリ１０ｂ、記憶部１０ｃ、記録媒体
１０ｆ、読取部１０ｇに接続又は挿入された記録媒体１０ｈ、又は図示しないＲＯＭ等に
格納されたプログラムを実行することにより、管理サーバ１０における種々の機能を実現
する。なお、ＣＰＵ１０ａに限らず、プロセッサとしては、ＭＰＵ等の電子回路が用いら
れてもよい。
【００２７】
　メモリ１０ｂは、種々のデータやプログラムを格納する記憶装置である。ＣＰＵ１０ａ
は、プログラムを実行する際に、メモリ１０ｂにデータやプログラムを格納し展開する。
なお、メモリ１０ｂとしては、例えばＲＡＭ等の揮発性メモリが挙げられる。
　記憶部１０ｃは、例えばＨＤＤ等の磁気ディスク装置、ＳＳＤ等の半導体ドライブ装置
、又はフラッシュメモリ等の不揮発性メモリ等の、種々のデータやプログラム等を格納す
る１以上のハードウェアである。
【００２８】
　インタフェース部１０ｄは、コントローラ６との間の接続及び通信の制御を行なうコン
トローラである。インタフェース部１０ｄとしては、例えば、ＬＡＮ、Fibre Channel（
ＦＣ，ファイバチャネル）等に準拠したインタフェースカードが挙げられる。
　入出力部１０ｅは、例えばマウスやキーボード等の入力装置及びディスプレイやプリン
タ等の出力装置の少なくとも一方を含んでよい。例えば入出力部１０ｅは、管理サーバ１
０（情報処理システム１）の管理者等による種々の作業に用いられる。
【００２９】
　記録媒体１０ｆは、フラッシュメモリやＲＯＭ等の記憶装置であり、種々のデータやプ
ログラムを記録する。読取部１０ｇは、光ディスクやUniversal Serial Bus（ＵＳＢ）メ
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モリ等のコンピュータ読取可能な記録媒体１０ｈに記録されたデータやプログラムを読み
出す装置である。
　記録媒体１０ｆ、１０ｈの少なくとも一方には、第１実施形態（後述する第１及び第２
変形例を含む）並びに後述する第２実施形態に係る管理サーバ１０（、１０’及び１０”
）並びに１０Ａの機能を実現するマシン提供プログラムが格納されてもよい。すなわち、
ＣＰＵ１０ａは、記録媒体１０ｆ、又は読取部１０ｇを介して記録媒体１０ｈから出力さ
れたマシン提供プログラムを、メモリ１０ｂ等の記憶装置に展開して実行することにより
、管理サーバ１０の機能を実現する。
【００３０】
　なお、上述した各ハードウェアは、互いにバスを介して通信可能に接続される。例えば
、ＣＰＵ１０ａ、メモリ１０ｂ、及びインタフェース部１０ｄは、システムバスに接続さ
れる。また、例えば、記憶部１０ｃ、入出力部１０ｅ、記録媒体１０ｆ、及び読取部１０
ｇは、ＩＯインタフェース等を介してシステムバスに接続される。なお、記憶部１０ｃは
、ストレージバス（ケーブル）で、Disk Interface（ＤＩ）等のＩＯインタフェースに接
続される。ストレージバスとしては、Small Computer System Interface（ＳＣＳＩ）、S
erial Attached SCSI（ＳＡＳ）、ファイバチャネル、Serial Advanced Technology Atta
chment（ＳＡＴＡ）等に準拠したバスが挙げられる。
【００３１】
　なお、管理サーバ１０の上述したハードウェア構成は例示である。従って、管理サーバ
１０内でのハードウェアの増減や分割等は適宜行なわれてもよい。
　なお、物理サーバ２についても、管理サーバ１０と同様のハードウェア構成、又は、管
理サーバ１０のハードウェアの１以上の構成をそなえることができる。
　〔１－３〕物理サーバ及び管理サーバの機能構成
　次に、図３～図５を参照して、物理サーバ２及び管理サーバ１０の機能構成について説
明する。図３は、図１に示す物理サーバ２及び管理サーバ１０の機能構成例を示す図であ
る。図４及び図５は、それぞれ、図３に示す管理サーバ１０が保持する論理サーバ管理テ
ーブルＴ１及び現状ファームウェアテーブルＴ２の一例を示す図である。
【００３２】
　はじめに、物理サーバ２の機能構成について説明する。
　図３に示すように、物理サーバ２は、ファームウェア書換部２１、ファームウェア領域
２２、及び、ファームウェア操作部２３をそなえる。
　ファームウェア書換部２１は、ＣＰＵ２ａに実装される回路であり、ユーザ端末８（ユ
ーザ）からの要求に応じて、ファームウェア領域２２に設定されたファームウェアの書き
換えや改版等の変更を行なう。
【００３３】
　ファームウェア領域（設定領域）２２は、管理サーバ１０によりファームウェアが設定
される記憶領域であり、ＣＰＵ２ａ等によりファームウェアの実行の際に参照される領域
である。
　ここで、ファームウェアとは、物理サーバ２のハードウェアに組み込まれており、ハー
ドウェアに密接に結び付いたソフトウェアをいう。例えば、ファームウェアは、ハードウ
ェアが所定の動作を発揮するために、起動直後の初期化、テスト等の実施、及び、ハード
ウェア自体の動作、の少なくとも１つを実行（規定）するソフトウェアである。
【００３４】
　ファームウェアとしては、Basic Input/Output System（ＢＩＯＳ）、Extensible Firm
ware Interface（ＥＦＩ）、ＣＰＵファーム、拡張ＢＩＯＳ、及び、管理機構用ファーム
等、ＣＰＵ及びＩＯ等の動作を制御するソフトウェアが挙げられる。
　ファームウェアは、制御対象のハードウェア（ＣＰＵ２ａ又は物理サーバ２のＩＯ等）
に対して物理的に接続された書換可能なメディアに格納される。このため、ファームウェ
ア領域２２としては、フラッシュメモリ等の不揮発性メモリが挙げられる。また、ファー
ムウェア領域２２として、Field-Programmable Gate Array（ＦＰＧＡ）等の書換可能な
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プログラマブルロジックデバイスの少なくとも一部が用いられてもよい。
【００３５】
　図３に示す例では、ＣＰＵ２ａは、ファームウェア領域２２に設定されたファームウェ
アを、ファームウェア領域２２上で、又は、図示しないメモリ２ｂ上で実行し、ファーム
ウェアに規定された動作を行なう。
　なお、ファームウェアが拡張ＢＩＯＳ等である場合には、ファームウェア領域２２は拡
張カード等のＩＯ（図示省略）等にも接続される。
【００３６】
　ファームウェア操作部２３は、管理サーバ１０からの制御によりファームウェア領域２
２への読み書きが可能な回路であり、ＣＰＵ２ａ（ファームウェア書換部２１）とは別に
、ファームウェア領域２２へアクセスすることができる。
　また、物理サーバ２は、管理線３ｂを介して、管理サーバ１０からファームウェア操作
部２３へのファームウェアの書き換えや読み出し等の操作指示を受け付けるインタフェー
ス（アクセスチャネル）をそなえる。なお、物理サーバ２は、管理サーバ１０側のＩＯを
受け付けるプロセッサによりファームウェアの操作指示を受け付けてもよい。
【００３７】
　次に、管理サーバ１０の機能構成について説明する。
　以下、管理サーバ１０によるファームウェアの管理の手法に着目して説明する。管理サ
ーバ１０によるその他の処理（例えばユーザへの物理サーバ２の割当及び割当の解放の際
のディスクユニット４の追加及び切り離し処理等）については、既知の種々の手法により
行なうことが可能であり、その詳細な説明は省略する。
【００３８】
　図３に示すように、管理サーバ１０は、ファームウェア管理部１１及び記憶部１２をそ
なえる。
　また、管理サーバ１０は、各物理サーバ２に対するファームウェア操作を行なうアクセ
スチャネルをそなえる（図示省略）。アクセスチャネルは、情報処理システム１のインフ
ラ管理者等の管理者によるファームウェアの読み出し及び書き換え操作等のアクセスに用
いられるチャネルであり、インタフェース部１０ｄの一部により実現される。管理サーバ
１０は、アクセスチャネル、コントローラ６、Ｌ２スイッチ３、及び、管理線３ｂを介し
て、物理サーバ２へアクセスする。なお、図３では、図の簡略化のため、コントローラ６
の図示を省略している。
【００３９】
　記憶部１２は、ファームウェア管理Database（ＤＢ）１２１、オリジナルファームウェ
ア１２２、及び、ユーザ用ファームウェア１２３を保持する。なお、記憶部１２は、図２
に示すメモリ１０ｂ又は記憶部１０ｃ等により実現される。
　ファームウェア管理ＤＢ１２１は、図４及び図５に示す論理サーバ管理テーブルＴ１及
び現状ファームウェアテーブルＴ２を格納する。
【００４０】
　論理サーバ管理テーブルＴ１は、図４に例示するように、論理サーバにマッピングされ
た物理サーバ２と、論理サーバに対応するファームウェアとを管理するテーブルである。
具体的には、論理サーバ管理テーブルＴ１は、項目として、論理サーバＩＤ、テナント（
ユーザ）ＩＤ、物理サーバＩＤ、及び、ファームウェア名を含む。
　一例として、論理サーバ管理テーブルＴ１は、論理サーバＩＤ“ls0001”に、テナント
ＩＤ“tn0001”、物理サーバＩＤ“ps0001”、及びファームウェア名“ファーム－Ｏ１”
が対応付けられた情報を含む。
【００４１】
　なお、論理サーバＩＤ、テナントＩＤ、及び物理サーバＩＤは、各々を特定可能なユニ
ークな情報であればよく、各々の名前や、物理サーバＩＤの場合はMedia Access Control
（ＭＡＣ）アドレスやInternet Protocol（ＩＰ）アドレス等であってもよい。
　ここで、論理サーバは、ユーザが利用する物理サーバ２の設定を抽象化したものであり
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、貸し出された物理サーバ２をユーザが認識する単位をいう。なお、論理サーバ管理テー
ブルＴ１における論理サーバと物理サーバ２との対応は、物理サーバ２の貸出及び回収が
行なわれる度に変化し得る。
【００４２】
　なお、論理サーバにて抽象化された物理サーバ２の設定自体は、物理サーバ２が論理サ
ーバに割り当てられているか（貸出中であるか）否かに係わらず、ディスクユニット４に
記憶されている。
　ファームウェア名は、ファームウェアが管理サーバ１０の提供するオリジナル（既定の
もの）であるか、オリジナルでないか（ユーザによりカスタマイズ（変更）されたユーザ
用であるか）否かを示す情報を含む。また、ファームウェア名は、オリジナルである場合
にはその版数を、オリジナルでない場合にはその識別子（例えば番号）をさらに示す情報
を含む。以下、ファームウェア名のうちの、オリジナルであるか否か、及び、版数又は識
別子を示す情報を、識別情報という。
【００４３】
　例えば、ファームウェア名“ファーム－Ｏ１”及び“ファーム－Ｕ１”の末尾２桁が識
別情報である。識別情報のうち、１桁目の“Ｏ”はオリジナルを示し、“Ｕ”はユーザ用
を示す。また、２桁目の“1”は、オリジナルの場合、第１版であることを示し、ユーザ
用の場合、他のユーザ用のファームウェアと区別するための値を示す。
　なお、ファームウェア名で特定されるオリジナルファームウェア（既定のファームウェ
ア）１２２及びユーザ用ファームウェア（変更されたファームウェア）１２３は、それぞ
れ記憶部１２に保存される。なお、図３では、記憶部１２は１つのユーザ用ファームウェ
ア１２３を記憶するものとして示したが、実際には各ユーザにより変更されたファームウ
ェアの数だけ記憶する。
【００４４】
　例えば、論理サーバＩＤ“ls0001”、“ls0002”、“ls0004”はオリジナルファームウ
ェア１２２に対応付けられ、論理サーバＩＤ“ls0003”はユーザ用ファームウェア１２３
に対応付けられる。
　現状ファームウェアテーブルＴ２は、図５に例示するように、現在、物理サーバ２に設
定されているファームウェア名を管理するテーブルである。具体的には、現状ファームウ
ェアテーブルＴ２は、項目として、物理サーバＩＤ及びファームウェア名を含む。
【００４５】
　一例として、現状ファームウェアテーブルＴ２は、物理サーバＩＤ“ps0001”に、ファ
ームウェア名“ファーム－Ｏ１”が対応付けられた情報を含む。
　ファームウェア管理部１１は、ファームウェア管理ＤＢ１２１に格納されたテーブルに
基づいて、各物理サーバ２に設定されるファームウェアの状態を管理するものである。な
お、ファームウェア管理部１１は、図２に示すＣＰＵ１０ａがマシン提供プログラムをメ
モリ１０ｂに展開して実行することにより実現される。
【００４６】
　ファームウェア管理部１１は、例示的に、物理サーバ貸出処理部１１１、物理サーバ回
収処理部１１２、及び、ファームウェア更新処理部１１３をそなえる。
　物理サーバ貸出処理部１１１は、ユーザへ物理サーバ２を貸し出す、つまりユーザの論
理サーバを物理サーバ２に配備する際に、割当対象の物理サーバ２に対してユーザに応じ
たファームウェアを設定する。
【００４７】
　具体的には、物理サーバ貸出処理部１１１は、例えばユーザによる論理サーバの電源オ
ン操作をトリガとして、論理サーバ管理テーブルＴ１を参照し、電源がオンにされた論理
サーバに対応するファームウェア（ファームウェア名の識別情報）を確認する。
　次いで、物理サーバ貸出処理部１１１は、確認したファームウェアがオリジナルファー
ムウェア１２２であるか否かを判断する。
【００４８】
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　オリジナルファームウェア１２２である場合、物理サーバ貸出処理部１１１は、資源プ
ール内の未割当の物理サーバ２のうちの割当対象の物理サーバ２へオリジナルファームウ
ェア１２２の配備を指示する。なお、割当対象の物理サーバ２は、管理サーバ１０等によ
り、ユーザから要求された性能又は仕様に応じて決定される。
　一方、オリジナルファームウェア１２２ではない場合、物理サーバ貸出処理部１１１は
、割当対象の物理サーバ２へファームウェア名に対応するユーザ用ファームウェア１２３
の配備を指示する。
【００４９】
　なお、物理サーバ貸出処理部１１１は、物理サーバ２へのファームウェアの配備指示に
おいて、記憶部１２から論理サーバ（ユーザ）に対応するファームウェアを読み出し、物
理サーバ２へ送信する。物理サーバ２は、配備指示を受けると、ファームウェア操作部２
３により、受信したファームウェアをファームウェア領域２２へ設定し、管理サーバ１０
による貸し出しに伴う他の処理が行なわれると、設定したファームウェアを実行する。
【００５０】
　また、物理サーバ貸出処理部１１１は、割当対象の物理サーバ２へ指示を行なうととも
に、現状ファームウェアテーブルＴ２に対して、当該物理サーバ２のエントリに、指示を
行なったファームウェアの識別情報を含むファームウェア名を設定する。
　なお、物理サーバ貸出処理部１１１は、テナントへの物理ＩａａＳの提供開始の際に、
論理サーバ管理テーブルＴ１に対して、オリジナルファームウェア１２２に対応付けられ
た論理サーバのエントリを追加してもよい。これにより、物理サーバ貸出処理部１１１は
、新規に電源がオンにされた論理サーバ（初めて起動された論理サーバ）に物理サーバ２
を割り当てる場合、オリジナルファームウェア１２２を割り当てることができる。
【００５１】
　また、物理サーバ貸出処理部１１１は、論理サーバに対応するファームウェアがオリジ
ナルであるか否かを判断する際に、現状ファームウェアテーブルＴ２を参照し、割当対象
の物理サーバ２に現在設定されているファームウェアを確認してもよい。そして、物理サ
ーバ貸出処理部１１１は、割当対象の物理サーバ２に現在設定されているファームウェア
が、論理サーバに対応するファームウェアと同一である場合には、配備指示を省略しても
よい。これにより、管理サーバ１０の処理負荷を低減できるとともに通信量を削減でき、
ユーザへ物理サーバ２を貸し出すまでの時間を短縮することができる。
【００５２】
　物理サーバ回収処理部１１２は、ユーザから物理サーバ２を回収する、つまり論理サー
バ（ユーザ）に割り当てられた物理サーバ２から、論理サーバへの割当を解放する際に、
回収対象の物理サーバ２からユーザに応じたファームウェアを記憶部１２へ保存する。
　具体的には、物理サーバ回収処理部１１２は、例えばユーザによる論理サーバの電源オ
フ操作をトリガとして、現状ファームウェアテーブルＴ２を参照し、回収対象の物理サー
バ２に設定されているファームウェアを確認する。
【００５３】
　また、物理サーバ回収処理部１１２は、記憶部１２から、確認したファームウェアを読
み出す。
　さらに、物理サーバ回収処理部１１２は、回収対象の物理サーバ２（ファームウェア操
作部２３）へ、ファームウェア領域２２に設定されたファームウェアの読み出しを指示し
、ファームウェアを受信する。
【００５４】
　そして、物理サーバ回収処理部１１２は、記憶部１２から読み出したファームウェアと
、物理サーバ２から受信したファームウェアとを比較し、物理サーバ２によりファームウ
ェア領域２２のファームウェアへ書き込みがあったか否かを判断する。なお、書き込みが
あったか否かの判断は、例えばファームウェアの内容の比較結果が異なるか否かにより行
なわれる。
【００５５】
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　書き込みがなかった（比較結果が同じ）場合、物理サーバ回収処理部１１２は、ユーザ
によるファームウェアの変更はなかったと判断する。また、物理サーバ回収処理部１１２
は、論理サーバ管理テーブルＴ１に対して、当該物理サーバ２のエントリに、物理サーバ
ＩＤ“割り当てなし（或いは未割当を示す“0”、“-”等）”を設定する。
　一方、書き込みがあった（比較結果が異なる）場合、物理サーバ回収処理部１１２は、
物理サーバ２のファームウェアがユーザにより変更されたと判断し、物理サーバ２から受
信したファームウェアを記憶部１２へユーザ用ファームウェア１２３として保存する。
【００５６】
　また、物理サーバ回収処理部１１２は、記憶部１２へユーザ用ファームウェア１２３を
格納するとともに、論理サーバ管理テーブルＴ１に対して、回収対象の論理サーバのエン
トリに、識別情報“Ｕｘ”（ｘは任意の値）を含む新たなファームウェア名を設定する。
　さらに、物理サーバ回収処理部１１２は、当該物理サーバ２のエントリに、物理サーバ
ＩＤ“割り当てなし”等を設定する。
【００５７】
　管理サーバ１０は、物理サーバ回収処理部１１２によるファームウェアに係る上記処理
が終了すると、回収に伴う他の処理を行なう。
　ファームウェア更新処理部１１３は、管理サーバ１０において、記憶部１２に保存され
たオリジナルファームウェア１２２のバージョンアップ（更新）に伴う処理を行なう。例
えば、管理者等は、オリジナルファームウェア１２２の障害の改修等により、物理サーバ
２に設定されるオリジナルファームウェア１２２を更新したい場合がある。このような場
合、ファームウェア更新処理部１１３は、以下のようにして、オリジナルファームウェア
１２２の更新を行なう。
【００５８】
　例えば、ファームウェア更新処理部１１３は、オリジナルファームウェアの更新版を取
得すると、記憶部１２にオリジナルファームウェア１２２として保存する。なお、以下の
説明では、記憶部１２に設定されたオリジナルファームウェア１２２と区別するため、取
得したオリジナルファームウェアをオリジナルファームという。
　このとき、ファームウェア更新処理部１１３は、既存の（更新前の）オリジナルファー
ムウェア１２２については、書き換え（上書き）してもよいし、旧版として記憶部１２等
に退避してもよい。なお、ファームウェア更新処理部１１３は、更新版を、例えば、イン
タフェース部１０ｄを介して他の装置から、又は、読取部１０ｇを介して記録媒体１０ｈ
等から取得することができる。
【００５９】
　また、ファームウェア更新処理部１１３は、オリジナルファームウェア１２２に対応付
けられたユーザに更新後のファームウェアを対応付けて管理する。例えば、ファームウェ
ア更新処理部１１３は、論理サーバ管理テーブルＴ１に対して、識別情報がオリジナルを
示すエントリのファームウェア名を、更新後のオリジナルファームウェア１２２の識別情
報“Ｏｙ”（ｙは任意の値）を含む新たなファームウェア名に変更する。
【００６０】
　なお、物理サーバ２におけるファームウェアの更新は、物理サーバ２の再起動を伴うこ
とが多い。そこで、オリジナルファームウェア１２２を使用する物理サーバ２への更新版
の適用は、記憶部１２へ更新版を保存したタイミングではなく、未割当の物理サーバ２が
論理サーバへ割り当てられるタイミングで行なわれることが好ましい。
　例えば、物理サーバ貸出処理部１１１は、オリジナルファームウェア１２２に対応付け
られた論理サーバ（ユーザ）に物理サーバ２を割り当てる際に、当該物理サーバ２へ記憶
部１２から読み出したファームウェアの配備指示を行なう。このとき、物理サーバ貸出処
理部１１１により読み出されるファームウェアは更新版になっているため、情報処理シス
テム１の管理者等は、管理サーバ１０により、論理サーバの動作を停止させずに、物理サ
ーバ２に対して更新版を安全に適用することができる。
【００６１】
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　ところで、管理サーバ１０が提供するオリジナルファームウェア１２２は、物理サーバ
２の製造元等が提供する最新版よりも古い版である場合がある。これは、管理者等が、最
新版を物理サーバ２に適用することにより物理ＩａａＳの提供に支障が出ないかの検証等
、安全性を確認するのに時間がかかるためである。
　しかし、製造元等が提供する最新版に存在する機能を利用したいユーザもいる可能性が
ある。このようなユーザは、最新版がオリジナルファームウェア１２２として提供される
前に、割り当てられた物理サーバ２上で独自に改版して、最新版を管理サーバ１０からの
提供に先行して用いる場合がある。
【００６２】
　ファームウェア更新処理部１１３は、オリジナルファームウェア１２２を最新版にする
更新を行なう際に、最新版を先行して用いているユーザがいる場合、当該ユーザに対応す
るユーザ用ファームウェア１２３を削除する。そして、ファームウェア更新処理部１１３
は、当該ユーザに対応するファームウェアに、更新版のオリジナルファームウェア１２２
を対応付けて管理する。
【００６３】
　このように、ファームウェア更新処理部１１３は、管理サーバ１０が記憶する更新版が
ユーザにより先行して用いられる最新版と同一のものになった場合、当該ユーザのファー
ムウェアは書き込み（変更）が行なわれていないとみなす。そして、ファームウェア更新
処理部１１３は、当該ユーザに対応するユーザ用ファームウェア１２３をオリジナルファ
ームウェア１２２に置き換える。
【００６４】
　具体的には、ファームウェア更新処理部１１３は、オリジナルファームウェア１２２の
内容をファームウェアの内容を更新する場合に、記憶部１２に保存されたユーザ用ファー
ムウェア１２３が更新後のオリジナルファームウェア１２２と一致するか否かを判断する
。一致するか否かの判断は、例えばファームウェアの内容の比較結果が一致するか否かに
より行なわれる。
【００６５】
　そして、ファームウェア更新処理部１１３は、ファームウェアが一致すると判断した場
合、ユーザ用ファームウェア１２３を記憶部１２から削除し、削除したファームウェアに
対応するユーザに更新後のオリジナルファームウェア１２２を対応付けて管理する。例え
ば、ファームウェア更新処理部１１３は、論理サーバ管理テーブルＴ１に対して、対応す
る論理サーバのエントリのファームウェア名を、更新後のオリジナルファームウェア１２
２の識別情報“Ｏｙ”を含む新たなファームウェア名に変更する。
【００６６】
　以上のように、ファームウェア更新処理部１１３によれば、ユーザが用いるファームウ
ェアを変更せずに、当該ユーザが用いるユーザ用ファームウェア１２３を記憶部１２から
削除できるため、記憶部１２の記憶領域の使用率を低下させることができる。特に、最新
版を先行して用いるユーザが多数存在する場合や、当該ユーザが多数の物理サーバ２を利
用する場合等に、記憶部１２の記憶領域の消費を抑えることができ、記憶領域の増加コス
トを抑制できるため、より効果的である。
【００６７】
　〔１－４〕動作例
　次に、図６～図８を参照して、上述の如く構成された第１実施形態の一例としての情報
処理システム１の動作例を説明する。なお、以下の動作例は、ファームウェアの管理に関
する処理に着目したものであり、情報処理システム１におけるその他の処理については、
説明を省略する。
【００６８】
　図６は、図３に示す物理サーバ２及び管理サーバ１０によるユーザへの物理サーバ２の
貸出処理の一例を説明するフローチャートである。図７は、図３に示す物理サーバ２及び
管理サーバ１０によるユーザからの物理サーバ２の回収処理の一例を説明するフローチャ
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ートである。図８は、図３に示す管理サーバ１０によるオリジナルファームウェア１２２
の更新処理の一例を説明するフローチャートである。
【００６９】
　〔１－４－１〕物理サーバ貸出処理
　はじめに、図６を参照して、情報処理システム１によるユーザへの物理サーバ２の貸出
処理について説明する。
　ユーザにより論理サーバの電源がオンにされると、管理サーバ１０（物理サーバ貸出処
理部１１１）により、論理サーバ管理テーブルＴ１が参照され、貸出対象の論理サーバの
ファームウェアが確認される（ステップＳ１）。
【００７０】
　次いで、物理サーバ貸出処理部１１１により、貸出対象の論理サーバのファームウェア
がオリジナルファームウェア１２２であるか否かが判断される（ステップＳ２）。オリジ
ナルファームウェア１２２である場合（ステップＳ２のＹｅｓルート）、物理サーバ貸出
処理部１１１により、記憶部１２からオリジナルファームウェア１２２が読み出される。
また、物理サーバ貸出処理部１１１により、割当対象の物理サーバ２へ読み出したファー
ムウェアの配備が指示され（ステップＳ３）、処理がステップＳ５へ移行する。
【００７１】
　一方、貸出対象の論理サーバのファームウェアがオリジナルファームウェア１２２でな
い場合（ステップＳ２のＮｏルート）、物理サーバ貸出処理部１１１により、記憶部１２
から貸出対象の論理サーバに対応するユーザ用ファームウェア１２３が読み出される。ま
た、物理サーバ貸出処理部１１１により、割当対象の物理サーバ２へ読み出したファーム
ウェアの配備が指示され（ステップＳ４）、処理がステップＳ５へ移行する。
【００７２】
　ステップＳ５では、物理サーバ貸出処理部１１１により、現状ファームウェアテーブル
Ｔ２の割当対象の物理サーバ２のエントリにおけるファームウェア名が、ステップＳ３又
はＳ４で配備を指示したファームウェア名に更新される。
　管理サーバ１０から管理線３ｂを通じて配備指示を受けた物理サーバ２では、ファーム
ウェア操作部２３により、配備を指示されたファームウェアが自物理サーバ２のファーム
ウェア領域２２へ書き込まれ（ステップＳ６）、処理が終了する。
【００７３】
　なお、管理サーバ１０は、ステップＳ５の処理を、ステップＳ３又はＳ４の処理と並行
して実行してもよい。
　〔１－４－２〕物理サーバ回収処理
　次に、図７を参照して、情報処理システム１によるユーザからの物理サーバ２の回収処
理について説明する。
【００７４】
　ユーザにより論理サーバの電源がオフにされると、管理サーバ１０（物理サーバ回収処
理部１１２）により、回収対象の論理サーバに対応する物理サーバ２へ、ファームウェア
の読出指示が発行される（ステップＳ１１）。
　読出指示を受信した物理サーバ２では、ファームウェア操作部２３により、自物理サー
バ２のファームウェア領域２２からファームウェアが読み出され、管理サーバ１０へ送信
される（ステップＳ１２）。
【００７５】
　次いで、物理サーバ回収処理部１１２により、現状ファームウェアテーブルＴ２が参照
され、回収対象の物理サーバ２に設定されるファームウェアが確認され、当該ファームウ
ェアが記憶部１２から読み出される。そして、物理サーバ回収処理部１１２により、読み
出したファームウェアと、物理サーバ２から受信（取得）したファームウェアとが比較さ
れ、物理サーバ２において貸出後にファームウェアへの書き込みがあったか否かが確認さ
れる（ステップＳ１３）。
【００７６】
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　物理サーバ回収処理部１１２による確認の結果（ステップＳ１４）、比較結果が一致し
、書き込みがなかったと判断された場合（ステップＳ１４のＮｏルート）、処理がステッ
プＳ１６に移行する。
　一方、比較結果が異なり、書き込みがあったと判断された場合（ステップＳ１４のＹｅ
ｓルート）、物理サーバ回収処理部１１２により、物理サーバ２からのファームウェアが
ユーザ用ファームウェア１２３として記憶部１２に格納される（ステップＳ１５）。そし
て、処理がステップＳ１６に移行する。
【００７７】
　ステップＳ１６では、物理サーバ回収処理部１１２により、論理サーバ管理テーブルＴ
１の回収対象の論理サーバのエントリにおける物理サーバＩＤが、“割り当てなし”に更
新され、処理が終了する。なお、ステップＳ１５の処理が実行された場合には、ステップ
Ｓ１６において、当該エントリにおけるファームウェア名が、識別情報“Ｕｘ”を含む新
たなファームウェア名に更新される。
【００７８】
　なお、管理サーバ１０は、ステップＳ１６の処理を、ステップＳ１５の処理と並行して
実行してもよい。
　〔１－４－３〕オリジナルファームウェア更新処理
　次に、図８を参照して、管理サーバ１０によるオリジナルファームウェア１２２の更新
処理について説明する。
【００７９】
　管理サーバ１０が更新版のオリジナルファームを取得すると、ファームウェア更新処理
部１１３により、論理サーバ管理テーブルＴ１が参照され、ファームウェア名がオリジナ
ルを示す全てのエントリの識別情報“Ｏｙ”に更新される（ステップＳ２１）。また、フ
ァームウェア更新処理部１１３により、更新版のオリジナルファームが記憶部１２にオリ
ジナルファームウェア１２２として保存される。
【００８０】
　また、ファームウェア更新処理部１１３により、各論理サーバについて記憶部１２にフ
ァームウェアが格納されているか否かが確認される（ステップＳ２２）。
　確認の結果（ステップＳ２３）、記憶部１２に論理サーバのユーザ用ファームウェア１
２３が格納されていない場合（ステップＳ２３のＮｏルート）、処理が終了する。
　一方、記憶部１２に論理サーバのユーザ用ファームウェア１２３が格納されている場合
（ステップＳ２３のＹｅｓルート）、ファームウェア更新処理部１１３により、更新版の
ファームウェアと格納ファームウェアとが一致するか否かが判断される（ステップＳ２４
）。一致しない場合（ステップＳ２４のＮｏルート）、処理が終了する。
【００８１】
　一方、一致する場合（ステップＳ２４のＹｅｓルート）、ファームウェア更新処理部１
１３により、対象の論理サーバの格納ファームウェア（ユーザ用ファームウェア１２３）
が記憶部１２から削除される（ステップＳ２５）。
　また、ファームウェア更新処理部１１３により、論理サーバ管理テーブルＴ１の対象の
論理サーバのエントリにおけるファームウェア名の識別情報が、“Ｏｙ”に更新され（ス
テップＳ２６）、処理が終了する。
【００８２】
　なお、管理サーバ１０は、ステップＳ２６の処理を、ステップＳ２５の処理と並行して
実行してもよい。
　〔１－５〕まとめ
　例えば、物理ＩａａＳにおいて、Operating System（ＯＳ）等のソフトウェアやデータ
等を記憶するディスクユニット４は、ユーザから物理サーバ２が回収される際に、物理サ
ーバ２と切り離され、ユーザ用の情報として保存される。従って、物理ＩａａＳにおいて
、ユーザから物理サーバ２が回収され、当該ユーザに他の物理サーバ２が貸し出される場
合、ユーザにユーザ用の情報を再び利用させるには、管理サーバ１０は、当該ユーザ用の



(16) JP 6065115 B2 2017.1.25

10

20

30

40

50

ディスクユニット４をユーザに割り当てればよい。
【００８３】
　しかしながら、上述のように、ファームウェアは、物理サーバ２のハードウェアに組み
込まれており、ハードウェアに密接に結び付いたソフトウェアである。従って、管理サー
バ１０は、ユーザから物理サーバ２を回収する際に、ファームウェアを物理サーバ２から
切り離して保存しておくことができない。このため、従来の物理ＩａａＳでは、ユーザか
ら物理サーバが回収され、当該ユーザに他の物理サーバが貸し出される場合、管理サーバ
は、ユーザにユーザ用のファームウェアを再び利用させることを保証することが困難であ
った。
【００８４】
　これに対し、第１実施形態に係る物理サーバ回収処理部１１２は、ユーザに割り当てら
れた物理サーバ２（第１マシン）をユーザへの割当から解放する場合に、物理サーバ２の
ファームウェアの状態を確認し、貸出中（割当後）に変更されたか否かを判断する。
　そして、物理サーバ回収処理部１１２は、ファームウェアが変更された場合、変更され
たファームウェアに関する情報（例えばユーザ用ファームウェア１２３）をユーザに対応
付けて記憶部１２に保存する。
【００８５】
　また、物理サーバ貸出処理部１１１は、以前に貸し出した物理サーバ２（第１マシン）
又は他の物理サーバ２（第２マシン）がユーザに割り当てられる場合に、ユーザに対応す
るユーザ用ファームウェア１２３が記憶部１２に保存されているか否かを判断する。
　そして、物理サーバ貸出処理部１１１は、ユーザに対応するユーザ用ファームウェア１
２３が保存されている場合、割当対象の物理サーバ２にユーザ用ファームウェア１２３を
設定する一方、保存されていない場合、オリジナルファームウェア１２２を設定する。
【００８６】
　従って、第１実施形態に係る情報処理システム１によれば、ユーザは、物理サーバ２の
回収後に、過去に貸し出された物理サーバ２とは異なる物理サーバ２が貸し出されても、
ユーザに対応する適切なユーザ用ファームウェア１２３を用いることができる。
　また、情報処理システム１は、ユーザによって以前に変更されたファームウェアが設定
された物理サーバ２を、他のユーザに貸し出してしまうといった状況を回避することがで
きる。これにより、当該他のユーザが、変更されたファームウェアに起因する想定外の動
作の影響を受けることを抑止できる。また、悪意あるユーザによるファームウェア改ざん
から、他のユーザ（第三者）を保護することができる（他のユーザへ被害が及ぶことを抑
止できる）。
【００８７】
　このように、第１実施形態に係る情報処理システム１（管理サーバ１０）によれば、ユ
ーザへのファームウェアの変更を許容しつつ、ユーザへの物理サーバ２の割当及び割当の
解放が行なわれる際に、ユーザに応じたファームウェアが設定された物理サーバ２を提供
することができる。
　すなわち、ファームウェア管理部１１によれば、ユーザの求めるシステムを実現するた
めの適切なファームウェアを、物理サーバ２の割当及び割当の解放が行なわれたとしても
、割り当てられる物理サーバ２に依存せずにユーザへ提供することができる。
【００８８】
　ところで、上述した仮想ＩａａＳでは、全体の資源利用効率を高めるため、管理サーバ
が、共用資源の中からユーザの要求に応じて資源の割当及び回収を行ない、回収した資源
を他のユーザに割り当てることで、構成の自由度を確保している。
　また、仮想ＩａａＳにおいては、サーバ使用料が時間課金されており、ユーザ自身が使
用しないサーバを停止することが期待される。例えば、仮想ＩａａＳでは、全ＶＭの約４
割が登録されているが稼働していない状態にあることも少なくない。
【００８９】
　しかし、仮想ＩａａＳでは、物理サーバ等の資源をＶＭで共有するため、仮想化機構に
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よるユーザ間干渉（オーバヘッドやボトルネック等）が発生し得る。
一方、仮想化機構によるユーザ間干渉を避けるため、物理サーバをそのまま提供するホス
ティングサービスもある。しかし、ホスティングサービスでは、ディスク等の構成変更が
容易にできず、提供が開始された物理サーバは、仮に使用していなくても提供が廃止され
るまでは資源が占有され続け、資源の利用効率が低下する。また、ホスティングサービス
では、通常の物理サーバで可能なことがユーザから全て可能になっており、例えば、管理
者等は、貸出中の物理サーバのファームウェア等について、完全に管理下に置くことは難
しい。
【００９０】
　これに対し、情報処理システム１による上述した物理ＩａａＳは、仮想ＩａａＳと同様
の構成の自由度を確保している。また、ホスティングサービスと同様に、ユーザ間干渉を
避けることもできる。このように、情報処理システム１では、ユーザが、仮想ＩａａＳと
同程度の頻度で、論理サーバの稼働及び停止を行なうことが想定される。
　以上のように、情報処理システム１では、ユーザへの物理サーバ２の貸出処理及びユー
ザからの物理サーバ２の回収処理が頻繁に行なわれることが想定されるため、物理サーバ
２及び管理サーバ１０による上述した処理は、情報処理システム１において特に効果的で
ある。
【００９１】
　〔１－６〕第１変形例
　次に、図９～図１１を参照して、第１実施形態の第１変形例について説明する。
　図９は、図１に示す物理サーバ２及び管理サーバ１０の機能構成の第１変形例を示す図
である。
　なお、図９において、図３に示す符号と同一の符号は、図３に示す構成と同一又は略同
一のため、重複した説明は省略する。
【００９２】
　また、ファームウェア操作部２３’、物理サーバ貸出処理部１１１’、及び、物理サー
バ回収処理部１１２’について、特に言及しない機能については、図３に示す対応する構
成と同様である。
　第１変形例では、物理サーバ２’は、ファームウェア領域２２の操作を行なう機能を、
ＣＰＵ２ａで動作するソフトウェアに実装する。また、管理サーバ１０’のファームウェ
ア管理部１１’は、物理サーバ２’の変更に伴い、ネットワーク切替部１１４をさらにそ
なえることができる。
【００９３】
　ファームウェア操作部２３’は、ファームウェア操作部２３と同様の機能を、ＣＰＵ２
ａが実行するソフトウェア及びＣＰＵ２ａが有するファームウェア領域２２の書き換え機
能により実現する。
　ファームウェア操作部２３’は、管理サーバ１０’からファームウェアの操作指示を受
け付けると、ＣＰＵ２ａが有する（ユーザが用いるのと同じ）ファームウェア書換部２１
を用いて、ファームウェア領域２２へアクセスする。
【００９４】
　なお、ファームウェア操作部２３’は、ファームウェア操作部２３と異なり、管理サー
バ１０’から、通信線３ａを介した操作指示を受け取る。
　ここで、上述のように、通信線３ａは、ユーザへの物理サーバ２’の提供に用いられる
接続線である。第１変形例に係る管理サーバ１０’は、この通信線３ａを、インフラ管理
等の管理用としても用いる。
【００９５】
　ネットワーク切替部１１４は、通信線３ａを介した物理サーバ２’への操作指示に際し
て、Ｌ２スイッチ３へ仮想ネットワークの切り替えを指示する。
　第１実施形態に係る管理サーバ１０は、インフラ管理者等の管理者側（例えば管理サー
バ１０）からアクセスできるルート（管理線３ｂ）を用いた。これに対し、第１変形例に
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係る管理サーバ１０’は、ユーザも使用するルート（通信線３ａ）を用いて物理サーバ２
’へアクセスする。このため、管理サーバ１０’が通信線３ａを介して物理サーバ２’へ
アクセスする際に、テナント（ユーザ）側から見える可能性が出てくる。
【００９６】
　そこで、ネットワーク切替部１１４は、Ｌ２スイッチ３に対して、物理サーバ２’へア
クセスする間、通信線３ａのネットワークをインフラ側に切り替えさせ、物理サーバ２’
へのアクセスが終わると、当該ネットワークをテナント側へ切り替えさせる。
　例えば、Ｌ２スイッチ３は、通信線３ａによる物理サーバ２’の仮想ネットワークをテ
ナント側及びインフラ側に１つずつ用意し、テナント側及びインフラ側の仮想ネットワー
クの切り替えを、管理サーバ１０’からの切替指示に応じて行なうことができる。この場
合、ネットワーク切替部１１４は、切替指示にＶＬＡＮ　ＩＤを含め、Ｌ２スイッチ３は
、切替指示に含まれるＶＬＡＮ　ＩＤに応じて、テナント側とインフラ側との間で仮想ネ
ットワークを切り替えることとしてもよい。
【００９７】
　物理サーバ回収処理部１１２’は、ネットワーク切替部１１４にネットワークをインフ
ラ側に切り替えさせた後に、インフラ側のネットワークを介して、物理サーバ２’から、
変更されたか否かを判断するためにファームウェアを読み出す。
　物理サーバ貸出処理部１１１’は、物理サーバ２’へファームウェアの配備指示を行な
った後に、ネットワーク切替部１１４にネットワークをテナント側に切り替えさせる。な
お、物理サーバ貸出処理部１１１’は、既に回収処理でネットワークがインフラ側に切り
替わっているため、貸出処理の前にはネットワーク切替部１１４への切替指示を行なわな
くてよい。
【００９８】
　なお、通信線３ａのネットワークを切り替えなくてもよい場合、管理サーバ１０’は、
ネットワーク切替部１１４を省略してもよく、この場合、管理サーバ１０’は、第１実施
形態の管理サーバ１０と同様の構成とすることができる。
　次に、図１０及び図１１を参照して、上述の如く構成された第１実施形態の第１変形例
としての情報処理システム１の動作例を説明する。
【００９９】
　図１０は、図９に示す物理サーバ２’及び管理サーバ１０’によるユーザへの物理サー
バ２’の貸出処理の一例を説明するフローチャートである。図１１は、図９に示す物理サ
ーバ２’及び管理サーバ１０’によるユーザからの物理サーバ２’の回収処理の一例を説
明するフローチャートである。なお、第１変形例に係るオリジナルファームウェア１２２
の更新処理は、第１実施形態に係る図８の処理と基本的に同様であるため、その説明を省
略する。
【０１００】
　なお、図１０及び図１１において、それぞれ図６及び図７に示す符号と同一の符号は、
図６及び図７に示す処理と同一又は略同一のため、重複した説明は省略する。
　はじめに、図１０を参照して、情報処理システム１によるユーザへの物理サーバ２’の
貸出処理について、ステップＳ５以降の処理について説明する。
　ステップＳ５において、物理サーバ貸出処理部１１１’により、現状ファームウェアテ
ーブルＴ２が更新される。
【０１０１】
　管理サーバ１０’から管理線３ａを通じて配備指示を受けた物理サーバ２’では、ＣＰ
Ｕ２ａ（ファームウェア操作部２３’）により、配備を指示されたファームウェアが自物
理サーバ２’のファームウェア領域２２へ書き込まれる（ステップＳ３１）。なお、管理
サーバ１０’からの配備指示は、インフラ側のネットワークを介して物理サーバ２’へ送
信される。
【０１０２】
　そして、ネットワーク切替部１１４により、Ｌ２スイッチ３へネットワークをテナント
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側へ切り替える切替指示が発行され（ステップＳ３２）、処理が終了する。なお、切替指
示を受けたＬ２スイッチ３は、貸出対象の物理サーバ２’の仮想ネットワークをテナント
側へ切り替える。
　なお、管理サーバ１０’は、ステップＳ３２の処理を、ステップＳ５（Ｓ３～Ｓ５）の
処理が終わった後に実行してもよい。
【０１０３】
　次に、図１１を参照して、情報処理システム１によるユーザからの物理サーバ２’の回
収処理について説明する。
　ユーザにより論理サーバの電源がオフにされると、ネットワーク切替部１１４により、
Ｌ２スイッチ３へネットワークをインフラ側へ切り替える切替指示が発行され（ステップ
Ｓ４１）、処理がステップＳ１１に移行する。なお、切替指示を受けたＬ２スイッチ３は
、貸出対象の物理サーバ２’の仮想ネットワークをインフラ側へ切り替える。
【０１０４】
　ステップＳ１１～Ｓ１６の処理の説明は省略する。
　上述のように、第１実施形態の第１変形例によれば、第１実施形態と同様の効果を奏す
ることができる。
　また、第１変形例に係るファームウェア操作部２３’によれば、図３に示すファームウ
ェア操作部２３のような回路が実装されていない物理サーバ２’に、図３に示す物理サー
バ２と同様の動作を行なわせることができる。従って、管理者等は、ファームウェア操作
部２３をそなえていない物理サーバ２’を物理ＩａａＳの共有資源として用いることがで
き、新たに物理サーバ２を導入するコストを抑えることができる。
【０１０５】
　さらに、第１変形例に係るネットワーク切替部１１４によれば、通信線３ａを介した物
理サーバ２’へのアクセス（ファームウェアの操作）を安全に行なうことができる。
　また、物理サーバ２’は、ファームウェア領域２２へのファームウェアの書き換え等の
処理を行なう際に、テナント側からの影響を受けずに済むため、ファームウェアの書き換
え等の処理を確実に行なうことができる。
【０１０６】
　〔１－７〕第２変形例
　次に、図１２及び図１３を参照して、第１実施形態の第２変形例について説明する。
　図１２は、図１に示す物理サーバ２及び管理サーバ１０の機能構成の第２変形例を示す
図である。
　なお、図１２において、図３に示す符号と同一の符号は、図３に示す構成と同一又は略
同一のため、重複した説明は省略する。
【０１０７】
　また、ファームウェア操作部２３”及び物理サーバ回収処理部１１２”について、特に
言及しない機能については、図３に示す対応する構成と同様である。
　第２変形例では、物理サーバ２”は、ファームウェア領域２２への書き込みを検知する
書込検知部２４をさらにそなえる。また、管理サーバ１０”のファームウェア管理部１１
”は、物理サーバ回収処理部１１２とは異なる物理サーバ回収処理部１１２”をそなえる
。
【０１０８】
　書込検知部２４は、論理サーバに物理サーバ２”が割り当てられている間（貸出中の間
）、ファームウェア領域２２へ書き換え等の書き込みが発生したことを検知する回路であ
る。例えば、書込検知部２４は、レジスタ等の領域をそなえ、当該領域に、ファームウェ
ア領域２２に割当後に書き込みが発生したか否かを示す書込情報を設定する。
　具体的には、書込検知部２４は、物理サーバ２”の割当後に、ファームウェア領域２２
にＣＰＵ２ａによる書き込みが発生したことを検知すると、レジスタに“１”等をセット
する。
【０１０９】
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　ファームウェア操作部２３”は、ユーザから物理サーバ２”が回収される際に、物理サ
ーバ回収処理部１１２”からファームウェアの読出指示を受けると、書込検知部２４から
書込情報を取得する。そして、ファームウェア操作部２３”は、書込情報が書き込みの発
生を示す場合、ファームウェア領域２２からファームウェアを読み出して、管理サーバ１
０”へ送信する。一方、ファームウェア操作部２３”は、書込情報が書き込みの発生を示
していない場合、ファームウェアの読み出しを行なわず、管理サーバ１０”へ書き込みが
発生していないことを示す応答を行なう。
【０１１０】
　なお、ファームウェア操作部２３”は、図３に示すファームウェア操作部２３と同様の
回路であり、ＣＰＵ２ａ（ファームウェア書換部２１）とは別に、管理サーバ１０”から
の指示に応じてファームウェア領域２２へアクセスすることができる。
　物理サーバ回収処理部１１２”は、物理サーバ２”からの読出指示の応答が、書き込み
が発生していないことを示す場合、物理サーバ２”のファームウェアが貸出後に書き込ま
れたか否かの判断を行なわずに、処理を終了する。
【０１１１】
　一方、物理サーバ回収処理部１１２”は、物理サーバ２”から、読み出されたファーム
ウェアを受信した場合、当該ファームウェアに書き込みがあった（ユーザにより変更され
た）とみなす。そして、物理サーバ回収処理部１１２”は、受信したファームウェアが貸
出後に書き込まれたか否かの判断を行なわずに、処理を終了する。
　なお、書込情報が書き込みの発生を示す場合でも、例えばユーザがファームウェアを変
更した後に元に戻すこともあり得るため、ファームウェア領域２２のファームウェアの内
容が、貸出前から変更されていない場合もある。従って、物理サーバ回収処理部１１２”
は、物理サーバ２”から、読み出されたファームウェアを受信した場合でも、物理サーバ
回収処理部１１２と同様に、受信したファームウェアに書き込みがあったか否かの判断を
行なってもよい。
【０１１２】
　次に、図１３を参照して、上述の如く構成された第１実施形態の第２変形例としての情
報処理システム１の動作例を説明する。
　図１３は、図１２に示す物理サーバ２”及び管理サーバ１０”によるユーザからの物理
サーバ２”の回収処理の一例を説明するフローチャートである。なお、第２変形例に係る
物理サーバ２”の貸出処理及びオリジナルファームウェア１２２の更新処理は、第１実施
形態に係る図６及び図８の処理と基本的に同様であるため、その説明を省略する。
【０１１３】
　なお、図１２において、図７に示す符号と同一の符号は、図７に示す処理と同一又は略
同一のため、重複した説明は省略する。
　ユーザにより論理サーバの電源がオフにされると、管理サーバ１０”（物理サーバ回収
処理部１１２”）により、回収対象の論理サーバに対応する物理サーバ２”へ、ファーム
ウェアの読出指示が発行される（ステップＳ１１）。
【０１１４】
　読出指示を受信した物理サーバ２”では、ファームウェア操作部２３”により、書込検
知部２４から書込情報が読み出され、書込情報が書き込みの発生を示すか否かが確認され
る（ステップＳ５１）。
　確認の結果（ステップＳ５２）、書込情報が書き込みの発生を示していない場合（ステ
ップＳ５２のＮｏルート）、ファームウェア操作部２３”により、管理サーバ１０”へ書
き込みが発生していないことを示す応答が送信され（ステップＳ５３）、処理がステップ
Ｓ５５に移行する。
【０１１５】
　一方、書込情報が書き込みの発生を示す場合（ステップＳ５２のＹｅｓルート）、ファ
ームウェア操作部２３”により、自物理サーバ２”のファームウェア領域２２からファー
ムウェアが読み出されて管理サーバ１０”へ送信され（ステップＳ５４）、処理がステッ
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プＳ５５に移行する。
　ステップＳ５５では、物理サーバ回収処理部１１２”により、物理サーバ２”からの応
答に応じて、物理サーバ２”のファームウェアに書き込みがあった否かが確認され、処理
がステップＳ１４の判定処理に移行する。
【０１１６】
　例えば、物理サーバ回収処理部１１２”は、ステップＳ５３の応答を受けた場合、ファ
ームウェア領域２２のファームウェアに書き込みがなかったと判断する。
　また、物理サーバ回収処理部１１２”は、ステップＳ５４の応答（読み出されたファー
ムウェア）を受信した場合、ファームウェアに書き込みがあったか否かの判断を、図７に
示すステップＳ１３の処理と同様に行なう。或いは、物理サーバ回収処理部１１２”は、
ステップＳ５４の応答を受信した場合、図７に示すステップＳ１３の処理を行なわずに、
ファームウェアに書き込みがあったと判断する。
【０１１７】
　ステップＳ１４～Ｓ１６の処理の説明は省略する。
　上述のように、第１実施形態の第２変形例によれば、第１実施形態と同様の効果を奏す
ることができる。
　また、第２変形例に係る物理サーバ２”によれば、物理サーバ２”は、ファームウェア
の読出指示を受けた場合、書込検知部２４で書き込みが検知されたときにファームウェア
を管理サーバ１０”へ送信すればよい。従って、情報処理システム１における通信量を削
減できる。
【０１１８】
　さらに、第２変形例に係る管理サーバ１０”によれば、物理サーバ回収処理部１１２”
は、物理サーバ２”から書き込みが発生していないことを示す応答を受けた場合、ファー
ムウェアが貸出後に変更されたか否かの判断を省略できる。従って、管理サーバ１０”の
処理負荷を低減させることができる。加えて、物理サーバ回収処理部１１２”は、物理サ
ーバ２”から、読み出されたファームウェアを受信した場合に、書き込みがあったとみな
して、ファームウェアが貸出後に変更されたか否かの判断を省略してもよい。従って、管
理サーバ１０”の処理負荷をより一層低減させることができる。
【０１１９】
　また、第２変形例に係る物理サーバ２”及び管理サーバ１０”によれば、ファームウェ
アが貸出後に変更されたか否かの判断を省略できる場合があり、第１実施形態及び第１変
形例よりもユーザからの物理サーバ２”の回収処理にかかる時間を短縮できる。従って、
ユーザが論理サーバの電源をオフにしてから物理サーバ２”を資源プールへ返却するまで
の時間も短縮でき、リソースの利用効率を向上させることができる。
【０１２０】
　〔２〕第２実施形態
　次に、図１４～図１６を参照して、第２実施形態の一例について説明する。
　図１４は、第２実施形態に係る物理サーバ２Ａ及び管理サーバ１０Ａの機能構成例を示
す図である。
　なお、図１４において、図３又は図１２に示す符号と同一の符号は、図３又は図１２に
示す構成と同一又は略同一のため、重複した説明は省略する。
【０１２１】
　また、物理サーバ２Ａのファームウェア操作部２３Ａについて、特に言及しない機能に
ついては、図３又は図１２に示す対応する構成と同様である。
　さらに、管理サーバ１０Ａのファームウェア管理部１１Ａ（物理サーバ貸出処理部１１
１Ａ、物理サーバ回収処理部１１２Ａ、及び、ファームウェア更新処理部１１３Ａ）につ
いて、特に言及しない機能については、図３又は図１２に示す対応する構成と同様である
。
【０１２２】
　なお、図１４に示す物理サーバ２Ａ及び管理サーバ１０Ａは、図１に示す第１実施形態
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に係る情報処理システム１にそなえられる。また、図１４に示す管理サーバ１０Ａは、図
２に示す第１実施形態に係る管理サーバ１０と同様のハードウェア構成をそなえる。
　第１実施形態（並びに第１及び第２変形例）では、物理サーバ２は、１層のファームウ
ェア領域２２をそなえるものとして説明した。これに対し、第２実施形態に係る物理サー
バ２Ａは、ワーキングファームウェア層２２ａ及びオリジナルファームウェア層２２ｂの
２層のファームウェア領域をそなえる。
【０１２３】
　ワーキングファームウェア層（設定領域）２２ａは、物理サーバ２のファームウェア領
域２２と同様に、ＣＰＵ２ａによるファームウェアの実行又は書き換えの際にアクセスさ
れる領域である。また、ワーキングファームウェア層２２ａは、第１実施形態の第２変形
例に係る書込検知部２４と同様の書込検知部２４による書き込み有無の検知が行なわれる
。
【０１２４】
　オリジナルファームウェア層（記憶領域）２２ｂは、管理サーバ１０Ａにより、更新版
のオリジナルファームが設定される領域である。
　ファームウェア操作部２３Ａは、管理サーバ１０Ａからの制御によりワーキングファー
ムウェア層２２ａ及びオリジナルファームウェア層２２ｂの双方への読み書きが可能な回
路である。ファームウェア操作部２３Ａは、ＣＰＵ２ａ（ファームウェア書換部２１）と
は別に、それぞれの層へアクセスすることができる。
【０１２５】
　ここで、管理サーバ１０Ａのファームウェア更新処理部１１３Ａは、第１実施形態に係
るファームウェア更新処理部１１３の機能に加えて、更新版のオリジナルファームを取得
すると、物理サーバ２Ａへ送信する。具体的には、ファームウェア更新処理部１１３Ａは
、更新版のオリジナルファームを、物理サーバ２Ａのオリジナルファームウェア層２２ｂ
への書込指示とともに、各物理サーバ２Ａへ送信する。
【０１２６】
　ファームウェア操作部２３Ａは、ファームウェア更新処理部１１３Ａから書込指示を受
信すると、更新版のオリジナルファームをオリジナルファームウェア層２２ｂへ書き込む
。
　このように、オリジナルファームウェア層２２ｂには、管理サーバ１０Ａの記憶部１２
のオリジナルファームウェア１２２と同じオリジナルファームが設定される。
【０１２７】
　ファームウェア操作部２３Ａは、ユーザへの物理サーバ２Ａの貸出処理において、以下
の（ｉ）又は（ii）の動作を行なう。
（ｉ）ユーザに対応するファームウェアがユーザ用ファームウェア１２３である場合
　物理サーバ貸出処理部１１１Ａからの配備指示に従い、第１実施形態と同様に、管理サ
ーバ１０Ａから受信したユーザ用ファームウェア１２３をワーキングファームウェア層２
２ａへ設定する。
（ii）ユーザに対応するファームウェアがオリジナルファームウェア１２２である場合
　物理サーバ貸出処理部１１１Ａからの配備指示に従い、オリジナルファームウェア層２
２ｂに設定されているオリジナルファームをワーキングファームウェア層２２ａへコピー
して設定する。
【０１２８】
　このように、物理サーバ貸出処理部１１１Ａは、貸出対象の論理サーバに対応するファ
ームウェアがオリジナルファームウェア１２２である場合（上記（ii）の場合）、物理サ
ーバ２Ａへの配備指示において、ファームウェアの送信を行なわなくてよい。
　なお、ユーザからの物理サーバ２Ａの回収処理については、物理サーバ回収処理部１１
２Ａ及びファームウェア操作部２３Ａは、上述した第１実施形態の第２変形例と同様の処
理を行なう。すなわち、物理サーバ回収処理部１１２Ａは、物理サーバ回収処理部１１２
”と同様の機能をそなえる。また、ファームウェア操作部２３Ａは、回収処理に関しては
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、ファームウェアを読み出す領域がワーキングファームウェア層２２ａである点を除き、
ファームウェア操作部２３と同様の機能をそなえる。
【０１２９】
　次に、図１５及び図１６を参照して、上述の如く構成された第２実施形態の一例として
の情報処理システム１の動作例を説明する。
　図１５は、図１４に示す物理サーバ２Ａ及び管理サーバ１０Ａによるユーザへの物理サ
ーバ２Ａの貸出処理の一例を説明するフローチャートである。図１６は、図１４に示す管
理サーバ１０Ａによるオリジナルファームウェア１２２の更新処理の一例を説明するフロ
ーチャートである。なお、第２実施形態に係る物理サーバ２Ａの回収処理は、第１実施形
態の第２変形例に係る図１３の処理と基本的に同様であるため、その説明を省略する。
【０１３０】
　なお、図１５及び図１６において、それぞれ図６及び図８に示す符号と同一の符号は、
図６及び図８に示す処理と同一又は略同一のため、重複した説明は省略する。
　はじめに、図１５を参照して、情報処理システム１によるユーザへの物理サーバ２Ａの
貸出処理について、ステップＳ２以降の処理について説明する。
　ステップＳ２において、物理サーバ貸出処理部１１１Ａにより、貸出対象の論理サーバ
のファームウェアがオリジナルファームウェア１２２であるか否かが判断される。オリジ
ナルファームウェア１２２である場合（ステップＳ２のＹｅｓルート）、物理サーバ貸出
処理部１１１Ａにより、割当対象の物理サーバ２Ａへオリジナルファームの配備が指示さ
れる（ステップＳ６１）。
【０１３１】
　また、物理サーバ貸出処理部１１１Ａにより、現状ファームウェアテーブルＴ２の割当
対象の物理サーバ２Ａのエントリにおけるファームウェア名が、ステップＳ６１で配備を
指示したファームウェア名に更新される（ステップＳ６２）。
　管理サーバ１０Ａから配備指示を受けた物理サーバ２Ａでは、ファームウェア操作部２
３Ａにより、自物理サーバ２Ａのオリジナルファームウェア層２２ｂからワーキングファ
ームウェア層２２ａへオリジナルファームがコピーされ（ステップＳ６３）、処理が終了
する。
【０１３２】
　一方、貸出対象の論理サーバのファームウェアがオリジナルファームウェア１２２でな
い場合（ステップＳ２のＮｏルート）、物理サーバ貸出処理部１１１Ａにより、記憶部１
２から貸出対象の論理サーバに対応するユーザ用ファームウェア１２３が読み出される。
また、物理サーバ貸出処理部１１１Ａにより、割当対象の物理サーバ２Ａへ読み出したフ
ァームウェアの配備が指示される（ステップＳ４）。
【０１３３】
　ステップＳ６４では、物理サーバ貸出処理部１１１Ａにより、現状ファームウェアテー
ブルＴ２の割当対象の物理サーバ２Ａのエントリにおけるファームウェア名が、ステップ
Ｓ４で配備を指示したファームウェア名に更新される。
　管理サーバ１０Ａから配備指示を受けた物理サーバ２Ａでは、ファームウェア操作部２
３Ａにより、配備を指示されたファームウェアが自物理サーバ２Ａのワーキングファーム
ウェア層２２ａへ書き込まれ（ステップＳ６５）、処理が終了する。
【０１３４】
　なお、管理サーバ１０Ａは、ステップＳ６２及びＳ６４の処理を、それぞれステップＳ
６１及びＳ４の処理と並行して実行してもよい。
　次に、図１６を参照して、管理サーバ１０Ａによるオリジナルファームウェア１２２の
更新処理について説明する。
　管理サーバ１０Ａが更新版のオリジナルファームを取得すると、ファームウェア更新処
理部１１３Ａにより、論理サーバ管理テーブルＴ１が参照され、ファームウェア名がオリ
ジナルを示す全てのエントリの識別情報“Ｏｙ”に更新される（ステップＳ２１）。
【０１３５】
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　また、ファームウェア更新処理部１１３Ａにより、情報処理システム１内の各物理サー
バ２Ａへ更新版のオリジナルファームとともに、更新版のオリジナルファームのオリジナ
ルファームウェア層２２ｂへの書込指示が送信される（ステップＳ７１）。
　管理サーバ１０Ａから書込指示を受けた物理サーバ２Ａでは、ファームウェア操作部２
３Ａにより、書き込みを指示されたオリジナルファームがオリジナルファームウェア層２
２ｂへ書き込まれ（ステップＳ７２）、処理がステップＳ２２に移行する。
【０１３６】
　ステップＳ２２～Ｓ２６の処理の説明は省略する。
　上述のように、第２実施形態によれば、第１実施形態と同様の効果を奏することができ
る。
　また、第２実施形態に係る物理サーバ２Ａ及び管理サーバ１０Ａによれば、ユーザへの
物理サーバ２Ａの割当処理において管理サーバ１０Ａから物理サーバ２Ａへオリジナルフ
ァームウェア１２２を送信しなくて済む。従って、情報処理システム１における通信量を
削減できる。また、第１実施形態並びに第１及び第２変形例よりも割当処理にかかる時間
を短縮でき、ユーザが論理サーバの電源をオンにしてから物理サーバ２Ａをユーザへ提供
するまでの時間を短縮できるため、リソースの利用効率を向上させることができる。
【０１３７】
　〔３〕その他
　以上、本発明の好ましい実施形態について詳述したが、本発明は、係る特定の実施形態
に限定されるものではなく、本発明の趣旨を逸脱しない範囲内において、種々の変形、変
更して実施することができる。
　例えば、上述した一実施形態、第１及び第２変形例、並びに、第２実施形態に係る物理
サーバ２及び管理サーバ１０、物理サーバ２’及び管理サーバ１０’、物理サーバ２”及
び管理サーバ１０”、並びに、物理サーバ２Ａ及び管理サーバ１０Ａの機能は、任意に組
み合わせてもよい。
【０１３８】
　なお、一実施形態、第１及び第２変形例、並びに、第２実施形態に係る物理サーバ２’
、並びに、管理サーバ１０～１０”及び１０Ａの各種機能の全部もしくは一部は、コンピ
ュータ（ＣＰＵ，情報処理装置，各種端末を含む）が所定のプログラムを実行することに
よって実現されてもよい。
　そのプログラムは、例えばフレキシブルディスク、ＣＤ、ＤＶＤ、ブルーレイディスク
等のコンピュータ読取可能な記録媒体（例えば図２に示す記録媒体１０ｈ）に記録された
形態で提供される。なお、ＣＤとしては、ＣＤ－ＲＯＭ、ＣＤ－Ｒ、ＣＤ－ＲＷ等が挙げ
られる。また、ＤＶＤとしては、ＤＶＤ－ＲＯＭ、ＤＶＤ－ＲＡＭ、ＤＶＤ－Ｒ、ＤＶＤ
－ＲＷ、ＤＶＤ＋Ｒ、ＤＶＤ＋ＲＷ等が挙げられる。この場合、コンピュータはその記録
媒体からプログラムを読み取って内部記憶装置または外部記憶装置に転送し格納して用い
る。
【０１３９】
　ここで、コンピュータとは、ハードウェアとＯＳとを含む概念であり、ＯＳの制御の下
で動作するハードウェアを意味している。また、ＯＳが不要でアプリケーションプログラ
ム単独でハードウェアを動作させるような場合には、そのハードウェア自体がコンピュー
タに相当する。ハードウェアは、少なくとも、ＣＰＵ等のマイクロプロセッサと、記録媒
体に記録されたコンピュータプログラムを読み取る手段とをそなえている。上記プログラ
ムは、上述のようなコンピュータに、一実施形態、第１及び第２変形例、並びに、第２実
施形態に係る物理サーバ２’、並びに、管理サーバ１０～１０”及び１０Ａの各種機能を
実現させるプログラムコードを含んでいる。また、その機能の一部は、アプリケーション
プログラムではなくＯＳによって実現されてもよい。
　〔４〕付記
　以上の第１実施形態、第１実施形態の第１及び第２変形例、並びに、第２実施形態に関
し、更に以下の付記を開示する。
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　（付記１）
　一以上のマシンを前記マシン単位でユーザへ提供するマシン提供方法であって、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記情報が前記記憶部に保存されているか否かを判断し、
　前記ユーザに対応する前記情報が前記記憶部に保存されている場合、前記ユーザに割り
当てられる前記第１又は第２マシンに前記変更されたファームウェアを設定し、
　前記ユーザに対応する前記情報が前記記憶部に保存されていない場合、前記ユーザに割
り当てられる前記第１又は第２マシンに既定のファームウェアを設定する、
ことを特徴とする、マシン提供方法。
　（付記２）
　前記既定のファームウェアの内容を更新する場合に、
　前記記憶部に保存された前記変更されたファームウェアが更新後の既定のファームウェ
アと一致するか否かを判断し、
　前記変更されたファームウェアが前記更新後の既定のファームウェアと一致する場合、
前記変更されたファームウェアに関する情報を前記記憶部から削除し、
　前記情報が削除されたユーザに前記更新後の既定のファームウェアを対応付けて管理す
る、
ことを特徴とする、付記１記載のマシン提供方法。
　（付記３）
　前記既定のファームウェアの内容を更新する場合に、前記既定のファームウェアに対応
付けられたユーザに更新後の既定のファームウェアを対応付けて管理し、
　前記更新後の既定のファームウェアに対応付けられたユーザに前記第１又は第２マシン
を割り当てる場合に、当該ユーザに割り当てられる前記第１又は第２マシンに前記更新後
の既定のファームウェアを設定する、
ことを特徴とする、付記１又は付記２記載のマシン提供方法。
　（付記４）
　前記既定のファームウェアの内容を更新する場合に、
　　前記既定のファームウェアに対応付けられたユーザに更新後の既定のファームウェア
を対応付けて管理し、
　　前記一以上のマシンの各々にそなえられる所定の記憶領域に、前記更新後の既定のフ
ァームウェアを設定し、
　前記更新後の既定のファームウェアに対応付けられたユーザに前記第１又は第２マシン
を割り当てる場合に、前記更新後の既定のファームウェアを、当該ユーザに割り当てられ
る前記第１又は第２マシンの前記所定の記憶領域から前記第１又は第２マシンにそなえら
れるファームウェアの設定領域へコピーする、
ことを特徴とする、付記１又は付記２記載のマシン提供方法。
　（付記５）
　前記第１マシンを前記ユーザへの割当から解放する場合に、前記第１マシンにそなえら
れるファームウェアの設定領域に前記割当後に書き込みが発生したか否かを示す書込情報
を取得し、
　前記ファームウェアが変更されたか否かの判断は、前記書込情報が前記割当後の書き込
みの発生を示すか否かに基づき行なわれる、
ことを特徴とする、付記１～４のいずれか１項記載のマシン提供方法。
　（付記６）
　前記ファームウェアが変更されたか否かの判断は、前記書込情報が前記割当後の書き込
みの発生を示す場合に、前記第１マシンの前記ファームウェアと前記記憶部に保存された
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前記ユーザに対応するファームウェア又は前記既定のファームウェアとが異なるか否かを
判断することにより行なわれる、
ことを特徴とする、付記５記載のマシン提供方法。
　（付記７）
　前記一以上のマシンを管理し前記記憶部をそなえる管理装置は、
　前記第１マシンと前記管理装置との間のネットワークを、前記ユーザへの前記第１マシ
ンの提供に用いたネットワークから管理用のネットワークへ切り替え、
　前記管理用のネットワークを介して、前記第１のマシンから前記ファームウェアを取得
することにより、前記ファームウェアが前記割当後に変更されたか否かを判断する、
ことを特徴とする、付記１～６のいずれか１項記載のマシン提供方法。
　（付記８）
　前記管理装置は、
　前記管理用のネットワークを介して、前記ユーザに割り当てられる前記第１又は第２マ
シンに、前記ユーザに対応するファームウェアを設定し、
　前記第１又は第２マシンと前記管理装置との間のネットワークを、前記管理用のネット
ワークから前記ユーザへの前記第１又は第２マシンの提供に用いるネットワークへ切り替
える、
ことを特徴とする、付記７記載のマシン提供方法。
　（付記９）
　一以上のマシンと、記憶部をそなえ前記一以上のマシンを前記マシン単位でユーザへ提
供する管理を行なう管理装置と、をそなえ、
　前記管理装置は、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて前記記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記情報が前記記憶部に保存されているか否かを判断し、
　前記ユーザに割り当てられる前記第１又は第２マシンは、
　前記ユーザに対応する前記情報が前記記憶部に保存されている場合、自マシンに前記変
更されたファームウェアを設定し、
　前記ユーザに対応する前記情報が前記記憶部に保存されていない場合、前記自マシンに
既定のファームウェアを設定する、
ことを特徴とする、マシン提供システム。
　（付記１０）
　前記管理装置は、
　前記既定のファームウェアの内容を更新する場合に、
　前記記憶部に保存された前記変更されたファームウェアが更新後の既定のファームウェ
アと一致するか否かを判断し、
　前記変更されたファームウェアが前記更新後の既定のファームウェアと一致する場合、
前記変更されたファームウェアに関する情報を前記記憶部から削除し、
　前記情報が削除されたユーザに前記更新後の既定のファームウェアを対応付けて管理す
る、
ことを特徴とする、付記９記載のマシン提供システム。
　（付記１１）
　前記管理装置は、
　前記既定のファームウェアの内容を更新する場合に、
　　前記既定のファームウェアに対応付けられたユーザに更新後の既定のファームウェア
を対応付けて管理し、
　　前記一以上のマシンの各々にそなえられる所定の記憶領域に、前記更新後の既定のフ
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ァームウェアを設定し、
　前記第１又は第２マシンは、
　前記管理装置が前記更新後の既定のファームウェアに対応付けられたユーザに前記第１
又は第２マシンを割り当てる場合に、前記更新後の既定のファームウェアを、当該ユーザ
に割り当てられる前記第１又は第２マシンの前記所定の記憶領域から前記第１又は第２マ
シンにそなえられるファームウェアの設定領域へコピーする、
ことを特徴とする、付記９又は付記１０記載のマシン提供システム。
　（付記１２）
　前記第１マシンは、
　前記管理装置が前記第１マシンを前記ユーザへの割当から解放する場合に、前記第１マ
シンにそなえられるファームウェアの設定領域に前記割当後に書き込みが発生したか否か
を示す書込情報を取得し、
　前記書込情報が前記割当後の書き込みの発生を示す場合、前記設定領域から前記ファー
ムウェアを読み出して前記管理装置へ送信し、
　前記管理装置は、
　前記第１マシンから前記ファームウェアを受信したか否かに基づいて、前記ファームウ
ェアが変更されたか否かの判断を行なう、
ことを特徴とする、付記９～１１のいずれか１項記載のマシン提供システム。
　（付記１３）
　前記管理装置は、
　前記第１マシンと前記管理装置との間のネットワークを、前記ユーザへの前記第１マシ
ンの提供に用いたネットワークから管理用のネットワークへ切り替え、
　前記管理用のネットワークを介して、前記第１のマシンから前記ファームウェアを取得
することにより、前記ファームウェアが前記割当後に変更されたか否かを判断する、
ことを特徴とする、付記９～１２のいずれか１項記載のマシン提供システム。
　（付記１４）
　前記第１又は第２マシンは、
　前記管理用のネットワークを介した前記管理装置からの指示に応じて、前記ユーザに割
り当てられる前記第１又は第２マシンに、前記ユーザに対応するファームウェアを設定し
、
　前記管理装置は、
　前記指示を送信すると、前記第１又は第２マシンと前記管理装置との間のネットワーク
を、前記管理用のネットワークから前記ユーザへの前記第１又は第２マシンの提供に用い
るネットワークへ切り替える、
ことを特徴とする、付記１３記載のマシン提供システム。
　（付記１５）
　一以上のマシンを前記マシン単位でユーザへ提供するマシン提供プログラムであって、
　ユーザに割り当てられた第１マシンを前記ユーザへの割当から解放する場合に、前記第
１マシンの動作を制御するファームウェアが前記割当後に変更されたか否かを判断し、
　前記ファームウェアが変更された場合、変更されたファームウェアに関する情報を前記
ユーザに対応付けて記憶部に保存し、
　前記ユーザに前記第１マシン又は第２マシンが割り当てられる場合に、前記ユーザに対
応する前記情報が前記記憶部に保存されているか否かを判断し、
　前記ユーザに対応する前記情報が前記記憶部に保存されている場合、前記ユーザに割り
当てられる前記第１又は第２マシンに前記変更されたファームウェアを設定させ、
　前記ユーザに対応する前記情報が前記記憶部に保存されていない場合、前記ユーザに割
り当てられる前記第１又は第２マシンに既定のファームウェアを設定させる、
処理をコンピュータに実行させることを特徴とする、マシン提供プログラム。
　（付記１６）
　前記既定のファームウェアの内容を更新する場合に、
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　前記記憶部に保存された前記変更されたファームウェアが更新後の既定のファームウェ
アと一致するか否かを判断し、
　前記変更されたファームウェアが前記更新後の既定のファームウェアと一致する場合、
前記変更されたファームウェアに関する情報を前記記憶部から削除し、
　前記情報が削除されたユーザに前記更新後の既定のファームウェアを対応付けて管理す
る、
処理を前記コンピュータに実行させることを特徴とする、付記１５記載のマシン提供プロ
グラム。
　（付記１７）
　前記既定のファームウェアの内容を更新する場合に、
　　前記既定のファームウェアに対応付けられたユーザに更新後の既定のファームウェア
を対応付けて管理し、
　　前記一以上のマシンの各々にそなえられる所定の記憶領域に、前記更新後の既定のフ
ァームウェアを設定させ、
　前記更新後の既定のファームウェアに対応付けられたユーザに前記第１又は第２マシン
を割り当てる場合に、前記更新後の既定のファームウェアを、当該ユーザに割り当てられ
る前記第１又は第２マシンの前記所定の記憶領域から前記第１又は第２マシンにそなえら
れるファームウェアの設定領域へコピーさせる、
処理を前記コンピュータに実行させることを特徴とする、付記１５又は付記１６記載のマ
シン提供プログラム。
　（付記１８）
　前記第１マシンを前記ユーザへの割当から解放する場合に、前記第１マシンにそなえら
れるファームウェアの設定領域に前記割当後に書き込みが発生したか否かを示す書込情報
を取得する、
処理を前記コンピュータに実行させ、
　前記ファームウェアが変更されたか否かの判断は、前記書込情報が前記割当後の書き込
みの発生を示すか否かに基づき行なわれる、
ことを特徴とする、付記１５～１７のいずれか１項記載のマシン提供プログラム。
　（付記１９）
　前記第１マシンと、前記一以上のマシンを管理し前記記憶部をそなえる前記コンピュー
タとの間のネットワークを、前記ユーザへの前記第１マシンの提供に用いたネットワーク
から管理用のネットワークへ切り替え、
　前記管理用のネットワークを介して、前記第１のマシンから前記ファームウェアを取得
することにより、前記ファームウェアが前記割当後に変更されたか否かを判断する、
処理を前記コンピュータに実行させることを特徴とする、付記１５～１８のいずれか１項
記載のマシン提供プログラム。
　（付記２０）
　前記管理用のネットワークを介して、前記ユーザに割り当てられる前記第１又は第２マ
シンに、前記ユーザに対応するファームウェアを設定させ、
　前記第１又は第２マシンと前記管理装置との間のネットワークを、前記管理用のネット
ワークから前記ユーザへの前記第１又は第２マシンの提供に用いるネットワークへ切り替
える、
処理を前記コンピュータに実行させることを特徴とする、付記１９記載のマシン提供プロ
グラム。
【符号の説明】
【０１４０】
　１　　情報処理システム（マシン提供システム）
　２，２’，２”，２Ａ，２－１～２－ｎ　　物理サーバ（マシン）
　２ａ，１０ａ　　ＣＰＵ（プロセッサ）
　２ｂ，１０ｂ　　メモリ
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　３　　Ｌ２スイッチ
　３ａ　　通信線
　３ｂ　　管理線
　４　　ディスクユニット
　５　　高速インターコネクト
　６　　コントローラ
　７　　ネットワーク
　８　　ユーザ端末
　１０，１０’，１０”，１０Ａ　　管理サーバ（管理装置）
　１０ｃ　　記憶部
　１０ｄ　　インタフェース部
　１０ｅ　　入出力部
　１０ｆ，１０ｈ　　記録媒体
　１０ｇ　　読取部
　１１，１１’，１１”，１１Ａ　　ファームウェア管理部
　１２　　記憶部
　２０　　物理サーバ群
　２１　　ファームウェア書換部
　２２　　ファームウェア領域（設定領域）
　２２ａ　　ワーキングファームウェア層（設定領域）
　２２ｂ　　オリジナルファームウェア層（記憶領域）
　２３，２３’，２３”，２３Ａ　　ファームウェア操作部
　２４　　書込検知部
　４０　　ディスクユニット群
　１１１，１１１’，１１１Ａ　　物理サーバ貸出処理部
　１１２，１１２’，１１２”，１１２Ａ　　物理サーバ回収処理部
　１１３，１１３Ａ　　ファームウェア更新処理部
　１１４　　ネットワーク切替部
　１２１　　ファームウェア管理ＤＢ
　１２２　　オリジナルファームウェア（既定のファームウェア）
　１２３　　ユーザ用ファームウェア（変更されたファームウェア）
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