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IMPROVEMENTS RELATING TO FAULT-TOLERANT COMPUTERS

5 Technical Field

The present invention concerns improvements relating to fault-tolerant computers. It relates particularly, although not exclusively, to a method of matching the status of a first computer such as a server with a second (backup) computer communicating minimal information to the backup computer to keep it updated so that the backup computer can be used in the event of failure of the first computer.

Background Art

15 Client-server computing is a distributed computing model in which client applications request services from server processes. Clients and servers typically run on different computers interconnected by a computer network. Any use of the Internet is an example of client-server computing. A client application is a process or a program that sends messages to the server via the computer network. Those messages request the server to perform a specific task, such as looking up a customer record in a database or returning a portion of a file on the server’s hard disk. The server process or program listens for the client requests that are transmitted via the network. Servers receive the requests and perform actions such as database queries and reading files.

25 An example of a client-server system is a banking application that allows an operator to access account information on a central database server. Access to the database server is gained via a personal computer (PC) client that provides a graphical user interface (GUI). An account number can be entered into the GUI along with how much money is to be withdrawn from, or deposited into, the account. The PC client validates the data provided by the operator, transmits the data to the database server, and displays the results that are returned by the server. A client-server environment may use a variety of operating systems
and hardware from multiple vendors. Vendor independence and freedom of choice are further advantages of the client-server model. Inexpensive PC equipment can be interconnected with mainframe servers, for example.

The drawbacks of the client-server model are that security is more difficult to ensure in a distributed system than it is in a centralized one, that data distributed across servers needs to be kept consistent, and that the failure of one server can render a large client-server system unavailable. If a server fails, none of its clients can use the services of the failed server unless the system is designed to be fault-tolerant.

Applications such as flight-reservations systems and real-time market data feeds must be fault-tolerant. This means that important services remain available in spite of the failure of part of the computer systems on which the servers are running. This is known as “high availability”. Also, it is required that no information is lost or corrupted when a failure occurs. This is known as “consistency”. For high availability, critical servers can be replicated, which means that they are provided redundantly on multiple computers. To ensure consistent modifications of database records stored on multiple servers, transaction monitoring programs can be installed. These monitoring programs manage client requests across multiple servers and ensure that all servers receiving such requests are left in a consistent state, in spite of failures.

Many types of businesses require ways to protect against the interruption of their activities which may occur due to events such as fires, natural disasters, or simply the failure of servers which hold business-critical data. As data and information can be a company’s most important asset, it is vital that systems are in place which enable a business to carry on its activities such that the loss of income during system downtime is minimized, and to prevent dissatisfied customers from taking their business elsewhere.

As businesses extend their activities across time zones, and increase their hours of business through the use of Internet-based applications, they are seeing their downtime windows shrink. End-users and customers, weaned on 24-hour automatic teller machines
(ATMs) and payment card authorization systems, expect the new generation of networked applications to have high availability, or "100% uptime". Just as importantly, 100% uptime requires that recovery from failures in a client-server system is almost instantaneous.

Many computer vendors have addressed the problem of providing high availability by building computer systems with redundant hardware. For example, Stratus Technologies has produced a system with three central processing units (the computational and control units of a computer). In this instance the central processing units (CPUs) are tightly coupled such that every instruction executed on the system is executed on all three CPUs in parallel. The results of each instruction are compared, and if one of the CPUs produces a result that is different from the other two, that CPU having the different result is declared as being "down" or not functioning. Whilst this type of system protects a computer system against hardware failures, it does not protect the system against failures in the software. If the software crashes on one CPU, it will also crash on the other CPUs.

CPU crashes are often caused by transient errors, i.e. errors that only occur in a unique combination of events. Such a combination could comprise an interrupt from a disk device driver arriving at the same time as a page fault occurs in memory and the buffer in the computer operating system being full. One can protect against these types of CPU crashes by implementing loosely coupled architectures where the same operating system is installed on a number of computers, but there is no coupling between the two and thus the memory content of the computers is different.

Marathon Technologies and Tandem Computers (now part of Compaq) have both produced fault-tolerant computer systems that implement loosely coupled architectures.

The Tandem architecture is based on a combination of redundant hardware and a proprietary operating system. The disadvantage of this is that program applications have to be specially designed to run on the Tandem system. Whereas any Microsoft Windows™-
based applications are able to run on the Marathon computer architecture, the architecture requires proprietary hardware and thus off-the-shelf computers cannot be employed.

The present invention aims to overcome at least some of the problems described above.

Summary of Invention

According to a first aspect of the invention there is provided a method of matching the status configuration of a first computer with the status configuration of a second (backup) computer for providing a substitute in the event of a failure of the first computer, the method comprising: receiving a plurality of requests at both the first computer and the second computer; assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and are to be executed on the first computer; transferring the unique sequence numbers from the first computer to the second computer; and assigning each unique sequence number to a corresponding one of the plurality of requests received at the second computer such that the requests can be executed on the second computer in the same order as that on the first computer.

One advantage of this aspect of the invention is that the status configuration of the first computer can be matched to the status configuration of the second computer using transfer of minimal information between the computers. Thus, the status configurations of the two computers can be matched in real-time. Moreover, the information that is exchanged between the two computers does not include any data which is stored on the first and second computers. Therefore any sensitive data stored on the first and second computers will not be passed therebetween. Additionally, any data operated on by the matching method cannot be reconstructed by intercepting the information passed between the two computers, thereby making the method highly secure.

The method is preferably implemented in software. The advantage of this is that dedicated hardware is not required, and thus applications do not need to be specially designed to operate on a system which implements the method.
A request may be an I/O instruction such as a "read" or "write" operation which may access a data file. The request may also be a request to access a process, or a non-deterministic function.

The transferring step preferably comprises encapsulating at least one unique sequence number in a message, and transferring the message to the second computer. Thus, a plurality of requests can be combined into a single message. This further reduces the amount of information which is transferred between the first and second computers and therefore increases the speed of the matching method. As small messages can be exchanged quickly between the first and the second computers, failure of the first computer can be detected quickly.

The plurality of requests are preferably initiated by at least one process on both the first and second computers, and the method preferably comprises returning the execution results to the process(es) which initiated the requests. A pair of synchronised processes is called a Never Fail process pair, or an NFpp.

Preferably the assigning step further comprises assigning unique process sequence numbers to each request initiated by at least one process on both the first and second computers. The process sequence numbers may be used to access the unique sequence numbers which correspond to particular requests.

If the request is a call to a non-deterministic function the transferring step further comprises transferring the execution results to the second computer, and returning the execution results to the process(es) which initiated the requests.

Preferably the assigning step carried out on the second computer further comprises waiting for a previous request to execute before the current request is executed.

The matching method may be carried out synchronously or asynchronously.
In the synchronous mode, the first computer preferably waits for a request to be executed on the second computer before returning the execution results to the process which initiated the request. Preferably a unique sequence number is requested from the first computer prior to the sequence number being transferred to the second computer. Preferably the first computer only executes a request after the second computer has requested the unique sequence number which corresponds to that request. If the request is a request to access a file, the first computer preferably only executes a single request per file before transferring the corresponding sequence number to the second computer. However, the first computer may execute more than one request before transferring the corresponding sequence numbers to the second computer only if the requests do not require access to the same part of the file. The synchronous mode ensures that the status configuration of the first computer is tightly coupled to the status configuration of the backup computer.

In either mode, the matching method preferably further comprises calculating a first checksum when a request has executed on the first computer, and calculating a second checksum when the same request has executed on the second computer. If an I/O instruction or a non-deterministic function is executed, the method may further comprise receiving a first completion code when the request has executed on the first computer, and receiving a second completion code when the same request has executed on the second computer.

In the asynchronous mode, preferably the first computer does not wait for a request to be executed on the second computer before it returns the result of the process which initiated the request. Using the asynchronous matching method steps, the backup computer is able to run with an arbitrary delay (i.e. the first computer and the backup computer are less tightly coupled than in the synchronous mode). Thus, if there are short periods of time when the first computer cannot communicate with the backup computer, at most a backlog of requests will need to be executed.
The matching method preferably further comprises writing at least one of the following types of data to a data log, and storing the data log on the first computer: an execution result, a unique sequence number, a unique process number, a first checksum and a first completion code. The asynchronous mode preferably also includes reading the data log and, if there is any new data in the data log which has not been transferred to the second computer, transferring those new data to the second computer. This data log may be read periodically and new data can be transferred to the second computer automatically. Furthermore, the unique sequence numbers corresponding to requests which have been successfully executed on the second computer may be transferred to the first computer so that these unique sequence numbers and the data corresponding thereto can be deleted from the data log. This is known as "flushing", and ensures that all requests that are executed successfully on the first computer are also completed successfully on the backup computer.

The data log may be a data file, a memory-mapped file, or simply a chunk of computer memory.

In either mode, where the request is an I/O instruction or an inter-process request, the matching method may further comprise comparing the first checksum with the second checksum. Also, the first completion code may be compared with the second completion code. If either (or both) do not match, a notification of a fault condition may be sent. These steps enable the first computer to tell whether its status configuration matches that of the second (backup) computer and, if it does not match, the backup computer can take the place of the first computer if necessary.

Furthermore, the first checksum and/or first completion code may be encapsulated in a message, and this message may be transferred to the first computer prior to carrying out the comparing step. Again, this encapsulating step provides the advantage of being able to combine multiple checksums and/or completion codes in a single message, so that transfer of information between the two computers is minimised.
The matching method may further comprise synchronising data on the first and second computers prior to receiving the plurality of requests at both the first and second computers, the synchronisation step comprising: reading a data portion from the first computer; assigning a co-ordinating one of the unique sequence numbers to the data portion; transmitting the data portion with the co-ordinating sequence number from the first computer to the second computer; storing the received data portion to the second computer, using the co-ordinating sequence number to determine when to implement the storing step; repeating the above steps until all of the data portions of the first computer have been written to the second computer, the use of the co-ordinating sequence numbers ensuring that the data portions stored on the second computer are in the same order as the data portions read from the first computer.

The matching method may further comprise receiving a request to update the data on both the first and second computers, and only updating those portions of data which have been synchronised on the first and second computers. Thus, the status configuration of the first and second computers do not become mismatched when the updating and matching steps are carried out simultaneously.

According to another aspect of the invention there is provided a method of synchronising data on both a primary computer and a backup computer which may be carried out independently of the matching method. The synchronising method comprises: reading a data portion from the first computer; assigning a unique sequence number to the data portion; transmitting the data portion and its corresponding unique sequence number from the first computer to the second computer; storing the received data portion to the second computer, using the unique sequence number to determine when to implement the storing step; repeating the above steps until all of the data portions of the first computer have been stored at the second computer, the use of the unique sequence numbers ensuring that the data portions stored on the second computer are in the same order as the data portions read from the first computer.
The matching method may further comprise verifying data on both the first and second computers, the verification step comprising: reading a first data portion from the first computer; assigning a co-ordinating one of the unique sequence numbers to the first data portion; determining a first characteristic of the first data portion; assigning the transmitted co-ordinating sequence number to a corresponding second data portion to be read from the second computer; reading a second data portion from the second computer, using the co-ordinating sequence number to determine when to implement the reading step; determining a second characteristic of the second data portion; comparing the first and second characteristics to verify that the first and second data portions are the same; and repeating the above steps until all of the data portions of the first and second computers have been compared.

According to a further aspect of the invention there is provided a method of verifying data on both a primary computer and a backup computer which may be carried out independently of the matching method. The verification method comprises: reading a first data portion from the first computer; assigning a unique sequence number to the first data portion; determining a first characteristic of the first data portion; transmitting the unique sequence number to the second computer; assigning the received sequence number to a corresponding second data portion to be read from the second computer; reading a second data portion from the second computer, using the sequence number to determine when to implement the reading step; determining a second characteristic of the second data portion; comparing the first and second characteristics to verify that the first and second data portions are the same; and repeating the above steps until all of the data portions of the first and second computers have been compared.

According to a yet further aspect of the invention there is provided a system for matching the status configuration of a first computer with the status configuration of a second (backup) computer, the system comprising: request management means arranged to execute a plurality of requests on both the first and the second computers; sequencing means for assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and to be executed on the first
computer; transfer means for transferring the unique sequence numbers from the first computer to the second computer; and ordering means for assigning each sequence number to a corresponding one of the plurality of requests received at the second computer such that the requests can be executed on the second computer in the same order as that on the first computer.

The transfer means is preferably arranged to encapsulate the unique sequence numbers in a message, and to transfer the message to the second computer.

According to a further aspect of the invention there is given a method of providing a backup computer comprising: matching the status configuration of a first computer with the status configuration backup computer using the method described above; detecting a failure or fault condition in the first computer; and activating and using the backup server in place of the first computer. The using step may further comprise storing changes in the status configuration of the backup computer, so that these changes can be applied to the first computer when it is re-connected to the backup server.

Preferably, the transferring steps in the synchronisation and verification methods comprise encapsulating the unique sequence numbers in a message, and transferring the message to the second computer.

The present invention also extends to a method of matching the operations of a primary computer and a backup computer for providing a substitute in the event of a failure of the primary computer, the method comprising: assigning a unique sequence number to each of a plurality of requests in the order in which the requests are received and are to be executed on the primary computer; transferring the unique sequence numbers to the backup computer; and using the unique sequence numbers to order corresponding ones of the same plurality of requests also received at the backup computer such that the requests can be executed on the second computer in the same order as that on the first computer.
The matching method may be implemented on three computers: a first computer running a first process, and first and second backup computers running respective second and third processes. Three synchronised processes are referred to as a “Never Fail process triplet”. An advantage of utilising three processes on three computers is that failure of the first computer (or of the second or third computer) can be detected more quickly than using just two process running on two computers.

The present invention also extends to a data carrier comprising a computer program arranged to configure a computer to implement the methods described above.

**Brief Description of Drawings**

Presently preferred embodiments of the invention will now be described, by way of example only, with reference to the accompanying drawings, in which:-

Figure 1a is a schematic diagram showing a networked system suitable for implementing a method of matching the status of first and second servers according to at least first, second and third embodiments of the present invention;

Figure 1b is a schematic diagram of the NFpp software used to implement the presently preferred embodiments of the present invention;

Figure 2 is a flow diagram showing the steps involved in a method of coordinating a pair of processes on first and second computers to provide a matching method computers according to the first embodiment of the present invention;

Figure 3a is a schematic diagram showing the system of Figure 1a running multiple local processes;
Figure 3b is a flow diagram showing the steps involved in a method of coordinating multiple local processes to provide a matching method according to the second embodiment of the present invention;

Figure 4 is a flow diagram illustrating the steps involved in a method of coordinating non-deterministic requests to provide a matching method according to a third embodiment of the present invention;

Figure 5 is a flow diagram showing the steps involved in a method of synchronising data on first and second computers for use in initialising any of the embodiments of the present invention;

Figure 6 is a flow diagram showing the steps involved in a method of coordinating a pair of processes asynchronously to provide a matching method according to a fourth embodiment of the present invention;

Figure 7 is a flow diagram illustrating the steps involved in a method of verifying data on first and second computers for use with any of the embodiments of the present invention; and

Figure 8 is a schematic diagram showing a system suitable for coordinating a triplet of processes to provide a matching method according to a fifth embodiment of the present invention.

**Detailed Description of the Preferred Embodiments**

Referring to Figure 1a, there is now described a networked system 10a suitable for implementing a backup and recovery method according to at least the first, second and third embodiments of the present invention.

The system 10a shown includes a client computer 12, a first database server computer 14a and a second database server computer 14b. Each of the computers is connected to a
network 16 such as the Internet through appropriate standard hardware and software interfaces. The first 14a database server functions as the primary server, and the second computer 14b functions as a backup server which may assume the role of the primary server if necessary.

The first 14a and second 14b database servers are arranged to host identical database services. The database service hosted on the second database server 14b functions as the backup service. Accordingly, the first database server 14a includes a first data store 20a, and the second database server 14b includes a second data store 20b. The data stores 20a and 20b in this particular example comprise hard disks, and so the data stores are referred to hereinafter as "disks". The disks 20a and 20b contain respective identical data 32a and 32b comprising respective multiple data files 34a and 34b.

Database calls are made to the databases (not shown) residing on disks 20a and 20b from the client computer 12. First 22a and second 22b processes are arranged to run on respective first 14a and second 14b server computers which initiate I/O instructions resulting from the database calls. The first and second processes comprise a first “process pair” 22 (also referred to as an “NFpp”). As the first process 22a runs on the primary (or first) server 14a, it is also known as the primary process. The second process is referred to as the backup process as it runs on the backup (or second) server 14b. Further provided on the first 14a and second 14b servers are NFpp software layers 24a and 24b which are arranged to receive and process the I/O instructions from the respective processes 22a and 22b of the process pair. The NFpp software layers 24a,b can also implement a sequence number generator 44, a checksum generator 46 and a matching engine 48, as shown in Figure 1b. A detailed explanation of the function of the NFpp software layers 24a and 24b is given later.

Identical versions of a network operating system 26 (such as Windows NT™ or Windows 2000™) are installed on the first 14a and second 14b database servers. Memory 28a and 28b is also provided on respective first 14a and second 14b database servers.
The first 14a and second 14b database servers are connected via a connection 30, which is known as the "NFpp channel". A suitable connection 30 is a fast, industry-standard communication link such as 100 Mbit or 1 Gbit Ethernet. The database servers 14a and 14b are arranged, not only to receive requests from the client 12, but to communicate with one another via the Ethernet connection 30. The database servers 14a and 14b may also request services from other servers in the network. Both servers 14a and 14b are set up to have exactly the same identity on the network, i.e. the Media Access Control (MAC) address and the Internet Protocol (IP) address are the same. Thus, the first and second database servers 14a and 14b are "seen" by the client computer 12 as the same server, and any database call made by the client computer to the IP address will be sent to both servers 14a and 14b. However, the first database server 14a is arranged to function as an "active" server, i.e. to both receive database calls and to return the results of the database calls to the client 12. The second database server 14b, on the other hand, is arranged to function as the "passive" server, i.e. to only receive and process database calls.

In this particular embodiment a dual connection is required between the database servers 14a and 14b to support the NFpp channel 30. Six Ethernet (or other suitable hardware) cards are thus needed for the networked system 10a: two to connect to the Internet (one for each database server) and four for the dual NFpp channel connection (two cards for each database server). This is the basic system configuration and it is suitable for relatively short distances (e.g. distances where routers and switches are not required) between the database servers 14a and 14b. For longer distances, one of the NFpp channel connections 30, or even both connections, may be run over the Internet 16 or an Intranet.

Assume the following scenario. The client computer 12 is situated in a call centre of an International bank. The call centre is located in Newcastle, and the database servers 14a and 14b are located in London. A call centre operator receives a telephone call from a customer in the UK requesting the current balance of their bank account. The details of the customer’s bank account are stored on both the first 20a and second 20b disks. The call centre operator enters the details of the customer into a suitable application program provided on the client computer 12 and, as a result, a database call requesting the current
balance is made over the Internet 16. As the database servers 14a and 14b have the same identity, the database call is received by both of the database servers 14a and 14b. Identical application programs for processing the identical database calls are thus run on both the first 14a and second 14b servers, more or less at the same time, thereby starting first 22a and second 22b processes which initiate I/O instructions to read data from the disks 20a and 20b.

The disks 20a and 20b are considered to be input-output (i.e. I/O) devices, and the database call thus results in an I/O instruction, such as “read” or “write”. The identical program applications execute exactly the same program code to perform the I/O instruction. In other words, the behaviour of both the first 22a and second 22b processes is deterministic.

Both the first 22a and second 22b processes initiate a local disk I/O instruction 38 (that is, an I/O instruction to their respective local disks 20a and 20b). As the data 32a and 32b stored in respective first 20a and second 20b disks is identical, both processes “see” an identical copy of the data 32a,32b and therefore the I/O instruction should be executed in exactly the same way on each server 14a and 14b. Thus, the execution of the I/O instruction on each of the database servers 14a and 14b should result in exactly the same outcome.

Now assume that the customer wishes to transfer funds from his account to another account. The database call in this instance involves changing the customer’s data 32a and 32b on both the first 20a and second 20b disks. Again, both processes 22a and 22b receive the same database call from the client computer 12 which they process in exactly the same way. That is, the processes 22a and 22b initiate respective identical I/O instructions. When the transfer of funds has been instructed, the customer’s balance details on the first 20a and second 20b disks are amended accordingly. As a result, both before and after the database call has been made to the disks 20a and 20b, the “state” of the disks 20a and 20b and the processes 22a and 22b should be the same on both the first 14a and second 14b database servers.
Now consider that a second pair 36 of processes are running on the respective first 14a and second 14b database servers, and that the second pair of processes initiates an I/O instruction 40. As both the first 14a and second 14b servers run independently, I/O instructions that are initiated by the processes 22a and 36a running on the first server 14a may potentially be executed in a different order to I/O instructions that are initiated by the identical processes 22b and 36b running on the second server 14b. It is easy to see that this may cause problems if the first 22 and second 36 processes update the same data 32a,32b during the same time period. To ensure that the data 32a,32b on both first 14a and second 14b servers remain identical, the I/O instructions 38 and 40 must be executed in exactly the same order. The NFpp software layers 24a and 24b that are installed on the first 14a and second 14b servers implement a synchronisation/matching method which guarantees that I/O instructions 38,40 on both servers 14a,14b are executed in exactly the same order.

The synchronisation method implemented by the NFpp software layers 24a and 24b intercepts all I/O instructions to the disks 20a and 20b. More particularly, the NFpp software layers 24a,24b intercept all requests or instructions that are made to the filesystem driver (not shown) (the file system driver is a software program that handles I/O independent of the underlying physical device). Such instructions include operations that do not require access to the disks 20a,20b such as “file-open”, “file-close” and “lock-requests”. Even though these instructions do not actually require direct access to the disks 20a and 20b, they are referred to hereinafter as “disk I/Os instructions” or simply “I/O instructions”.

In order to implement the matching mechanism of the present invention, one of the two database servers 14a,14b takes the role of synchronisation coordinator, and the other server acts as the synchronisation participant. In this embodiment, the first database server 14a acts as the coordinator server, and the second database server 14b is the participant server as the active server always assumes the role of the coordinator. Both servers 14a and 14b maintain two types of sequence numbers: 1) a sequence number that is increased for every I/O instruction that is executed on the first server 14a (referred to as an “SSN”)
and 2) a sequence number (referred to as a "PSN") for every process that is part of a NeverFail process pair which is increased every time the process initiates an I/O instruction.

Referring now to Figure 2, an overview of a method 200 wherein an I/O instruction 38 is initiated by a NeverFail process pair 22a and 22b and executed on the first 14a and 14b second database servers is now described.

The method 200 commences with the first process 22a of the process pair initiating at Step 210 a disk I/O instruction 38a on the coordinator (i.e. the first) server 14a in response to a database call received from the client 12. The NFpp software 24a running on the coordinator server 14a intercepts at Step 212 the disk I/O 38a and increases at Step 214 the system sequence number (SSN) and the process sequence number (PSN) for the process 22a which initiated the disk I/O instruction 38a. The SSN and the PSN are generated and incremented by the use of the sequence number generator 44 which is implemented by the NFpp software 24. The SSN and the PSN are then coupled and written to the coordinator server buffer 28a at Step 215. The NFpp software 24a then executes at Step 216 the disk I/O instruction 38a e.g., opening the customer’s data file 34a. The NFpp software 24a then waits at Step 218 for the SSN to be requested by the participant server 14b (the steps carried out by the participant server 14b are explained later).

When this request has been made by the participant server 14b, the NFpp software 24a reads the SSN from the buffer 28a and returns at Step 220 the SSN to the participant server 14b. The NFpp software 24a then waits at Step 222 for the disk I/O instruction 38a to be completed. On completion of the disk I/O instruction 38a, an I/O completion code is returned to the NFpp software 24a. This code indicates whether the I/O instruction has been successfully completed or, if it has not been successful, how or where an error has occurred.
Once the disk I/O instruction 38a has been completed, the NFpp software 24a calculates at Step 224 a checksum using the checksum generator 46. The checksum can be calculated by, for example, executing an “exclusive or” (XOR) operation on the data that is involved in the I/O instruction. Next, the NFpp software 24a sends at Step 226 the checksum and the I/O completion code to the participant server 14b. The checksum and the I/O completion code are encapsulated in a message 42 that is sent via the Ethernet connection 30. The NFpp software 24a then waits at Step 228 for confirmation that the disk I/O instruction 38b has been completed from the participant server 14b. When the NFpp software 24a has received this confirmation, the result of the I/O instruction 38a is returned at Step 230 to the process 22a and the I/O instruction is complete.

While the disk I/O instruction 38a is being initiated by the first process 22a, the same disk I/O instruction 38b is being initiated at Step 234 by the second process 22b of the process pair on the participant (i.e. second) server 14b. At Step 236, the disk I/O instruction 38b is intercepted by the NFpp software 24b, and at Step 238 the value of the PSN is increased by one. The participant server 14b does not increase the SSN. Instead, it asks the coordinator server 14a at Step 240 for the SSN that corresponds to its PSN. For example, let the PSN from the participant process 22b have a value of three (i.e. PSN_b = 3) indicating that the process 22b has initiated three disk I/O instructions which have been intercepted by the NFpp software 24b. Assuming that the coordinator process 22a has initiated at least the same number of disk I/O instructions (which have also been intercepted by the NFpp software 24a), it too will have a PSN value of three (i.e. PSN_a = 3) and, for example, an associated SSN of 1003. Thus, during Step 240, the participant server 14b asks the coordinator server 14a for the SSN value which is coupled to its current PSN value of 3 (i.e. SSN = 1003). At Step 241, the current SSN value is written to the participant server buffer 28b.

The participant NFpp software 24b then checks at Step 242 whether the SSN it has just received is one higher than the SSN for the previous I/O which is stored in the participant server buffer 28b. If the current SSN is one higher than the previous SSN, the NFpp
software 24b “knows” that these I/O instructions are in the correct sequence and the participant server 14b executes the current I/O instruction 38b.

If the current SSN is more than one higher than the previous SSN stored in the participant server buffer 28b, the current disk I/O instruction 38b is delayed at Step 243 until the I/O operation with a lower SSN than the current SSN has been executed by the participant server 14b. Thus, if the previous stored SSN has a value of 1001, the participant NFpp software 24b “knows” that there is a previous I/O instructions which has been carried out on the coordinator server 14a and which therefore must be carried out on the participant server 14b before the current I/O instruction 38b is executed. In this example, the participant server 14b executes the I/O instructions associated with SSN=1002 before executing the current I/O operation having an SSN of 1003.

The above situation may occur when there is more than one process pair running on the coordinator and participant servers 14a and 14b. The table below illustrates such a situation:

<table>
<thead>
<tr>
<th>SSN</th>
<th>Coordinator</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSN</td>
<td>PSN</td>
</tr>
<tr>
<td>1001</td>
<td>A1</td>
<td>A1</td>
</tr>
<tr>
<td>1002</td>
<td>A2</td>
<td>A2</td>
</tr>
<tr>
<td>1003</td>
<td>A3</td>
<td>B1</td>
</tr>
<tr>
<td>1004</td>
<td>B1</td>
<td>A3</td>
</tr>
<tr>
<td>1005</td>
<td>A4</td>
<td>B2</td>
</tr>
<tr>
<td>1006</td>
<td>B2</td>
<td>A4</td>
</tr>
</tbody>
</table>

The first column of the table illustrates the system sequence numbers assigned to six consecutive I/O instructions intercepted by the coordinator NFpp software 24a: A1, A2, A3, A4, B1 and B2. I/O instructions A1, A2, A3 and A4 originate from process A, and I/O instructions B1 and B2 originate from process B. However, these I/O instructions have been received by the NFpp software 24a,b in a different order on each of the servers 14a,b.
The request for the current SSN may arrive at the coordinator server 14a from the participant server 14b before the coordinator server 14a has assigned an SSN for a particular I/O instruction. In the table above, it can be seen that the participant server 14b might request the SSN for the I/O instruction B1 before B1 has been executed on the coordinator server 14a. This can happen for a variety of reasons, such as processor speed, not enough memory, applications which are not run as part of a process pair on the coordinator and/or participant servers, or disk fragmentation. In such cases, the coordinator server 14a replies to the SSN request from the participant server 14b as soon as the SSN has been assigned to the I/O instruction.

It can be seen from the table that the I/O instruction A3 will be completed on the coordinator server 14a (at Step 228) before it has been completed on the participant server 14b. The same applies to I/O instruction B1. This means that I/O instruction A4 can only be initiated on the coordinator server 14a after A3 has been completed on the participant server 14b. Thus, according to one scenario, there will never be a queue of requests generated by one process on one server while the same queue of requests is waiting to be completed by the other server. The execution of participant processes can never be behind the coordinator server by more than one I/O instruction in this scenario, as the coordinator waits at Step 228 for the completion of the I/O instruction from the participant server 14b.

Once the previous I/O instruction has been executed, the NFpp software 24b executes at Step 244 the current I/O instruction 38b and receives the participant I/O completion code. The NFpp software 24b then waits at Step 246 for the I/O instruction 38b to be completed. When the I/O instruction 38b has been completed, the NFpp software 24b calculates at Step 248 its own checksum from the data used in the I/O instruction 38b. The next Step 250 involves the participant NFpp software 24b waiting for the coordinator checksum and the coordinator completion code to be sent from the coordinator server 14a (see Step 226). At Step 252, the checksum and the I/O completion code received from the coordinator server 14a are compared with those from the participant server 14b (using the matching engine 48), and the results of this comparison are communicated to the coordinator server 14a (see Step 228).
If the outcome of executing the I/O instructions 38a and 38b on the respective coordinator 14a and the participant 14b servers is the same, both servers 14a and 14b continue processing. That is, the participant NFpp software 24b returns at Step 254 the result of the I/O instruction 38b to the participant process 22b, and the coordinator NFpp software 24a returns the result of the same I/O instruction 38a to the coordinator process 22a. The result of the I/O instruction 38a from the coordinator process 22a is then communicated to the client 12. However, as the participant server is operating in a passive (and not active) mode, the result of the I/O instruction 38b from its participant process 22b is not communicated to the client 12.

In exceptional cases, the results of carrying out the I/O instruction on the coordinator server 14a and participant server 14b may differ. This can only happen if one of the servers 14a,14b experiences a problem such as a full or faulty hard disk. The errant server (whether it be the participant 14b or the coordinator 14a server) should then be replaced or the problem rectified.

The data that is exchanged between the coordinator server 14a and the participant server 14b during Steps 240, 220, 226 and 252 is very limited in size. Exchanged data includes only sequence numbers (SSNs), I/O completion codes and checksums. Network traffic between the servers 14a and 14b can be reduced further by combining multiple requests for data in a single message 42. Thus, for any request from the participant server 14b, the coordinator server 14a may return not only the information that is requested, but all PSN-SSN pairs and I/O completion information that has not yet been sent to the participant server 14b. For example, referring again to the above table, if in an alternative scenario the coordinator server 14a is running ahead of the participant server 14b and has executed all of the six I/O instructions before the first I/O instruction A1 has been executed on the participant server, the coordinator server 14a may return all of the SSNs 1001 to 1006 and all the corresponding I/O completion codes and checksums in a single message 42. The participant server 14b stores this information in its buffer 28b at Step 241. The NFpp
software 24b on the participant server 14b always checks this buffer 28b (at Step 239) before sending requests to the coordinator server 12 at Step 240.

In addition to intercepting disk I/O instructions, the NFpp software 24 can also be used to synchronise inter-process communications in a second embodiment of the present invention. That is, communications between two or more processes on the same server 14. If a process requests a service from another local process (i.e. a process on the same server) this request must be synchronised by the NFpp software 24 or inconsistencies between the coordinator 14a and participant 14b servers may occur. Referring now to Figure 3a, consider that a process \( S \) on the coordinator server 14a receives requests from processes \( A \) and \( B \), and the same process \( S \) on the participant server 14b receives requests from a single process \( B \). \( S \) needs access to respective disk files 34a and 34b to fulfil the request. As the requesting processes \( A \) and \( B \) (or \( B \) alone) run independently on each server 14a,b, the requests may arrive in a different order on the coordinator 14a and the participant 14b servers. The following sequence of events may now occur.

On the coordinator server 14a process \( A \) requests a service from process \( S \). Process \( S \) starts processing the request and issues an I/O instruction with PSN\( =p \) and SSN\( =s \). Also on the coordinator server 14a, process \( B \) requests a service from process \( S \) which is queued until the request for process \( A \) is finished. Meanwhile, on the participant server 14b, process \( B \) requests a service from process \( S \). It is given PSN\( =p \) and requests the corresponding SSN from the coordinator server 14a. Unfortunately the coordinator server 14a returns SSN\( =s \) which corresponds to the request for the results of process \( A \). The NFpp software 24 synchronises inter-process communications to prevent such anomalies. In this scenario, the NFpp software 24a on the coordinator server 14a detects that the checksums of the I/O instructions differ and hence shuts down the participant server 14b, or at least the process \( B \) on the participant server.

As in the first embodiment of the invention, for inter-process communication both the coordinator 14a and participant 14b servers issue PSNs for every request, and the coordinator server 14a issues SSNs.
Referring now to Figure 3b, the steps involved in coordinating inter-process requests (or IPRs) according to the second embodiment are the same as those for the previous method 200 (the first embodiment) and therefore will not be explained in detail. In this method 300, the application process 22a on the coordinator server 14a initiates at Step 310 an IPR and this request is intercepted by the NFpp software 24a on the coordinator server 14a. At Step 334, the application process 22b on the participant server 14b also initiates an IPR which is intercepted by the participant NFpp software 24b. The remaining Steps 314 to 330 of method 300 which are carried out on the coordinator server 14a are equivalent to Steps 212 to 230 of the first method 200, except that the I/O instructions are replaced with IPRs. Steps 338 to 354 which are carried out on the participant server 14b are the same as Steps 238 to 254, except that the I/O instructions are replaced with IPRs.

In some cases the operating system 26 carries out identical operations on the coordinator server 14a and the participant server 14b, but different results are returned. This may occur with calls to functions such as ‘time’ and ‘random’. Identical applications running on the coordinator 14a and participant 14b servers may, however, require the results of these function calls to be exactly the same. As a simple example, a call to the ‘time’ function a microsecond before midnight on the coordinator server 14a, and a microsecond after midnight on the participant server 14b may result in a transaction being recorded with a different date on the two servers 14a and 14b. This may have significant consequences if the transaction involves large amounts of money. The NFpp software 24a, 24b can be programmed to intercept non-deterministic functions such as ‘time’ and ‘random’, and propagate the results of these functions from the coordinator server 14a to the participant server 14b. A method 400 of synchronising such non-deterministic requests on the first 14a and second 14b servers is now described with reference to Figure 4.

Firstly, the non-deterministic request (or NDR) is initiated at Step 410 by the application process 22a running on the coordinator server 14a. The NDR is then intercepted at Step 412 by the coordinator NFpp software 24a. Next, the PSN and SSN are incremented by one at Step 413 by the coordinator NFpp software 24a, and the SSN and PSN are coupled
and written at Step 414 to the coordinator buffer 28a. Then the NDR is executed at Step 415. The coordinator server 14a then waits at Step 416 for the SSN and the result of the NDR to be requested by the participant server 14b. The coordinator server 14a then waits at Step 418 for the NDR to be completed. Upon completion of the NDR at Step 420, the coordinator server 14a sends at Step 422 the SSN and the results of the NDR to the participant server 14b via the NFpp channel 30. The NFpp 24a then returns at Step 424 the NDR result to the calling process 22a.

The same NDR is initiated at Step 428 by the application process 22b on the participant server 14b. The NDR is intercepted at Step 430 by the participant NFpp software 24b. Next, the participant NFpp software 24b increments at Step 432 the PSN for the process 22b. It then requests at Step 434 the SSN and the NDR from the coordinator server 14a by sending a message 42 via the NFpp channel 30 (see Step 416). When the participant server 14b receives the SSN and the results of the NDR from the coordinator server 14a (see Step 422), the NFpp software 24b writes the SSN to the participant buffer 28b at Step 435. The NFpp software then checks at Step 436 if the SSN has been incremented by one by reading the previous SSN from the buffer 28b and comparing it with the current SSN. As for the first 200, second 200 and third 300 embodiments, if necessary, the NFpp software 24b waits at Step 436 for the previous NDRs (or other requests and/or I/O instructions) to be completed before the current NDR result is returned to the application process 22b. Next, the NDR result received from the coordinator server 14a is returned at Step 438 to the application process 22b to complete the NDR.

Using this method 400, the NFpp software 24a,b on both servers 14a,b assigns PSNs to non-deterministic requests, but only the coordinator server 14a generates SSNs. The participant server 14b uses the SSNs to order and return the results of the NDRs in the correct order, i.e. the order in which they were carried out by the coordinator server 14a.

Network accesses (i.e. requests from other computers in the network) are also treated as NDRs and are thus coordinated using the NFpp software 24. On the participant server 14b network requests are intercepted but, instead of being executed, the result that was
obtained on the coordinator server 14a is used (as for the NDRs described above). If active coordinator server 14a fails, the participant server 14b immediately takes activates the Ethernet network connection and therefore assumes the role of the active server so that it can both receive and send data. Given that the coordinator and participant servers exchange messages 42 through the NFpp channel 30 at a very high rate, failure detection can be done quickly.

As explained previously, with multiple process pairs 22 and 36 running concurrently, the processes on the participant server 14b may generate a queue of requests for SSNs. Multiple SSN requests can be sent to the coordinator server 14a in a single message 42 (i.e. a combined request) so that overheads are minimized. The coordinator server 14a can reply to the multiple requests in a single message as well, so that the participant server 14b receives multiple SSNs which it can use to initiate execution of I/O instructions (or other requests) in the correct order.

Consider now that the coordinator system 14a fails while such a combined request is being sent to the coordinator server via the connection 30. However, suppose that upon failure of the coordinator server 14a the participant server 14b logs the changes made to the files 34a (for example at Step 244 in the first method 200). Suppose also that the failure of the coordinator server 14a is only temporary so that the files 34a on the coordinator server 14a can be re-synchronised by sending the changes made to the files 34b to the coordinator server 14a when it is back up and running, and applying these changes to the coordinator files 34a. Unfortunately, the coordinator server 14a may have executed several I/O instructions just before the failure occurred, and will therefore not have had the chance to communicate the sequence of these I/O instructions to the participant server 14b. As the coordinator server 14a has failed, the participant server will now assume the role of the coordinator server and will determine its own sequence (thereby issuing SSNs) thereby potentially executing the I/O instructions in a different order than that which occurred on the coordinator server 14a.
A different sequence of execution of the same I/O instructions may lead to differences in the program logic that is followed on both servers 14a and 14b and/or differences between the data 32a and 32b on the disks 20a and 20b. Such problems arising due to the differences in program logic will not become evident until the coordinator server 14a becomes operational again and starts processing the log of changes that was generated by the participant server 14b.

To avoid such problems (i.e. of the participant and co-ordinator servers executing I/O instructions in a different order) the NFpp software 24 must ensure that interfering I/O instructions (i.e. I/O instructions that access the same locations on disks 20a and 20b) are very tightly coordinated. This can be done in the following ways:

1. The NFpp software 24 will not allow the coordinator server 14a to run ahead of the participant server 14b, i.e. the coordinator server 14a will only execute an I/O instruction at Step 216 after the participant server 14b has requested at Step 240 the SSN for that particular I/O instructions.

2. The NFpp software 24 allows the coordinator server 14a to run ahead of the participant server 14b, but only allows the coordinator server 14a to execute a single I/O instruction per file 34 before the SSN for that I/O instruction is passed to the participant server 14b. This causes fewer delays than the previous option.

3. The NFpp software 24 allows the coordinator server 14a to execute at Step 216 multiple I/O instructions per file 34 before passing the corresponding SSNs to the participant server 14b (at Step 220), but only if these I/O instructions do not access the same part of the file 34. This further reduces delays in the operation of the synchronisation method (this is described later) but requires an even more advanced I/O coordination system which is more complex to program than a simpler system.

These three options can be implemented as part of the synchronous methods 200, 300 and 400.
It is possible to coordinate the process pairs either synchronously or asynchronously. In the synchronous mode the coordinator server 14a waits for an I/O instruction to be completed on the participant server 14b before it returns the result of the I/O instruction to the appropriate process. In the asynchronous mode, the coordinator server 14a does not wait for I/O completion on the participant server 14b before it returns the result of the I/O instruction. A method 600 of executing requests asynchronously on the coordinator 14a and participant 14b servers is now described with reference to Figure 6.

The method 600 commences with the coordinator process 22a of the process pair initiating at Step 610 a request. This request may be an I/O instruction, an NDR or an IPM. The coordinator NFpp software 24a intercepts at Step 612 this request, and then increments at Step 614 both the SSN and the PSN for the process 22a which initiated the request. The SSN and the PSN are then coupled and written to the coordinator buffer 28a at Step 615. The NFpp software 24a then executes at Step 616 the request. It then waits at Step 618 for the request to be completed, and when the request has completed it calculates at Step 620 the coordinator checksum in the manner described previously. The NFpp software 24a then writes at Step 622 the SSN, PSN, the result of the request, the checksum and the request completion code to a log file 50a. At Step 624 the NFpp software 24a returns the result of the request to the application process 22a which initiated the request.

Next, at Step 626, the coordinator NFpp software 24a periodically checks if there is new data in the log file 50a. If there is new data in the log file 50a (i.e. the NFpp software 24a has executed a new request), the new data is encapsulated in a message 42 and sent at Step 628 to the participant server via the NFpp channel 30, whereupon it is copied to the participant log file 50b.

At the participant server 14b, the same request is initiated at Step 630 by the application process 22b. At Step 632 the request is intercepted by the participant NFpp software 22b, and the PSN for the initiating process is incremented by one at Step 634. Next, the data is read at Step 636 from the participant log file 50b. If the coordinator server 14a has not yet
sent the data (i.e. the SSN, PSN, request results, completion code and checksum) for that particular request, then Step 636 will involve waiting until the data is received. As in the previously described embodiments of the invention, the participant server 14b uses the SSNs to order the requests so that they are carried out in the same order on both the coordinator 14a and participant servers 14b.

If the request is an NDR (a non-deterministic request), then at Step 638 the result of the NDR is sent to the participant application process 22b. If, however, the request is an I/O instruction or an IPM, the NFpp software 24b waits at Step 640 for the previous request to be completed (if necessary), and executes at Step 642 the current request. Next, the NFpp software 24b waits at Step 644 for the request to be completed and, once this has occurred, it calculates at Step 646 the participant checksum. At Step 647 the checksums and the I/O completion codes are compared. If they match, then the NFpp software 24b returns at Step 648 the results of the request to the initiating application process 22b on the participant server 14b. Otherwise, if there is a difference between the checksums and/or the I/O completions codes, an exception is raised and the errant server may be replaced and/or the problem rectified.

As a result of operating the process pairs 22a and 22b asynchronously, the coordinator server 14a is able to run at full speed without the need to wait for requests from the participant server 14b. Also, the participant server 14b can run with an arbitrary delay. Thus, if there are communication problems between the coordinator 14a and participant 14b servers which last only a short period of time, the steps of the method 600 do not change. In the worse case, if such communications problems occur, only a backlog of requests will need to be processed by the participant server 14b.

With the method 600 all log-records to the participant server 14b may be flushed when requests have been completed. Flushing of the log-records may be achieved by the participant server 14b keeping track of the SSN of the previous request that was successfully processed (at Step 642). The participant NFpp software 24b may then send this SSN to the coordinator server 14a periodically so that the old entries can be deleted.
from the coordinator log file 50a. This guarantees that all requests which are completed successfully on the coordinator server 14a also completed successfully on the participant server 14b.

As for the synchronous methods 200, 300 and 400, if the process 22b on the participant server fails, the following procedure can be applied. The NFpp software 24 can begin to log the updates made to the data 32a on the coordinator disk 20a and apply these same updates to the participant disk 20b. At some convenient time, the application process 22a on the coordinator server 14a can be stopped and then restarted in NeverFail mode, i.e. with a corresponding backup process on the participant server 14b.

In another embodiment of the invention an NF process triplet is utilised. With reference to Figure 8 of the drawings there is shown a system 10b suitable for coordinating a process triplet. The system 10b comprises a coordinator server 14a, a first participant server 14b and a second participant server 14c which are connected via a connection 30 as previously described. Each of the computers is connected to a client computer 12 via the Internet 16. The third server 14c has an identical operating system 26 to the first 14a and second 14b servers, and also has a memory store (or buffer) 28c. Three respective processes 22a, 22b and 22c are arranged to run on the servers 14a, 14b and 14c in the same manner as the process pairs 22a and 22b.

As previously described, the third server 14c is arranged to host an identical database service to the first 14a and second 14b servers. All database calls made from the client computer are additionally intercepted by the NFpp software 24c which is installed on the third server 14c.

Consider that a single database call is received from the client 12 which results in three identical I/O instructions 38a, 38b and 38c being initiated by the three respective processes 22a, 22b and 22c. The coordinator server 14a compares the results for all three intercepted I/O instructions 38a, 38b and 38c. If one of the results of the I/O instructions differs from the other two, or if one of the servers does not reply within a configurable
time window, the outlying process or server which has generated an incorrect (or no) result will be shut down.

As in the process pairs embodiments 200, 300 and 400, the information that is exchanged between the NeverFail process triplets 22a, 22b and 22c does not include the actual data that the processes operate on. It only contains checksums, I/O codes, and sequence numbers. Thus, this information can be safely transferred between the servers 14a, 14b and 14c as it cannot be used to reconstruct the data.

Process triplets allow for a quicker and more accurate detection of a failing server. If two of the three servers can “see” each other (but not the third server) then these servers assume that the third server is down. Similarly, if a server cannot reach the two other servers, it may declare itself down: this avoids the split-brain syndrome. For example, if the coordinator server 14a cannot see either the first 14b or the second 14c participant servers, it does not assume that there are problems with these other servers, but that it itself is the cause of the problem and it will therefore shut itself down. One of the participant servers 14b or 14c will then negotiate as to which server takes the role of the coordinator. A server 14a, 14b or 14c is also capable of declaring itself down if it detects that some of its critical resources (such as disks) are no longer functioning as they should.

The NeverFail process pairs technology relies on the existence of two identical sets of data 32a and 32b on the two servers 14a and 14b (or three identical sets of data 32a, 32b and 32c for the process triplets technology). There is therefore a requirement to provide a technique to copy data from the coordinator server 14a to the participant server(s). This is known as “synchronisation”. The circumstances in which synchronisation may be required are: 1) when installing the NFpp software 24 for the first time; 2) restarting one of the servers after a fault or server failure (which may involve reinstalling the NFpp software); or 3) making periodic (e.g. weekly) updates to the disks 20a and 20b.

After data on two (or more) database servers has been synchronised, the data thereon should be identical. However, a technique known as “verification” can be used to check if, for example, the two data sets 32a and 32b on the coordinator server 14a and the
participant server 14b really are identical. Note that although the following synchronisation and verification techniques are described in relation to a process pair, they are equally application to a process triplet running on three servers.

In principle, any method to synchronise the data 32a,b on the two servers 14a and 14b before the process pairs 22a and 22b are started in NeverFail mode can be used. In practice however, the initial synchronisation of data 32 is complicated by the fact that it is required to limit application downtime when installing the NFpp software 24. If the NFpp software 24 is being used for the first time on the first 14a and second 14b servers, data synchronisation must be completed before the application process 22b is started on the participant server 14b. However, the application process 22a may already be running on the coordinator server 14b.

A method 500 for synchronising a single data file 34 is shown in Figure 5 and is now explained in detail.

Firstly, at the start of the synchronisation method a counter \( n \) is set at Step 510 to one. Next, the synchronisation process 22a on the coordinator server 14a reads at Step 512 the \( n \)th (i.e. the first) block of data from the file 34 which is stored on the coordinator disk 20a. Step 512 may also include encryption and/or compressing the data block. At Step 514, the coordinator NFpp software 24a checks whether the end of the file 34 has been reached (i.e. whether all the file has been read). If all of the file 34 has been read, then the synchronisation method 500 is complete for that file. If there is more data to be read from the file 34, an SSN is assigned at Step 516 to the \( n \)th block of data. Then the coordinator NFpp software 24a queues at Step 518 the \( n \)th block of data and its corresponding SSN for transmission to the participant server 14b via the connection 30, the SSN being encapsulated in a message 42.

At Step 520 the NFpp software 24b on the participant server 14b receives the \( n \)th block of data, and the corresponding SSN. If necessary, the participant NFpp software 24b waits at Step 522 until the previous (i.e. the \((n-1)\)th) data block has been written to the participant
server's disk 20b. Then, the nth block of data is written at Step 524 to the participant disk 20b by the participant synchronisation process 22b. If the data is encrypted and/or compressed, then Step 524 may also include decrypting and/or decompressing the data before writing it to the participant disk 20b. The synchronisation process 22b then confirms to the participant NFpp software 24b at Step 526 that the nth block of data has been written to the disk 20b.

When the participant NFpp software 24b has received this confirmation, it then communicates this fact at Step 528 to the NFpp software 24a on the coordinator server 14a. Next, the NFpp software 24a sends confirmation at Step 530 to the coordinator synchronisation process 22a so that the synchronisation process 22a can increment at Step 532 the counter (i.e., $n = 2$). Once the counter $n$ has been incremented, control is returned to Step 512 where the second block of data is read from the file 34. Steps 512 to 532 are repeated until all the data blocks have been copied from the coordinator disk 20a to the participant disk 20b.

The synchronisation method 500 may be carried out while updates to the disks 20a and 20b are in progress. Inconsistencies between the data 32a on the coordinator disk 20a and the data 32b on the participant disk 20b are avoided by integrating software to carry out the synchronisation process with the NFpp software 24 which is updating the data. Such integration is achieved by using the NFpp software 24 to coordinate the updates made to the data 32. The NFpp software 24 does not send updates to the participant server 14b for the part of the file 34 which has not yet been synchronised (i.e. the data blocks of the file 34 which have not been copied to the participant server 34b). For example, if a customer's file 34a contains 1000 blocks of data, only the first 100 of which have been copied to the participant disk 20b, then updates to the last 900 data blocks which have not yet been synchronised will not be made. However, since the application process 22a may be running on the coordinator server 14a, updates may occur to parts of files that have already been synchronised. Thus, updates will be made to the first 100 blocks of data on the participant disk 20b which have already been synchronised. The updates made to the
data on the coordinator disk 20a will then have to be transmitted to the participant server 14b in order to maintain synchronisation between the data thereon.

The SSNs utilised in this method 500 ensure that the synchronisation updates are done at the right moment. Thus, if a block of data is read by the synchronisation method 500 on the coordinator server 14a between the $n^{th}$ and the $n+j^{th}$ update of that file 34, the write operation carried out by the synchronisation process on the participant server 14b must also be done between the $n^{th}$ and the $n+j^{th}$ update of that file 34.

Once the data has been synchronised, the processes 22a and 22b can be run in the NeverFail mode. To do this, the process 22a on the coordinator server 14a is stopped and immediately restarted as one of a pair of processes (or a triplet of processes). Alternatively, the current states of the process 22a running on the coordinator server 14a can be copied to the participant server 14b so that the process 22a does not have to be stopped.

As explained above, during the synchronisation process, data files 34 are copied from the coordinator server 14a to the participant server 14b via the Ethernet connection 30. Even with effective data compression, implementing the synchronisation method 500 on the system 10a will result in a much higher demand for bandwidth than during normal operation when only sequence numbers (SSNs), checksums and I/O completion codes are exchanged. The synchronisation method 500 is also quite time consuming. For example, if a 100Mb Ethernet connection were to be used at 100% efficiency, the transfer of 40GB of data (i.e. a single hard disk) would take about one hour. In reality however, it takes much longer because there is an overhead in running data communication protocols. The disks 20a and 20b have to be re-synchronised every time the system 10a fails, even if it is only a temporary failure lasting a short period of time. The NFpp software 24 offers an optimization process such that if one server fails, the other server captures all the changes made to the disk and sends them to the server that failed when it becomes available again.

Alternative approaches are to maintain a list of all offsets and lengths of areas on disk that
were changed since a server became unavailable, or to maintain a bitmap where each bit tells whether a page in memory has changed or not. This optimisation process can also be applied in case of communication outages between the servers and for single-process failures.

As mentioned previously, the NFpp software 24 can be used to verify that a file 34a and its counterpart 34b on the participant server 14b are identical, even while the files are being updated by application processes via the NFpp software 24. This is done in the following manner.

Referring now to Figure 7, the verification method 700 commences with the verification process 22a on the coordinator server 14a setting a counter \( n \) to one at Step 710. Next, the \( n^{th} \) block (i.e. the first block in this case) of data is read at Step 712 from the file 34a which is stored on the coordinator disk 20a. At Step 714, the verification process 22a checks whether the end of the file 34 has been reached. If it has, the files 34a and 34b on the coordinator 14a and participant 14b server are identical and the verification method 700 is terminated at Step 715. If the end of the file 34a has not been reached, the coordinator verification process 22a calculates at Step 716 the coordinator checksum. The value of the counter \( n \) is then passed to the coordinator NFpp software 24a which assigns at Step 718 an SSN to the \( n^{th} \) block of data from the file 34. Then, the coordinator NFpp software 24a queues at Step 720 the counter and the SSN for transmission to the participant server 14b via the connection 30. The SSN and the counter are transmitted to the participant server 14b as part of a verification message 42.

At Step 722 the NFpp software 24b on the participant server 14b receives the counter and the SSN. It then waits at Step 724 until the previous SSN (if one exists) has been processed. The verification process 22b on the participant server 14b then reads at Step 726 the \( n^{th} \) block of data from the participant disk 20b. The verification process 22b then calculates at Step 728 the participant checksum. When the participant checksum has been calculated it is then passed at Step 730 to the participant NFpp software 24b via the Ethernet connection 30. The participant NFpp software 24b returns at Step 732 the
participant checksum to the coordinator NFpp software 24a via the Ethernet connection 30. Then, the coordinator NFpp software 24a returns the participant checksum to the coordinator verification process 22a at Step 734. The coordinator verification process 22a then compares as Step 736 the participant checksum with the coordinator checksum. If they are not equal, the respective files 34a and 34b on the participant 14b and coordinator 14a server are different. The process 22b on the participant server 14b can then be stopped and the files 34a and 34b re-synchronised using the synchronisation method 500 – either automatically or more typically with operator-intervention. Alternatively, verification process 22b may pass a list of the different data blocks to the synchronisation method 500, so that only this data will be sent to the coordinator server via the connection 30.

If the participant checksum and the coordinator checksum are equal, the counter \( n \) is incremented at Step 738 (i.e. \( n = 2 \)), and control returns to Step 712 wherein the 2\(^{nd}\) block of data is read from the file 34a. Steps 712 to 738 are carried out until all of the data has been read from the file 34a and written to the participant disk 20b, or until the verification process is terminated for some other reason.

The verification method 700 can be done whilst updates to the disks 20a and 20b are in progress. This could potentially cause problems unless the verification of data blocks is carried out at the correct time in relation to the updating of specific blocks. However, as the reading of data 34b to the participant disk 20b is controlled by the order of the SSNs, the reading Step 726 will be carried out on the participant server 14b when the data is in exactly the same state as it was when it was read from the coordinator server 14a. Thus, once a particular block has been read, it takes no further part in the verification process and so can be updated before the end of the verification process on all the blocks is complete.

The verification process can also be undertaken periodically to ensure that the data 32a and 32b on the respective disks 20a and 20b is identical.
In summary, the present invention provides a mechanism that allows two (or three) processes to run exactly the same code against identical data 32,34 on two (or three) servers. At the heart of the invention is a software-based synchronisation mechanism that keeps the processes and the processes’ access to disks fully synchronised, and which involves the transfer of minimal data between the servers.

Having described particular preferred embodiments of the present invention, it is to be appreciated that the embodiments in question are exemplary only and that variations and modifications such as will occur to those possessed of the appropriate knowledge and skills may be made without departure from the spirit and scope of the invention as set forth in the appended claims. For example, although the database servers are described as being connected via an Ethernet connection, any other suitable connection could be used. The database servers also do not have to be in close proximity, and may be connected via a Wide Area Network. Additionally, the process pairs (or triplets) do not have to be coordinated on database servers. Any other type of computers which require the use of process pairs to implement a recovery system and/or method could be used. For example, the invention could be implemented on file servers which maintain their data on a disk. Access to this database could then be gained using a conventional file system, or a database management system such as Microsoft SQL Server™.
Claims

1. A method of matching the status configuration of a first computer with the status configuration of a second (backup) computer for providing a substitute in the event of a failure of the first computer, the method comprising:
   - receiving a plurality of requests at both the first computer and the second computer;
   - assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and are to be executed on the first computer;
   - transferring the unique sequence numbers from the first computer to the second computer; and
   - assigning each unique sequence number to a corresponding one of the plurality of requests received at the second computer such that the requests can be executed on the second computer in the same order as that on the first computer.

2. A method according to Claim 1, wherein the plurality of requests are initiated by at least one process on both the first and second computers, and the method further comprises returning the results of executing the requests to the at least one process which initiated the requests.

3. A method according to Claim 2, further comprising issuing a unique process sequence number to each request initiated by the at least one process on both the first and second computers.

4. A method according to Claim 2 or 3, further comprising executing a request on the second computer before returning the execution results of the corresponding request on the first computer to the process which initiated the request.
5. A method according to Claim 2 or 3, wherein the first computer returns the result of the process which initiated the request prior to execution of the request on the second computer.

6. A method according to any preceding claim, wherein the transferring step comprises encapsulating at least one unique sequence number in a message, and sending the message to the second computer.

7. A method according to any preceding claim, wherein the plurality of requests includes at least one type of request selected from the group comprising an I/O instruction and an inter-process request.

8. A method according to Claim 7, further comprising calculating a first checksum when a request has executed on the first computer, and calculating a second checksum when the same request has executed on the second computer.

9. A method according to Claim 8, further comprising comparing the first checksum with the second checksum and, if they are not equal, signalling a fault condition.

10. A method according to any of Claims 7 to 9, further comprising receiving a first completion code when a request has executed on the first computer, and receiving a second completion code when the same request has executed on the second computer.

11. A method according to Claim 10, further comprising comparing the first completion code with the second completion code and, if they are not equal, signalling a fault condition.

12. A method according to any of Claims 8 to 11, further comprising encapsulating the first checksum and/or the first completion code in a message, and transferring the message to the first computer prior to carrying out the comparing step.
13. A method according to any of Claims 8 to 12, further comprising writing to a data log at least one type of data selected from the group comprising: an execution result, a unique sequence number, a unique process number, a first checksum and a first completion code, and storing the data log on the first computer.

14. A method according to Claim 13, further comprising reading the data log and, if there is any new data in the data log which has not been transferred to the second computer, transferring that new data to the second computer.

15. A method according to Claim 14, wherein the reading step occurs periodically and the presence of new data causes the transferring step to occur automatically.

16. A method according to any of Claims 13 to 15, wherein the unique sequence numbers corresponding to requests which have been successfully executed on the second computer are transferred to the first computer, and the method further comprises deleting these unique sequence numbers and the data corresponding thereto from the data log.

17. A method according to any of Claims 1 to 6, wherein the plurality of requests includes a non-deterministic function.

18. A method according to Claim 17 as dependent on Claim 2, wherein the transferring step further comprises transferring the execution results to the second computer, and returning the execution results to the at least one process which initiated the requests.

19. A method according to any preceding claim, further comprising receiving a demand from the second computer for a unique sequence number from the first computer prior to carrying out the transferring step.

20. A method according to Claim 19, further comprising executing a request after receiving the demand for the unique sequence number that corresponds to that request from the second computer.
21. A method according to any preceding claim, wherein one of the plurality of requests is a request to access a file, and the method further comprises executing a single request per file before transferring the corresponding sequence number to the second computer.

22. A method according to any of Claims 1 to 20, wherein one of the plurality of requests is a request to access a file, and the method further comprises executing a plurality of requests before transferring the corresponding unique sequence numbers of the plurality to the second computer, the executing step being carried out if the requests do not require access to the same parts of the file.

23. A method according to any preceding claim, wherein the assigning step on the second computer further comprises waiting for a previous request on the same computer to execute before the current request is executed.

24. A method according to any preceding claim, further comprising synchronising data on both the first and second computers, the synchronising step comprising:
   reading a data portion from the first computer;
   assigning a co-ordinating one of the unique sequence numbers to the data portion;
   transmitting the data portion with the co-ordinating sequence number from the first computer to the second computer;
   storing the received data portion to the second computer, using the co-ordinating sequence number to determine when to implement the storing step;
   repeating the above steps until all of the data portions of the first computer have been written to the second computer, the use of the co-ordinating sequence numbers ensuring that the data portions stored on the second computer are in the same order as the data portions read from the first computer.

25. A method according to Claim 24, further comprising receiving a request to update the data on both the first and second computers, and only updating those portions of data which have been synchronised on the first and second computers.
26. A method according to any preceding claim, further comprising verifying data on both the first and second computers, the verifying step comprising:
   reading a first data portion from the first computer;
   assigning a co-ordinating one of the unique sequence numbers to the first data portion;
   determining a first characteristic of the first data portion;
   assigning the transmitted co-ordinating sequence number to a corresponding second data portion to be read from the second computer;
   reading a second data portion from the second computer, using the co-ordinating sequence number to determine when to implement the reading step;
   determining a second characteristic of the second data portion;
   comparing the first and second characteristics to verify that the first and second data portions are the same; and
   repeating the above steps until all of the data portions of the first and second computers have been compared.

27. A system for matching the status configuration of a first computer with the status configuration of a second (backup) computer, the system comprising:
   request management means arranged to execute a plurality of requests on both the first and the second computers;
   sequencing means for assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and to be executed on the first computer;
   transfer means for transferring the unique sequence numbers from the first computer to the second computer; and
   ordering means for assigning each sequence number to a corresponding one of the plurality of requests received at the second computer such that the requests can be executed on the second computer in the same order as that on the first computer.
28. A system according to Claim 27, wherein the transfer means is further arranged to encapsulate the unique sequence numbers in a message, and to transfer the message to the second computer.

29. A system according to Claim 27 or Claim 28, wherein the first and second computers comprise servers.

30. A method of providing a backup computer comprising: matching the status configuration of a first computer with the status configuration backup computer using the method claimed in any of Claims 1 to 26; detecting a failure or fault condition in the first computer; and activating and using the backup computer in place of the first computer.

31. A method according to Claim 30, wherein the using step further comprises storing changes in the status configuration of the backup computer so that the changes can be applied to the first computer at a later point in time.

32. A method of verifying data on both a primary computer and a backup computer, the method comprising:

   reading a first data portion from the first computer; assigning a unique sequence number to the first data portion;
   determining a first characteristic of the first data portion;
   transmitting the unique sequence number to the second computer;
   assigning the received sequence number to a corresponding second data portion to be read from the second computer;
   reading a second data portion from the second computer, using the sequence number to determine when to implement the reading step;
   determining a second characteristic of the second data portion;
   comparing the first and second characteristics to verify that the first and second data portions are the same; and
repeating the above steps until all of the data portions of the first and second computers have been compared.

33. A method according to Claim 32, wherein the transferring step comprises
encapsulating the unique sequence numbers in a message, and transferring the message to the second computer.

34. A method of synchronising data on both a primary computer and a backup computer, the method comprising:
   reading a data portion from the first computer;
   assigning a unique sequence number to the data portion;
   transmitting the data portion and its corresponding unique sequence number from the first computer to the second computer;
   storing the received data portion to the second computer, using the unique sequence number to determine when to implement the storing step;
   repeating the above steps until all of the data portions of the first computer have been stored at the second computer, the use of the unique sequence numbers ensuring that the data portions stored on the second computer are in the same order as the data portions read from the first computer.

35. A method according to Claim 34, wherein the transferring step comprises encapsulating the unique index numbers in a message, and transferring the message to the second computer.

36. A method of matching the operations of a primary computer and a backup computer for providing a substitute in the event of a failure of the primary computer, the method comprising:
   assigning a unique sequence number to each of a plurality of requests in the order in which the requests are received and are to be executed on the primary computer;
   transferring the unique sequence numbers to the backup computer; and
using the unique sequence numbers to order corresponding ones of the same plurality of requests also received at the backup computer such that the requests can be executed on the second computer in the same order as that on the first computer.

37. A method of matching the status configuration of a first computer with the status configuration of a first backup computer and a second backup computer for providing a substitute in the event of failure of any of the computers, the method comprising:

receiving a plurality of requests at both the first computer and the first and second backup computers;

assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and are to be executed on the first computer;

transferring the unique sequence numbers from the first computer to the first and second backup computers; and

assigning each unique sequence number to a corresponding one of the plurality of requests received at the first and second backup computers such that the requests can be executed on the first and second backup computers in the same order as that on the first computer.

38. A system for matching the status configuration of a first computer with the status configuration of first and second backup computers, the system comprising:

request management means arranged to execute a plurality of requests on the both the first computer and the backup computers;

sequencing means for assigning a unique sequence number to each request received at the first computer in the order in which the requests are received and to be executed on the first computer;

transfer means for transferring the unique sequence numbers from the first computer to the first and second backup computers; and

ordering means for assigning each sequence number to a corresponding one of the plurality of requests received at the first and second backup computers such that the
requests can be executed on the first and second backup computers in the same order as on
the first computer.

39. A data carrier comprising a computer program arranged to configure a computer to
implement the method claimed in any one of Claims 1 to 26 and Claims 30 to 37.
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