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In a network environment such as a wireless packet network,
a source node transmits a data stream, e.g., a stream of media
packets to a plurality of sink nodes, including the source node
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at least a first one of the sink nodes, while other ones of said
sink nodes receive while in promiscuous mode traffic on the
network including the data stream. Individual ones of the
other sink nodes, upon ascertaining that there are packets of
the stream that were not received, transmit a re-transmission
request to the source node so that the source node can take
corrective action, and so all the sink nodes can receive the data
stream, even though sent as unicast addressed to fewer than
all the sink nodes.
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MEDIA DISTRIBUTION IN A WIRELESS
NETWORK

RELATED PATENT APPLICATIONS

The present invention claims priority of and is a conversion
of U.S. Provisional Patent Application No. 60/829,723 filed
Oct. 17, 2006 to inventors Kinder et al. The contents of such
Application No. 60/829,723 are incorporated herein by ref-
erence.

This invention is related to concurrently filed U.S. patent
application Ser. No. 11/872,931 titled UNIFICATION OF
MULTIMEDIA DEVICES, to inventors Bryce et al. The
contents of such application Ser. No. 11/872,931 are incor-
porated herein by reference.

This invention is also related to U.S. patent application Ser.
No. 11/873,238 to inventors Bryce et al., titled CONFIGUR-
ING AND CONNECTING TO A MEDIA WIRELESS NET-
WORK, having and referred to herein as the “Connection
Invention.” The contents of such application Ser. No. 11/873,
238 are incorporated herein by reference.

This invention is also related to U.S. patent application Ser.
No. 11/559,360 filed Nov. 13, 2006 to inventors Celinski et
al., titled MEDIA DATA SYNCHRONIZATION IN A
WIRELESS NETWORK, and referred to herein as the “Syn-
chronization Invention.” The contents of such application Ser.
No. 11/559,360 are incorporated herein by reference.

TECHNICAL FIELD

The present invention is related to transport of real-time
data streams in a wireless packet network.

BACKGROUND

Transmitting and distributing real-time streaming data
such as audio data in a wireless network and playing back the
data in real-time, e.g., on a multimedia system that includes
network connected loudspeakers, is becoming popular. Such
real-time data is generated by a real-time source such as a
source of digital audio and/or video data. In such a system,
data from a real-time source may be fed into a wireless audio
distribution network and played back in real-time on network
connected loudspeakers.

For such real-time streaming, such traffic characteristics as
throughput, maximum delay, delay and maximum jitter must
all be accounted for and balanced in order for the multimedia
system to operate correctly. When the multimedia system is
running across a wireless network, the delay and jitter intro-
duced due to the unreliable nature of the medium may become
severe.

Consider for example a 5.1 surround sound audio system
that includes wireless network links to at least some of the
loudspeakers, with two front, two rear and one center channel
loudspeakers, each having a corresponding wireless channel
playback unit. Suppose that the surround sound audio system
provides the audio for an audiovisual system, a so-called
home theater system that includes video. Suppose further that
a real-time source, e.g., a DVD player that provides digital
audio output, e.g., in the S/PDIF format—also called IEC958
“Digital audio interface” standard format by the European
Broadcasting Union (EBU)—is connected to one of the play-
back units, e.g., the center channel’s playback unit. Suppose
further that such a center channel is the source device for data,
called a master device herein, and the other wireless loud-
speaker subsystems are the recipients, that is, sink devices,
called slave devices to the master device herein, and further
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suppose that the master device controls the multimedia
stream to the slave devices. That is, the master device wire-
lessly distributes the audio to the other channels’ playback
units each acting as a slave device.

One method of distributing the media data across this kind
of wireless network is to use multicast packets addressed to
the slave devices. This presents an efficient means to deliver
traffic to multiple devices; a single multicast packet is sent on
the wireless network to all devices matching the multicast
address specification rather than different unicast packets
being sent to each individual slave device. Such a method is
known to work well, for example, on a relatively reliable
medium such as a wired Ethernet.

For wireless distribution, e.g., on a wireless local area
network (WLAN), using a single multicast packet may have
drawbacks. One possible drawback is that multicast packet
delivery to the slave devices, e.g., acting as clients in the
network with an access point in the wireless network, is
relatively unreliable because multicast transmission does not
include an acknowledgement from receiving entities, e.g., the
receiving slave devices sending an acknowledgement (an
“ACK”™).

Furthermore, in an infrastructure WLAN that includes an
access point (AP), multicast packets can be delayed signifi-
cantly by the AP when there are client devices that have power
save mode. As is known, in an IEEE 802.11 WLAN, an AP
stores multicast and broadcast traffic and delivers such traffic
only at particular times after what are called DTIM beacon
frames are transmitted by the access point.

Furthermore, multicast packets are typically transmitted at
the lowest basic rate of the wireless network, which, in the
case of a mixed mode IEEE 802.11b/g network, can be as low
as 1 Mbps. This can cause medium saturation even for low
bitrate applications. Furthermore, this means significant
bandwidth is used for the transmission at such a low rate.

Consequently, multimedia systems running across wire-
less networks must either not use multicast packets, or must
implement higher-layer link reliability mechanisms.

An alternate is to include the master device transmitting
unicast packets to each slave device. This has the disadvan-
tage that excessive network bandwidth may need to be con-
sumed. For example, in the example of a 5.1 surround sound
system with one master device and four slave devices, four
times the amount of traffic would need to be transmitted
across the network than in the multicast situation.

Yet another alternate includes using higher-layer retrans-
mission schemes coupled with multicast traffic. This might
have the disadvantage of introducing relatively large delays,
e.g., in worst-case situations. This further might cause net-
work traffic storms in the case that the wireless medium is
disrupted by external interference, so that one or more of the
slave devices do not correctly receive a given packet or
packet(s).

Thus there is need in the art for methods and systems that
combine one or more advantages of multicast transmission,
e.g., efficiency, with one or more advantages of unicast trans-
mission e.g., reliability, thus, for example, providing for a
balance between network bandwidth usage and transmission
reliability.

SUMMARY

Embodiments include a method in a source node of a
packet network e.g., a wireless network, a method in a sink
node of a packet network, and software that when executed by
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a processor implements a method in a source node, software
that when executed by a processor implements a method in a
sink node.

According to one or more aspects, a source node in a
network environment such as a wireless packet network
transmits a data stream, e.g., a stream of media packets to a
plurality of sink nodes, including the source node transmit-
ting a first data stream of unicast packets addressed to at least
a first one of the sink nodes, while other ones of said sink
nodes receive in promiscuous mode traffic on the network
including the data stream. Individual ones of the other sink
nodes, upon ascertaining that there are packets of the stream
that were not received, transmit a re-transmission request to
the source node so that the source node can take corrective
action, and so that all the sink nodes can receive the data
stream, even though the data stream was sent as unicast pack-
ets addressed to fewer than all the sink nodes.

One embodiment includes a method of transmitting a
media data stream from a source node of a packet network,
e.g., a master node in a wireless network to a plurality sink
nodes of the network, e.g., the slave nodes in the wireless
network. The method includes the source node transmitting a
first stream of unicast packets addressed to at least one of the
sink nodes, such that the addressee sink nodes can reliably
receive the first stream while the other non-addressee sink
nodes operate in promiscuous mode in which each can
receive all traffic on the network including the first stream.
The method further includes the source node receiving a
re-transmission request packet from a particular non-ad-
dressee sink node with an indication that the particular non-
addressee sink node has not successfully received one or
more particular packets of the first stream; and the source
node taking action to ensure that the particular non-addressee
sink node receives the one or more particular packets, such
that all sink nodes can receive the complete first stream.

One embodiment includes a carrier medium carrying one
or more computer-readable instructions that when executed
by at least one processor in a source node of a packet network,
e.g., a master node in a wireless network that also includes a
plurality of sink nodes, e.g., the slave nodes in the wireless
network, implement a method of transmitting of a media data
stream from the source node to the sink nodes of the network.
The method includes the source node transmitting a first
stream of unicast packets addressed to at least one of the sink
nodes, such that the addressee sink nodes can reliably receive
the first stream while the other non-addressee sink nodes
operate in promiscuous mode in which each can receive all
traffic on the network including the first stream. The method
further includes the source node receiving a re-transmission
request packet from a particular non-addressee sink node
with an indication that the particular non-addressee sink node
has not successfully received one or more particular packets
of'the first stream; and the source node taking action to ensure
that the particular non-addressee sink node receives the one or
more particular packets, such that all sink nodes can receive
the complete first stream.

One embodiment includes a method in a packet network,
e.g., a wireless network that includes a source node and a
plurality of sink nodes. The method includes a particular sink
node of the network operating in promiscuous mode includ-
ing receiving traffic in the network. The traffic includes a first
data stream of unicast packets, e.g., media data packets trans-
mitted by the source node and addressed to at least another
one of the sink nodes not including the particular sink node.
The method further includes the particular sink node select-
ing the first data stream from the traffic received, the particu-
lar sink node ascertaining whether the particular non-ad-
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dressee sink node has successfully received all packets of the
first stream, and in the case the particular sink node has
ascertained that the particular non-addressee sink node has
not successfully received one or more particular packets,
transmitting a re-transmission request packet to the source
node with an indication that the particular non-addressee sink
node has not successfully received the one or more particular
packets of the first stream, such that the source node can take
action to ensure that the particular non-addressee sink node
receives the one or more particular not-received packets.

One embodiment includes a carrier medium carrying one
or more computer-readable instructions that when executed
by at least one processor in a particular sink node of a packet
network, e.g., a master node in a wireless network that
includes a source node and a plurality of sink nodes, e.g.,
slave nodes in the wireless network, implement a method. The
method includes the particular sink node of the network oper-
ating in promiscuous mode including receiving traffic in the
network, the traffic including a first data stream of unicast
packets transmitted by the source node and addressed to at
least another one of the sink nodes not including the particular
sink node. The method further includes the particular sink
node selecting the first data stream from the traffic received,
the particular sink node ascertaining whether the particular
non-addressee sink node has successfully received all packets
of'the first stream, and in the case the particular sink node has
ascertained that the particular non-addressee sink node has
not successfully received one or more particular packets,
transmitting a re-transmission request packet to the source
node with an indication that the particular non-addressee sink
node has not successfully received the one or more particular
packets of the first stream, such that the source node can take
action to ensure that the particular non-addressee sink node
receives the one or more particular not-received packets.

Particular embodiments may provide all, some, or none of
these aspects, features, or advantages. Particular embodi-
ments may provide one or more other aspects, features, or
advantages, one or more of which may be readily apparent to
aperson skilled in the art from the drawings, descriptions, and
claims herein.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a simple block diagram of an example infra-
structure network for media stream playback that includes
one or more embodiments of the present invention.

FIG. 2 shown a simple block diagram of a wireless loud-
speaker subsystem that includes software that when executed
carry out one or more method embodiments of the present
invention.

FIG. 3 shows a simple example system which includes a
single master device M1 in a wireless network with a first,
second, third and fourth slave device.

FIG. 4 shows a simple example system with two slave-
master devices S1 and S4 and a master device M1 that sources
data.

FIG. 5 shows an example packet exchange to illustrate
some of the inventive aspects of the invention.

FIG. 6 illustrates one embodiment of message exchange
for key synchronization.

FIG. 7 shows a simple flowchart of a method in the master
device.

FIG. 8 shows a simple flowchart of a method embodiment
in a slave-slave device.
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FIG. 9 shows a depiction of an information element used on
one embodiment of the invention.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Embodiments of the invention includes a method, a carrier
medium carrying software that causes at least one processor
to implement the method, and a system that uses unicast
packet streams between a source device-called a master
device and one or more sink devices, called slave devices,
each an intended recipient of a respective unicast stream, and
further one or more other sink devices (called slave devices),
that are not the intended recipients of any of the unicast
streams. Each slave device that is also an intended recipient of
a unicast stream is called a slave-master device herein, and
each slave device that is not an intended recipient of any
unicast stream is called a slave-slave device herein.

FIG. 1 shows an example wireless sound audio system that
includes wireless network links to a plurality of wireless
loudspeaker subsystems. The example shown is a 5.1 sur-
round sound system including a left front wireless loud-
speaker subsystem 103, a right front wireless loudspeaker
subsystem 105, a center front wireless loudspeaker sub-
system 101, a left rear wireless loudspeaker subsystem 107,
and a right rear wireless loudspeaker subsystem 109. FIG. 1
for example describes the audio part of a so-called home
theater system that includes video, and the wireless loud-
speaker subsystems 101, 103, 105, 107, and 109 that wire-
lessly receive audio of audiovisual content. In one embodi-
ment, a real-time source of digital media, e.g., a DVD player
111 provides S/PDIF audio output, and is connected to the
center channel wireless loudspeaker subsystem 101 in this
wireless home theater system. The appropriate audio data
needs to be wirelessly transmitted by the center channel wire-
less loudspeaker subsystem to the respective other wireless
loudspeaker subsystems 103, 105,107, and 109, decoded and
played back within a suitable short period of time so that a
listener does not notice a delay, the lip-sync delay, between
the video being watched and the audio being heard.

In one embodiment, the wireless network is an IEEE
802.11 standard wireless network. One device is elected to be
the main data source in the private network. Such a device is
called a master device herein. In one embodiment, the master
device also functions as an access point of an infrastructure
network. In an alternate embodiment, a separate access point
is included. In the remainder of the description, unless explic-
itly stated otherwise, the access point of the private network is
co-located, e.g., in the master device. In one embodiment, the
master device that also acts as the access point is pre-selected,
e.g., the center channel loudspeaker subsystem 101. Thus, the
access point of the private network acts as a bridge between
the S/PDIF input to the system from the DVD source 111 and
the other loudspeaker subsystems via the wireless network. In
one alternate embodiment, the source of real-time audio or
AV content is from another network. In an alternate embodi-
ment, the master device is selected randomly at start-up.

One specific embodiment includes the wireless loud-
speaker subsystems playing back audio that is streamed from
S/PDIF format output of a source device, such as a DVD
player. The center channel wireless loudspeaker subsystem
101 is elected or pre-selected to run as an access point, and to
run as a master device to serve data to the other wireless
loudspeaker subsystems 103, 105, 107, 109.

One embodiment of the invention is a transmission
method, implemented with 802.11 compliant devices, that
uses unicast packet streams between a master device, e.g.,
center channel wireless loudspeaker subsystem 101 and one
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or more slave devices (“slave-master” devices), with other
slave devices that are not the intended recipients of the unicast
streams (“slave-slave” devices) receiving and examining all
network traffic, called “promiscuously” receiving network
traffic. The slave-slave devices receive multimedia data in this
way. One embodiment further includes a higher-layer re-
transmission method to ensure that if any slave-slave device
does not receive a packet correctly, the slave-slave device can
request a re-transmission of the “lost” packet as unicast data
to the slave-slave device.

FIG. 2 shown a simple block diagram of a wireless loud-
speaker subsystem 200 that includes a wireless interface that
includes an antenna subsystem 211, which is connected to a
wireless network transceiver unit 212 that implements a wire-
less station, e.g., one conforming to the IEEE 802.11 wireless
network standard. In one embodiment, transceiver 212
includes a standard commercial IEEE 802.11 chipset, e.g.,
one made by Atheros Communications, Inc. The wireless
transceiver unit 212 is coupled to a microcontroller 213 thatin
one embodiment is a DSP device and that runs programs on
the wireless loudspeaker subsystem 200. In one embodiment,
the microcontroller 213 is arranged to run programs under an
operating system, e.g., a Linux operating system, and
includes a PowerPC core. The operating system and other
programs 231, including programs that implement one or
more of the method embodiments of the invention, can be
stored in a memory 215. Although such details are not shown
in FIG. 2, in order not to obscure the inventive aspects, those
in the art will understand that some of the signal wires of
microcontroller 213, of memory 215, and of wireless trans-
ceiver 212 are coupled to each other via a bus subsystem.

The playback unit 200 is arranged to receive audio streams
that are then converted (“rendered”) by the microcontroller
213 and other components to a form a set of digital samples
for output. These can conform to the standard 12S format, or
in any other form.

The digital audio samples are for forwarding via a clock
control circuit 220 to a digital-to-analog converter (DAC) 228
via a downsampler 227 for analog conversion before output
via an audio amplifier 229 to at least one loudspeaker 214.

FIG. 3 shows a simple example system that includes a
single master device 301 shown as M1, which can be, for
example, the center channel loudspeaker subsystem 101 of
FIG. 1, wirelessly coupled with a first, a second, a third and a
fourth slave device 303, 305, 307, and 309, respectively,
shown as S1, S2, S3, and S4 respectively. The master device
301 receives the audio data, e.g., in S/PDIF format, e.g., from
a source device 111, and packetizes the data, including mark-
ing each packet with a unique, monotonically increasing
sequence number. The master device 301 sources a media
stream to the slave devices 303, 305, 307, and 309 of FIG. 3.
In one example, the data is streamed using a unicast packet
stream addressed to one of the slave devices—in this example
to the first slave device 303, so S1303 is a slave-master device.
The data is received in the other slave devices 305, 307, and
309 by each of the second, third, and fourth slave devices 305,
307, and 309—slave-slave devices in this example—operat-
ing in so-called promiscuous mode in which each slave-slave
device receives and examines all packets on the wireless
medium, including the unicast packets addressed to the slave-
master device 303. In one embodiment, each slave-slave
device, 305 and 307, is configured to select the unicast M1-to-
S1 packets and to pass such selected packets to a playback
application running on the respective device to render the
audio or video data, e.g., to the device’s loudspeaker.

While the transmission to the first slave device—the slave-
master device 303—is reliable, there may be lost packets in
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one or more of the slave-slave devices 305, 307, and 309.
Each slave-slave device includes software, e.g., software
operating at the application layer that deals with packets that
are lost, e.g., packets that have missing sequence numbers. In
the case a sequence number of a sequence of packets is
ascertained to be missing at a particular slave-slave device,
the particular slave-slave device wirelessly sends a message
to the master device M1 301, with a request for the packet or
packets having missing sequence number(s) to be re-trans-
mitted. The master device 301 receives a re-transmission
request from the particular slave-slave device, and sends the
missing packets according to the missing sequence number(s)
in the re-transmission request. The sending of the missing
packet(s) is by unicast packet(s) addressed to the requesting
particular slave-slave device.

In one embodiment in which the wireless coupling con-
forms to the IEEE 802.11 standard, a method is included of
detecting missing packet sequence numbers. The missing
packet detection method uses beacon frames that include
additional information, in one embodiment in the form of a
vendor-specific information element (IE). Recall that beacon
frames are broadcast from time to time, e.g., periodically
from a access point. The IEEE 802.11 beacon format provides
for vendor-specific extensions in the form of vendor specific
IEs. FIG. 9 shows one embodiment of an IE used in one
embodiment of the present invention. The sequence number
field in the information element contains the last transmitted
packet’s sequence number of the unicast stream, and is
updated from time to time, e.g., periodically on the master
device, e.g., device 301 as the unicast stream packets are
transmitted. The periodic beacon frame is sent at the lowest
basic rate of the BSS, hence is more likely to be received by
all listening clients. Thus, in cases where a slave-slave device
temporarily suffers from localized interference, and cannot
successfully receive the higher bit-rate slave-master packets
promiscuously, it may still be able to successfully receive the
beacon frames and determine that it is not receiving the uni-
cast stream through comparison of the sequence number
within the beacon frame and the last successfully received
promiscuous unicast stream packet.

One skilled in the art will understand that the periodic
update of the beacon frame information element can be
extended to include other media and stream state information,
thus preventing the system from potentially losing important
control commands that may be embedded within the unicast
media stream. One embodiment of the invention uses the
information element to provide master volume levels and
current media playback state to all of the slave devices, as
shown in FIG. 9.

In another embodiment, there is a single master, more than
one slave-master devices, and one or more slave-slave
devices. FIG. 4 shows one example system with two slave-
master devices, S1303 and S4 309. The master device is again
M1 301, and there are two slave-slave devices 305, 307. Asin
the example of FIG. 3, each slave-slave device 305, 307
receives all traffic in promiscuous mode, including the M1-to-
S1 unicast packets and the M1-to-S4 unicast packets. In the
case that a sequence number of a sequence of packets is
ascertained to be missing at a particular slave-slave device,
the particular slave-slave device wirelessly sends a message
to the master device, with a request for the packet or packets
having missing sequence number(s) to be re-transmitted. The
master device receives a re-transmission request from the
particular slave-slave device, and sends the missing packets
according to the missing sequence number(s) in the re-trans-
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mission request. The sending of the missing packet(s) is by
unicast packet(s) addressed to the requesting particular slave-
slave device.

In the case of more than one slave-master device, because
each slave-slave device now can receive more than one uni-
cast stream, the probability that each packet in the sequence
will be received is higher than if there is only one unicast
stream which the slave-slave devices can receive. Thus, com-
munication to all slave devices will be more reliable than the
case of there being only a single slave-master device.

Thus one in the art can appreciate that there is a tradeoff
possible between network throughput and traffic reliability by
having more or fewer slave-master devices. Assuming the
same data rate for all unicast transmissions, the highest reli-
ability corresponding to the lowest throughput, is the case of
unicasting to each of the slave devices, so that no slave
devices receive the data only while in promiscuous mode,
while the highest throughout, corresponding to the lowest
reliability spectrum is the case of the master unicasting to a
single slave device, with all the other slave-slave device(s)
receiving the data while in promiscuous mode.

Thus has been described a method of reliable transmission
to all slave devices achieved by sending unicast packets to one
or more slave-master devices, while one or more slave-slave
devices receive traffic in promiscuous mode. Thus, reliability
is achieved, but the bandwidth requirement is reduced com-
pared to sending unicast to each of the slave devices.

These example embodiments of the invention are by no
means the only possible variations, and one skilled in the art
would understand there are a multitude of different setups and
schemes that are encapsulated by this invention.

Returning to FIG. 3 to the case of a single slave-master
device, e.g., S1303. One alternate embodiment includes the
master device 301 monitoring the error rate of each slave-
slave device, e.g., as indicated by the rates of receiving re-
transmission from each slave-slave device, and detecting if
the error rate from a particular slave-slave device becomes
relatively high, as indicated by an error rate exceeding a
pre-defined error threshold, indicated by the rate of receipt of
re-transmission requests exceeding a pre-defined threshold.
In one embodiment the pre-defined threshold is settable by
the user. Suppose, for example, that a particular slave-slave
device, say S3 307, sends re-transmission requests relatively
frequently, and that these are received by the master device.
This might indicate that the particular slave-slave device 307
cannot reliably receive the M1-t0-S1 unicast traffic. In one
embodiment, the master device 301 re-addresses the unicast
stream previously addressed to the first slave S1 303 to the
frequently-requesting slave S3 307, that now becomes the
slave-master device. Using standard transport mechanisms,
the new transmit rate of the unicast stream will be the highest
transmit rate that the new unicast slave-master, now S3 307,
can support. It is highly likely that the previous slave-master
S1303, now a slave-slave, will be able to correctly receive the
packets at this new rate, so that there should be fewer if any
re-transmission requests from the now slave-slave device 303
than there were from the previous slave-slave, now slave-
master device 307.

FIG. 5 shows an example packet exchange to illustrate
some of the inventive aspects of the invention. FIG. 5 shows
a single master device (M1) 301 and three slave devices (S1,
S2, S3) 303, 305, and 307. The first slave S1303 is the slave-
master, i.e., the addressee of the unicast frames from the
master device 301, while the other slave devices 305 and 307
are slave-slaves that are arranged in operation to receive net-
work traffic in promiscuous mode.
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The master device 301 sends a M1-to-S1 unicast data
packet 501. This is wirelessly received and examined by the
slave-slave devices 305 and 307 in promiscuous mode, as
shown by messages 502 and 503. In this drawing, dotted line
arrows are used to show messages that are received or receiv-
able by the slave-slave devices, but addressed to the slave-
master device.

In this example, master device 301 sends the next M1-to-
S1 unicast data packet 504, which is successfully received by
the slave-master device 303, and also by the second slave
device 305 in promiscuous mode (the receipt shown as 505),
but not received by the third slave device S3 307, as shown by
the broken arrow 506 and the X.

Master device 301 sends the next M1-to-S1 unicast data
packet 507, which is successfully received by the slave-mas-
ter device 303, and also by the second and third slave devices
305, 307. At this point, the third slave device S3 307 realizes
it has missed a packet.

S3 307 sends a re-transmit request (508) to the master
device M1 301, indicating it has dropped a packet, the re-
transmit request indicating the missing packet number. M1
can take several actions at this point. In one embodiment, the
master device in response can send the missing packet as a
unicast transmission addressed to the requesting slave-slave
device S3 307.

In the example of FIG. 5, suppose that the master has stored
a history of which slave-slave device has made re-transmis-
sions, and, based for example on some history of the third
slave device S3 307 previously missing packets, the master
device 301 decides to switch from sending unicast packets
addressed to S1 303 to sending unicast packets addressed to
S3 307. In one embodiment, as a result of the decision to
switch the addressee of unicast packets, the master device
sends messages addressed to each slave device including the
addressee of the new slave-master device so that the non
slave-master devices, now devices 303 and 305, can switch to
promiscuous mode, and also to select messages addressed
from the master device to the new slave-master device 307.

In messages 509, 510, and 511, the master informs the
slave devices 303, 305, and 307, respectively of the new
topology such that after receipt of these messages, S3 307 is
the slave-master device.

The message 512 is the first M1-to-S3 unicast packet from
the master device 301. This message is promiscuously receiv-
able and examinable by the other two slave devices, S1303
and S2 305 that are now slave-slave devices.

In FIG. 5 messages 501-503 and message 512 are unicast
data stream packets. Each of messages 508-511 are control
packets. Two types of control messages are introduced: the
first is a re-transmission message that includes, in one
embodiment in a first new information element (IE): a stream
identifier, sequence number(s) of the missing packet
number(s) of the stream, the MAC address of the requesting
device, and, in one embodiment in which the data is for
multi-channel audio playback, which channel the particular
slave device plays back. The second message is a slave-
master switch message transmitted to each slave device to
indicate a new slave master device. The slave-master switch
message includes, in one embodiment in a second new infor-
mation element (IE): a stream identifier, the starting sequence
number(s) of the stream that is to be addressed to the new
slave-master device, and the address of the new slave master
device.

In an alternate embodiment, the master device reduces the
transmit rate to the slave, S1, thus raising the probability that
the other slaves will successfully receive the packet while
operating (receiving) in promiscuous mode.
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Note that while one embodiment includes application layer
software instructions that cause the processor in a slave
device to carry packet selecting, the ascertaining of missing
packets, and the re-transmission requests, and the receiving of
missing packets transmitted by the master device receiving
the re-transmission request, in another embodiment, the soft-
ware instructions are part of a lower-layer in the network
interface stack of the device. Similarly, while one embodi-
ment includes application layer software instructions that
cause the processor in a master device to receive and interpret
re-transmission requests, to send out re-transmissions, and in
some embodiments, to decide to switch the slave master and
send out control packets to the slave devices to indicate the
change of the slave-master device, in another embodiment,
the software instructions are part of a lower-layer in the net-
work interface stack of the device.

Again, one skilled in the art will appreciate that these
modifications and extensions are not the only applications of
this invention. There are many other modifications that fall
under the umbrella of this invention.

Another aspect of this invention is key exchange to ensure
security and to ensure that the slave-slave and slave-master
devices can securely receive the unicast packets to the slave-
master device. Suppose for example, that an EAP authenti-
cation method, WPA2, or any of the IEEE 802.11i or WPA
variants is used for authenticating the slave devices and mas-
ter device to the network, one embodiment includes unicast
key synchronization to ensure that all devices use the same
unicast key for receiving unicast frames from the master
device, whether the receiving is by the addressee of the uni-
cast frames, i.e., a slave master device, or by the device
receiving while in promiscuous mode. In one embodiment,
unicast key synchronization is carried out using an EAP-key
message as described, for example, in the IEEE 802.111 stan-
dard. In another embodiment, a custom message transmitted
from the master to the slave-master and slave-slave devices
initiates the key exchange.

FIG. 6 illustrates one embodiment of message exchange
for key synchronization. FIG. 6 shows a single master device
(M1) 301 and three slave devices (S1, S2, S3) 303, 305, and
307. The first slave S1 303 is the slave-master, i.e., the
addressee of the unicast frames from the master device 301,
while the other slave devices 305 and 307 are slave-slaves that
are arranged in operation to receive network traffic in promis-
cuous mode.

In FIG. 6, message exchanges 601, 602 and 603 represent
the 802.11 and/or higher level EAP authentications using
4-messages per key exchange. Message exchange 604 repre-
sents the synchronization of the transmit keys between all
devices inthe system. In this case, the contents of the message
to each client is encapsulated within an EAP-key packet,
encrypted as per normal traffic across the network. After
message exchange sequence 604 completes, all the devices in
the network will be operating with the same unicast network
key.

FIG. 7 shows a simple flowchart of a method in the master
device. The method is of transmitting of a media data stream
from a source node of a packet network, e.g., a master node in
awireless network to a plurality of sink nodes of the network,
e.g., the slave nodes in the wireless network. The method
includes in 701 the source node transmitting a first stream of
unicast packets addressed to at least one of the sink nodes,
such that the addressee sink nodes can reliably receive the
first stream while the other non-addressee sink nodes operate
in promiscuous mode in which each can receive all traffic on
the network including the first stream. The method further
includes in 703 the source node receiving a re-transmission
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request packet from a particular non-addressee sink node
with an indication that the particular non-addressee sink node
has not successfully received one or more particular packets
of'the first stream; and in 705 the source node taking action to
ensure that the particular non-addressee sink node receives
the one or more particular packets, such that all sink nodes can
receive the complete first stream.

FIG. 8 shows a simple flowchart of a method embodiment
in a slave-slave device. The method is in a packet network,
e.g., a wireless network that includes a source node and a
plurality of sink nodes. The method includes in 801 a particu-
lar sink node of the network operating in promiscuous mode
including receiving traffic in the network. The traffic includes
a first data stream of unicast packets, e.g., media data packets
transmitted by the source node and addressed to at least
another one of the sink nodes not including the particular sink
node. The method further includes in 803 the particular sink
node selecting the first data stream from the traffic received,
the particular sink node in 805 ascertaining whether the par-
ticular non-addressee sink node has failed to successfully
receive any packets of the first stream, and, in 807, in the case
that the particular sink node has ascertained that the particular
non-addressee sink node has not successfully received one or
more particular packets, transmitting a re-transmission
request packet to the source node with an indication that the
particular non-addressee sink node has not successfully
received the one or more particular packets of the first stream,
such that the source node can take action to ensure that the
particular non-addressee sink node receives the one or more
particular not-received packets. In 809, the missing packets
are received as a result of the source node taking corrective
action.

In keeping with common industry terminology, the terms
“base station”, “access point”, and “AP” may be used inter-
changeably herein to describe an electronic device that may
communicate wirelessly (or more broadly though a medium
such as power lines; see below) and substantially simulta-
neously with multiple other electronic devices, while the
terms “client,” “slave device” and “STA” may be used inter-
changeably to describe any of those multiple other electronic
devices, which may have the capability to be moved and still
communicate, though movement is not a requirement. How-
ever, the scope of the invention is not limited to devices that
are labeled with those terms.

While an embodiment for operation conforming to the
IEEE 802.11 standard has been described, the invention may
be embodied using devices conforming to other wireless net-
work standards and for other applications, including, for
example other WLAN standards and other wireless stan-
dards. Applications that can be accommodated include IEEE
802.11 wireless LANs and links, wireless Ethernet, HIPER-
LAN 2, European Technical Standards Institute (ETSI)
broadband radio access network (BRAN), and multimedia
mobile access communication (MMAC) systems, wireless
local area networks, local multipoint distribution service
(LMDS) IF strips, wireless digital video, wireless USB links,
wireless IEEE 1394 links, TDMA packet radios, low-cost
point-to-point links, voice-over-IP portable “cell phones”
(wireless Internet telephones), etc.

In the context of this document, the term “wireless” and its
derivatives may be used to describe circuits, devices, systems,
methods, techniques, communications channels, etc., that
may communicate data through the use of modulated electro-
magnetic radiation through a non-solid medium. The term
does not imply that the associated devices do not contain any
wires, although in some embodiments they might not.
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Unless specifically stated otherwise, as apparent from the
following discussions, it is appreciated that throughout the
specification discussions utilizing terms such as “process-
ing,” “computing,” “calculating,” “determining” or the like,
refer to the action and/or processes of a computer or comput-
ing system, or similar electronic computing device, that
manipulate and/or transform data represented as physical,
such as electronic, quantities into other data similarly repre-
sented as physical quantities.

In a similar manner, the term “processor” may refer to any
device or portion of a device that processes electronic data,
e.g., from registers and/or memory to transform that elec-
tronic data into other electronic data that, e.g., may be stored
in registers and/or memory. A “computer” or a “computing
machine” or a “computing platform” may include one or
more processors.

The methodologies described herein are, in one embodi-
ment, performable by one or more processors that accept
computer-readable (also called machine-readable) code con-
taining a set of instructions that when executed by one or more
of the processors carry out at least one of the methods
described herein. Any processor capable of executing a set of
instructions (sequential or otherwise) that specify actions to
be taken are included. Thus, one example is a typical process-
ing system that includes one or more processors. Each pro-
cessor may include one or more of a CPU, a graphics pro-
cessing unit, and a programmable DSP unit. The processing
system further may include a memory subsystem including
main RAM and/or a static RAM, and/or ROM. A bus sub-
system may be included for communicating between the
components. The processing system further may be a distrib-
uted processing system with processors coupled by a net-
work. If the processing system requires a display, such a
display may be included, e.g., a liquid crystal display (LCD)
or a cathode ray tube (CRT) display. If manual data entry is
required, the processing system also includes a source device
such as one or more of an alphanumeric input unit such as a
keyboard, a pointing control device such as a mouse, and so
forth. The term memory unit as used herein, if clear from the
context and unless explicitly stated otherwise, also encom-
passes a storage system such as a disk drive unit. The pro-
cessing system in some configurations may include a sound
output device, and a network interface device. The memory
subsystem thus includes a computer-readable carrier medium
that carries computer-readable code (e.g., software) including
a set of instructions to cause performing, when executed by
one or more processors, one of more of the methods described
herein. Note that when the method includes several elements,
e.g., several steps, no ordering of such elements is implied,
unless specifically stated. The software may reside in the hard
disk, or may also reside, completely or at least partially,
within the RAM and/or within the processor during execution
thereof by the computer system. Thus, the memory and the
processor also constitute computer-readable carrier medium
carrying computer-readable code.

Furthermore, a computer-readable carrier medium may
form, or be included in a computer program product.

In alternative embodiments, the one or more processors
operate as a standalone device or may be connected, e.g.,
networked to other processor(s), in a networked deployment,
the one or more processors may operate in the capacity of a
server or a client machine in server-client network environ-
ment, or as a peer machine in a peer-to-peer or distributed
network environment. The one or more processors may form
apersonal computer (PC), a tablet PC, a set-top box (STB), a
Personal Digital Assistant (PDA), a cellular telephone, a web
appliance, a network router, switch or bridge, or any machine
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capable of executing a set of instructions (sequential or oth-
erwise) that specify actions to be taken by that machine.

Note that while some diagram(s) only show(s) a single
processor and a single memory that carries the computer-
readable code, those in the art will understand that many of
the components described above are included, but not explic-
itly shown or described in order not to obscure the inventive
aspect. For example, while only a single machine is illus-
trated, the term “machine” shall also be taken to include any
collection of machines that individually or jointly execute a
set (or multiple sets) of instructions to perform any one or
more of the methodologies discussed herein.

Thus, one embodiment of each of the methods described
herein is in the form of a computer-readable carrier medium
carrying a set of instructions, e.g., a computer program that
are for execution on one or more processors, €.g., one or more
processors that are part of a wireless loudspeaker system for
playback of audio. Thus, as will be appreciated by those
skilled in the art, embodiments of the present invention may
be embodied as a method, an apparatus such as a special
purpose apparatus, an apparatus such as a data processing
system, or a computer-readable carrier medium, e.g., a com-
puter program product. The computer-readable carrier
medium carries computer readable code including a set of
instructions that when executed on one or more processors
cause a processor or processors to implement a method.
Accordingly, aspects of the present invention may take the
form of a method, an entirely hardware embodiment, an
entirely software embodiment or an embodiment combining
software and hardware aspects. Furthermore, the present
invention may take the form of carrier medium (e.g., a com-
puter program product on a computer-readable storage
medium) carrying computer-readable program code embod-
ied in the medium.

The software may further be transmitted or received over a
network via a network interface device. While the carrier
medium is shown in an example embodiment to be a single
medium, the term “carrier medium” should be taken to
include a single medium or multiple media (e.g., a centralized
or distributed database, and/or associated caches and servers)
that store the one or more sets of instructions. The term
“carrier medium” shall also be taken to include any medium
that is capable of storing, encoding or carrying a set of instruc-
tions for execution by one or more of the processors and that
cause the one or more processors to perform any one or more
of the methodologies of the present invention. A carrier
medium may take many forms, including but not limited to,
non-volatile media, volatile media, and transmission media.
Non-volatile media includes, for example, optical, magnetic
disks, and magneto-optical disks. Volatile media includes
dynamic memory, such as main memory. Transmission media
includes coaxial cables, copper wire and fiber optics, includ-
ing the wires that comprise a bus subsystem. Transmission
media also may also take the form of acoustic or light waves,
such as those generated during radio wave and infrared data
communications. For example, the term “carrier medium”
shall accordingly be taken to include, but not be limited to,
solid-state memories, a computer product embodied in opti-
cal and magnetic media, a medium bearing a propagated
signal detectable by at least one processor of one or more
processors and representing a set of instructions that when
executed implement a method, a carrier wave bearing a
propagated signal detectable by at least one processor of the
one or more processors and representing the set of instruc-
tions a propagated signal and representing the set of instruc-
tions, and a transmission medium in a network bearing a
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propagated signal detectable by at least one processor of the
one or more processors and representing the set of instruc-
tions.

It will be understood that the steps of methods discussed
are performed in one embodiment by an appropriate proces-
sor (or processors) of a processing (i.e., computer) system
executing instructions (computer-readable code) stored in
storage. It will also be understood that the invention is not
limited to any particular implementation or programming
technique and that the invention may be implemented using
any appropriate techniques for implementing the functional-
ity described herein. The invention is not limited to any par-
ticular programming language or operating system.

Reference throughout this specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure or characteristic described in connection with the
embodiment is included in at least one embodiment of the
present invention. Thus, appearances of the phrases “in one
embodiment” or “in an embodiment” in various places
throughout this specification are not necessarily all referring
to the same embodiment, but may. Furthermore, the particular
features, structures or characteristics may be combined in any
suitable manner, as would be apparent to one of ordinary skill
in the art from this disclosure, in one or more embodiments.

Similarly it should be appreciated that in the above descrip-
tion of example embodiments of the invention, various fea-
tures of the invention are sometimes grouped together in a
single embodiment, figure, or description thereof for the pur-
pose of streamlining the disclosure and aiding in the under-
standing of one or more of the various inventive aspects. This
method of disclosure, however, is not to be interpreted as
reflecting an intention that the claimed invention requires
more features than are expressly recited in each claim. Rather,
as the following claims reflect, inventive aspects lie in less
than all features of a single foregoing disclosed embodiment.
Thus, the claims following the Detailed Description are
hereby expressly incorporated into this Detailed Description,
with each claim standing on its own as a separate embodiment
of this invention.

Furthermore, while some embodiments described herein
include some but not other features included in other embodi-
ments, combinations of features of different embodiments are
meant to be within the scope of the invention, and form
different embodiments, as would be understood by those in
the art. For example, in the following claims, any of the
claimed embodiments can be used in any combination.

Furthermore, some of the embodiments are described
herein as a method or combination of elements of a method
that can be implemented by a processor of a computer system
or by other means of carrying out the function. Thus, a pro-
cessor with the necessary instructions for carrying out such a
method or element of a method forms a means for carrying
out the method or element of a method. Furthermore, an
element described herein of an apparatus embodiment is an
example of a means for carrying out the function performed
by the element for the purpose of carrying out the invention.

In the description provided herein, numerous specific
details are set forth. However, it is understood that embodi-
ments of the invention may be practiced without these spe-
cific details. In other instances, well-known methods, struc-
tures and techniques have not been shown in detail in order
not to obscure an understanding of this description.

As used herein, unless otherwise specified the use of the
ordinal adjectives “first”, “second”, “third”, etc., to describe a
common object, merely indicate that different instances of
like objects are being referred to, and are not intended to
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imply that the objects so described must be in a given
sequence, either temporally, spatially, in ranking, or in any
other manner.

All publications, patents, and patent applications cited
herein are hereby incorporated by reference.

Any discussion of prior art in this specification should in no
way be considered an admission that such prior art is widely
known, is publicly known, or forms part of the general knowl-
edge in the field.

In the claims below and the description herein, any one of
the terms comprising, comprised of or which comprises is an
open term that means including at least the elements/features
that follow, but not excluding others. Thus, the term compris-
ing, when used in the claims, should not be interpreted as
being limitative to the means or elements or steps listed
thereafter. For example, the scope of the expression a device
comprising A and B should not be limited to devices consist-
ing only of elements A and B. Any one of the terms including
or which includes or that includes as used herein is also an
open term that also means including at least the elements/
features that follow the term, but not excluding others. Thus,
including is synonymous with and means comprising.

Similarly, it is to be noticed that the term coupled, when
used in the claims, should not be interpreted as being limita-
tive to direct connections only. The terms “coupled” and
“connected,” along with their derivatives, may be used. It
should be understood that these terms are not intended as
synonyms for each other. Thus, the scope of the expression a
device A coupled to a device B should not be limited to
devices or systems wherein an output of device A is directly
connected to an input of device B. It means that there exists a
path between an output of A and an input of B which may be
a path including other devices or means. “Coupled” may
mean that two or more elements are either in direct physical or
electrical contact, or that two or more elements are not in
direct contact with each other but yet still co-operate or inter-
act with each other.

Thus, while there has been described what are believed to
be the preferred embodiments of the invention, those skilled
in the art will recognize that other and further modifications
may be made thereto without departing from the spirit of the
invention, and it is intended to claim all such changes and
modifications as fall within the scope of the invention. For
example, any formulas given above are merely representative
of procedures that may be used. Functionality may be added
or deleted from the block diagrams and operations may be
interchanged among functional blocks. Steps may be added
or deleted to methods described within the scope of the
present invention.

We claim:

1. A method of transmitting of a media data stream from a
source node of a packet network to a plurality of sink nodes of
the network, being a network wherein the source node and
sink nodes communicate with one another wirelessly via a
common access point, the method comprising:

the source node transmitting a first stream of unicast pack-

ets addressed to at least one of the sink nodes, and not
addressed to the other non-addressee sink nodes, such
that the addressee sink nodes are operative to reliably
receive the first stream via the unicast transmission,
while the other non-addressee sink nodes operate in
promiscuous mode in which each can receive all traffic
on the network including the first stream, wherein each
of the other non-addressee sink nodes is configured to
receive the first stream and determine whether one or
more particular packets of the first stream have not been
successfully received;
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receiving a re-transmission request packet from a particu-
lar non-addressee sink node with an indication that the
particular non-addressee sink node has not successfully
received one or more particular packets of the first
stream; and

taking action to ensure that the particular non-addressee
sink node receives the one or more particular packets,

such that all sink nodes are operative to receive the com-
plete first stream.

2. A method as claimed in claim 1, wherein the transmitting
is by way of a wireless network, and wherein at least some of
the sink nodes include a wireless loudspeaker subsystem for
playback of audio.

3. A method as claimed in claim 1, wherein the first stream
is sent by unicast packets addressed to more than one sink
node.

4. A method as claimed in claim 1, wherein the first stream
is sent by unicast packets addressed to one sink node, the
other sink nodes being the non-addressee sink nodes.

5. A method as claimed in claim 1, wherein the taking of
action includes the source node transmitting the one or more
particular packets of the first stream as one or more unicast
packets addressed to the particular sink node from which the
re-transmission request packet was received.

6. A method as claimed in claim 1, further comprising
monitoring the error rates of receipt by the non-addressee
sink nodes and wherein the action includes, in the case that an
error rate is ascertained to be more than a pre-defined thresh-
old, switching the one or more addressee sink nodes to be
those one or more sink nodes that have relatively high respec-
tive error rates of reception.

7. A method as claimed in claim 6, wherein the error rate
for a non-addressee sink node is indicated by the rate of
receipt of re-transmission requests from the particular non-
addressee sink node.

8. A method as claimed in claim 1, wherein the taking of
action includes the source node reducing the rate at which the
first node transmits the first stream as unicast packets
addressed to the at least one of the sink nodes.

9. A method as claimed in claim 1, further comprising prior
to the transmitting of the first stream, assigning sequence
indicators to the packets of the first stream so that a receiving
node is operative to ascertain whether a packet has not been
received, and further is operative to indicate in a re-transmis-
sion request the sequence indicator of a packet that have not
been received.

10. A method in a packet network that includes a source
node and a plurality of sink nodes, being a network wherein
the source node and sink nodes communicate with one
another wirelessly via a common access point, the method
comprising:

a particular sink node of the network operating in promis-
cuous mode including receiving traffic on the network,
the traffic including a first data stream of unicast packets
sent by the source node and addressed to at least another
one of the sink nodes not including the particular sink
node;

the particular sink node selecting the first data stream from
the traffic received;

the particular sink node ascertaining whether the particular
non-addressee sink node has successfully received all
packets of the first stream; and

in the case that the particular sink node has ascertained that
the particular non-addressee sink node has not success-
fully received one or more particular packets, transmit-
ting a re-transmission request packet to the source node
with an indication that the particular non-addressee sink
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node has not successfully received the one or more par-
ticular packets of the first stream, wherein the source
node is operative to take action to ensure that the par-
ticular non-addressee sink node receives the one or more
particular not-received packets.

11. A method as claimed in claim 10, wherein the trans-
mitting is by way of a wireless network, and wherein the
particular sink node includes a wireless loudspeaker sub-
system for playback of audio.

12. A method as claimed in claim 10, wherein the first
stream is sent by unicast packets addressed to more than one
sink node.

13. A method as claimed in claim 10, wherein the first
stream is sent by unicast packets addressed to one sink node.

14. A method as claimed in claim 10, further comprising
receiving one or more unicast packets addressed to the par-
ticular sink node, the unicast packets addressed to the par-
ticular sink node being transmitted by the source node as a
result of the source node taking action in response to receiv-
ing the re-transmission request packet.

15. A method as claimed in claim 10, further comprising
receiving a packet from the source node indicating that the
unicast packets of the first stream are to be packets addressed
to a different sink node.

16. A non-transitory computer-readable carrier medium
carrying a set of instructions that when executed by one or
more processors in a source node of a packet network, being
a network wherein the source node and sink nodes commu-
nicate with one another wirelessly via a common access
point, cause the one or more processors to carry out a method
oftransmitting of a media data stream from the source node to
a plurality of sink nodes of the network, the method compris-
ing:

the source node transmitting a first stream of unicast pack-

ets addressed to at least one of the sink nodes, and not
addressed to the other non-addressee sink nodes, such
that the addressee sink nodes are operative to reliably
receive the first stream while the other non-addressee
sink nodes operate in promiscuous mode in which each
can receive all traffic on the network including the first
stream, wherein each of the other non-addressee sink
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nodes is configured to receive the first stream and deter-
mine whether one or more particular packets of the first
stream have not been successfully received;

receiving a re-transmission request packet from a particu-
lar non-addressee sink node with an indication that the
particular non-addressee sink node has not successfully
received one or more particular packets of the first
stream; and

taking action to ensure that the particular non-addressee
sink node receives the one or more particular packets,

such that all sink nodes are operative to receive the com-
plete first stream.

17. A non-transitory computer-readable carrier medium
carrying a set of instructions that when executed by one or
more processors in a particular sink node of a packet network
comprising a source node and a plurality of sink nodes, being
a network wherein the source node and sink nodes commu-
nicate with one another wirelessly via a common access
point, cause the one or more processors to carry out a method
comprising:

a particular sink node in the source node operating in
promiscuous mode including receiving traffic on the
network, the traffic including a first data stream of uni-
cast packets addressed to at least another one of the sink
nodes not including the particular sink node;

the particular sink node selecting the first data stream from
the traffic received;

the particular sink node ascertaining whether the particular
non-addressee sink node has successfully received all
packets of the first stream; and

in the case that the particular sink node has ascertained that
the particular non-addressee sink node has not success-
fully received one or more particular packets, transmit-
ting a re-transmission request packet to the source node
with an indication that the particular non-addressee sink
node has not successfully received the one or more par-
ticular packets of the first stream, wherein the source
node is operative to take action to ensure that the par-
ticular non-addressee sink node receives the one or more
particular not-received packets.
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