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CLASSIFIER 
VO) 

(57) ABSTRACT 

A method and apparatus is provided for estimating the 
number of bits output from a Video coder given a known 
Spatial data content, G={g, . . . , gn}, of a group of 
luminance and chrominance blocks, and a known coding 
mode, d, where d represents the index of Said coding mode. 
The method comprises the Steps of extracting a significant 
part of the Spatial data content, G, in relation to the coding 
mode, d, to yield a feature vector F, the feature vector 
representing Statistics and Signal components of the lumi 
nance and chrominance data of the luminance and chromi 
nance blocks, mapping the feature vector to yield a class 
index, c, for Said respective group of luminance and chromi 
nance blocks, mapping the class index, c, in relation to a 
quantization parameter, q, where the quantization parameter 
controls the Scale of the bin size of the quantizer applied to 
the transform coefficients, to yield an estimated number of 
quantization bits for the group of luminance and chromi 
nance blocks, and determining an estimated total number of 
coding bits for the group of luminance and chrominance 
blocks from the combination of the estimated number of 
quantization bits and an estimated number of overhead bits, 
wherein the overhead bits represent the additional bits 
expended to represent respective portions of the bitstream. 
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METHOD AND APPARATUS FORESTIMATING 
AND CONTROLLING THE NUMBER OF BITS 

OUTPUT FROM AVIDEO CODER 

BACKGROUND OF THE INVENTION 

0001) 1. Field of the Invention 
0002 The present invention relates to signal processing, 
and in particular, to a method and apparatus for estimating 
and controlling the number of bits output from a Video coder. 
0003 2. Description of the Related Art 
0004 Numerous international video coding standards 
have been established over the last decade. MPEG-1, for 
example, defines a bitstream for compressed Video and 
audio optimized to fit into a bandwidth of 1.5 Mbits/sec. 
This rate is special because it is the data rate of uncom 
pressed audio CDs and DATS. 
0005 MPEG-1 is defined to begin with a relatively 
low-resolution video sequence of about 352x240 framesX30 
frames/sec., but use original high (CD) quality audio. The 
images are in color, but are converted into YUV space (a 
color space represented by luminance (Y) and two color 
differences (U and V)). 
0006. The basic scheme of MPEG-1 is to predict motion 
from frame-to-frame in the temporal direction, and then to 
use discrete cosine transforms (DCTs) to organize the redun 
dancy in the spatial directions. The DCTs are performed on 
8x8 blocks, and the motion prediction is done in the lumi 
nance channel (Y) on 16x16 blocks (each of the 16x16 Y 
and the corresponding 8x8 U and V block pairs is considered 
to be a macroblock). 
0007. In other words, given the 16x16 block in a current 
frame to be coded, a close match to that block in a previous 
or future frame (there are backward prediction modes where 
later frames are Sent first to allow interpolating between 
frames) is desired. 
0008. The DCT coefficients of either the actual data, or 
the difference between the block and the close match, are 
“quantized,” in that they are coarsely represented by fewer 
number of bits by means of (shifting and) integer dividing by 
a quantization parameter to yield quantization levels. By 
quantization, it is desired that many of these DCT coeffi 
cients will become “0” and drop out. 
0009. The result of the coding, including the motion 
vectors and the quantization levels are variable length coded 
using fixed tables. The quantization levels are ZigZag. 
Scanned and ordered into a one-dimensional array. Each 
nonzero level is represented by a codeword indicating a 
run-length of ZeroS preceding in the Scan order, the nonzero 
value of the level that ended the run and whether more 
nonzero levels are to be coded in the block. Compression is 
achieved by assigning shorter codewords to frequent events 
and longer codewords to leSS frequent events. 
0010. In the MPEG standard, there are three types of 
coded frames. There are “I” frames, or intra-coded frames, 
that are simply a frame coded as a still image, without using 
any past history. Then there are “P” frames, or predicted 
frames. P-frames are predicted from the most recently 
reconstructed I- or P-frame (from the point of view of the 
decompressor). Further, each macroblock in a P-frame can 
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either be characterized by a motion vector from a close 
match in the last I or P-frame and blocks of DCT coefficients 
of the motion compensated difference values associated with 
the motion vector (inter coded), or simply be characterized 
by the blocks of DCT coefficients of the macroblock itself 
(intra-coded), if no Suitable match exists. 
0011. In “B” (bidirectional) frames matching blocks are 
searched for in the past and/or future I or Pframes. The 
macroblock can be motion compensated by only the forward 
vector and using DCT blocks from the past frames, or by 
only the backward vector and using DCT blocks from the 
future frames or by both forward and backward vectors and 
using the average of the DCT blocks from past and future 
frames. The macroblock can also be simply intra-coded. 
Thus, after coding, a typical frame Sequence may resemble 
the following sequence: IBBPBBPBBPBBIBBPBBPB ..., 
where there are 12 frames from I to I. 

0012 Unlike MPEG-1, that is strictly meant for progres 
Sive Sequences, another Standard, MPEG-2 was developed. 
MPEG-2 can represent interlaced or progressive video 
sequences. The MPEG-2 concept is similar to MPEG-1, but 
included extensions to cover a wider range of applications. 
The primary application targeted by MPEG-2 is the all 
digital transmission of broadcast television quality Video at 
coded bit rates between 4 and 9 Mbit/sec. The most signifi 
cant enhancement in MPEG-2 is the addition of syntax for 
efficient coding of interlaced video (16x8 block size motion 
compensation). 
0013 Several other enhancements such as alternate scan, 
intra VLC, nonuniform quantization resulted in improved 
coding efficiency for MPEG-2. Other key features of 
MPEG-2 are the scalable extensions that permitted the 
division of a continuous video signal into two or more coded 
bit streams representing the Video at different resolutions, 
picture quality or picture rates. 
0014 H.261 is a video coding standard designed for data 
rates that are multiples of 64 Kbit/sec. This standard is 
specifically designed to Suit ISDN lines. 
0015 AS in MPEG standards the coding algorithm uti 
lized is a hybrid of inter-picture prediction, transform coding 
and motion compensation. The data rate of the coding 
algorithm can be set between 40 Kbit/sec. and 2 Mbit/sec. 
Inter-picture prediction aids in the removal of temporal 
redundancy, while transform coding removes Spatial redun 
dancy and motion vectors are used to help the codec 
compensate for motion. To remove any further redundancy 
in the bitstream, Variable length coding is utilized. 
0016. As in the MPEG standards, H.261 allows the DCT 
coefficients to be either intra coded or inter coded from 
previous frames. In other words the 8x8 blocks of DCT 
coefficients of the actual data or the motion compensated 
difference values are quantized and variable length coded. 
They are multiplexed onto a hierarchical bitstream along 
with the variable length coded motion vectors. 
0017. A similar standard, H.263, is a compression stan 
dard originally designed for low bit rate communication, but 
can use a wide range of bit rates. The coding algorithm is 
similar to that of H.261, but improves H.261 in certain areas. 
Specifically, half-pixel precision is used for motion com 
pensation, as opposed to full pixel precision and a loop filter 
used by H.261. Additionally, H.263 includes unrestricted 
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motion vectors, Syntax-based arithmetic coding, advance 
prediction and forward and backward frame prediction Simi 
lar to MPEG, called P-B frames. This results in the ability 
to achieve the same Video quality as in H.261 at a drastically 
lower bit rate. 

0.018. Unrestricted motion vectors point outside the pic 
ture. That is, the edge pixels are used as predictions for the 
“not existing pixels. There is a significant gain achieved if 
there is movement along the edge of the picture. 
0.019 Through advance prediction, overlapped block 
motion compensation is used for the P-frames. That is, four 
8x8 vectors, instead of one 16x16 vector are used for Some 
of the macroblocks in the picture, and motion vectors are 
allowed to point outside the picture. Four vectors require 
more bits, but give better prediction. 

0020 A“P-B” frame consists of two pictures being coded 
as one unit. The name P-B actually was derived from the 
name of picture types in MPEG (P-frames and B-frames). 
Thus, a P-B-frame consists of one P-frame that is predicted 
from the last decoded P-frame and one B-frame that is 
predicted from both the last decoded P-frame and the 
P-frame currently being decoded. The last picture is called 
a B-picture because parts of it may be bi-directionally 
predicted from the past and future P-frames. 

0021. As a result of the above characteristics, for rela 
tively simple Sequences, the frame rate can be doubled with 
this mode without greatly increasing the bit rate. For 
Sequences with a lot of motion, P-B-frames do not work as 
well as B-frames in MPEG, since there are no separate 
forward and backward vectors in H.263. A motion vector for 
the P-frame is scaled to yield the backward vector for the B 
frame and Scaled and augmented by a delta Vector to yield 
the forward vector for the B frame. 

0022. Another compression standard is MPEG-4. From a 
video compression perspective, MPEG-4 is closely related 
to H.263 and MPEG-1. MPEG-4 video compression uses the 
hybrid block DCT and motion compensation video coding 
techniques found in MPEG-1, MPEG-2, H.261 and H.263. 
As in MPEG and H.263, the DCT is used in transform 
coding of the macroblock or the motion compensated pre 
diction error (the displaced frame difference, or DFD) of the 
macroblock. Each of the I, P and P-B frames are supported. 

0023. Additionally, as in H.263, unrestricted motion vec 
tors, Syntax based arithmetic coding, advance prediction 
with 8x8 pixel block-based, overlapped motion compensa 
tion. DCT transforms are quantized, run-length encoded and 
variable-length coded using the same tables as H.263 and 
MPEG-1: 

0024. The major improvement in MPEG-4 did not lie in 
the Video compression algorithm, but instead was in Support 
of multiple video layers in the image Sequence (instances of 
which in a frame are Video Object Planes, or VOPs). For 
example, one VOP could be a speaker, Such as a newscaster, 
in the foreground, and another VOP could be a static 
background, such as a news studio. These VOPs could be 
coded Separately including shape and transparency informa 
tion. Since a VOP can be a rectangular plane, Such as a Single 
monolithic frame in MPEG-1, or have an arbitrary shape, 
this allows for Separate encoding, decoding, and manipula 
tion of various visual objects that make up a Scene. 
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0025 Typically, under these international video coding 
Standards, a single quantization parameter q controls the 
Scale of the quantizer bin size, which is proportional to the 
difference between the decision levels of the Scalar quantizer 
applied to each DCT coefficient. The spatial data content of 
a group of one or more luminance or chrominance blockS 
along with the coding mode and the quantization parameter 
for the group determine the number of bits that are expended 
for the quantization of the group. In turn, the number of 
quantization bits, combined with the number of overhead 
bits expended for the representation of the motion vectors, 
coding modes, coding block patterns of the blocks and the 
quantization parameter yields the total number of bits used 
for coding of that group. 

0026. In the early reference rate control methods devel 
oped for MPEG-2 and H.263, the error between the cumu 
lative actual and cumulative targeted number of coding bits 
is computed for the previously coded data entities (a single 
macroblock, a group of macroblocks, and pictures). This 
error is negatively fed back to the most recent quantization 
parameter to determine the quantization parameter for the 
current data entity. Thus, the error between the actual and 
targeted number of coding bits for the current data entity has 
no effect on the Selection process for the quantization 
parameter for the current data entity. The delay in the 
response time to the errors results in large deviations from 
targeted rate profiles. Even for constant bit rate applications, 
Such large deviations usually leads to large buffer require 
mentS. 

0027 More recent rate control methods adopted by 
MPEG-4 Verification Model and ITU-T Test Model TMN8 
achieve more accurate rate control. For example, the rate 
control method adopted by MPEG-4 estimates the number 
of coding bits of a data entity for each quantization param 
eter before the coding process. The quantization parameters 
asSociated with an estimate for the number of coding bits 
that is closest to the targeted number of coding bits (bit 
budget) for the data entities are selected for the data entities. 
After the encoding of each data entity the quantization 
parameters for the remaining data entities are updated Such 
that the estimate for the number of coding bits for the 
remaining entities closely approximates the remaining bit 
budget. The relation between the estimate for the number of 
coding bits for a data entity and the quantization parameter 
is established by means of a rate-distortion function which 
incorporates a Sample Statistic of the data entity. The quan 
tization parameter and the actual number of coding bits 
observed after coding a data entity with that quantization 
parameter are used to update the parameters of the rate 
distortion function by linear regression. 

0028 Conventional video coders that operate under one 
of these compression Standards process a Sequence of Video 
frames or fields and output a bitstream representing the 
Significant data contained in these frames or fields. A video 
decoder inputting Such a bitstream can reconstruct these 
frames or fields with a certain fidelity. 

0029. A generic coder/decoder pair 100, 200 is shown in 
FIGS. 1A and 1B respectively. In general, in operation of 
the coder 100, a frame or field of data is partitioned into 
groups of Square blocks, herein referred to as macroblocks, 
of pixel luminance intensity values and corresponding pixel 
chrominance intensity values. 
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0.030. For each macroblock, one of the intensity values of 
the pixels, and the error 120, 130 of their temporal prediction 
from one or more temporally local frames is transformed by 
means of a two-dimensional orthogonal transform, Such as 
a discrete cosine transform (DCT) 140. 
0031. The transform coefficients of the chrominance and 
luminance blocks of the macroblock are quantized, usually 
one at a time, with a uniform scalar quantizer (Q) 150. The 
quantized bits of data of each block are further compressed 
by a variable length coder (VLC) 160 that maps the quan 
tized bits to a series of codewords of bits by means of a 
look-up table. 
0032 Similarly, in operation of the decoder 200, by 
means of a look-up table, the quantized bits of data of each 
block are initially decompressed by a variable length 
decoder (VLD) 210. Further, an inverse discrete cosine 
transform (IDCT) 220 and an inverse uniform scalar quan 
tizer (IQ) 230 operate upon these quantized bits of data to 
reproduce the intensity values of the pixels, and the error of 
their temporal prediction from one or more temporally local 
frames with a certain error from their original values. 
0033. Due to the significant length of the bitstreams 
involved in compression/decompression, there is a need for 
a method that can accurately determine and control the 
number of bits expected to be expended for the quantization 
of a future group of blockS. 

SUMMARY OF THE INVENTION 

0034. The present invention derives a model of the rela 
tion between the number of bits used by the quantizer to 
quantize a group of blockS and the quantization parameter 
for that group given the Spatial data content of the group and 
the coding mode. The invention uses the model to precisely 
estimate the number of bits that will be expended for the 
quantization of a future group of blocks for a chosen 
quantization parameter, a known Spatial data content, and a 
known coding mode. 
0.035 However, it is not feasible to precisely model the 
relation between all possible Spatial data content and corre 
sponding number of quantization bits due to the high com 
putational and Storage complexity required for the design 
and Storage of Such a model. To help avoid this problem, a 
feature extractor lowers the computational and design com 
plexities by extracting the significant part of the databased 
on the coding mode. A classifier then acts on the features to 
yield a class for the group of blocks. A conditional estimator 
maps the class information and the quantizer parameter to an 
estimate for the number of quantization bits for the group of 
blocks. The estimates for the quantization and overhead bits 
are combined to give an estimate for the number of coding 
bits of the group of blocks. 
0036) This invention facilitates a targeted number of 
coding bits for a data entity consisting of one or more groups 
of blocks to be closely approximated. The target number of 
bits is usually determined by the constraints on transmission 
bandwidth, latency, and buffer capacity. The estimates for 
the number of quantization bits of all of the groups of the 
data entity are combined to yield an estimate for the number 
of quantization bits for the data entity. 
0037. The number of quantization bits for each group 
decreases monotonically with the quantization parameter for 
that group. ASSuming that the number of overhead bits for 
the data entity does not increase with the average quantiza 
tion parameter for the data entity the estimate for the number 
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of coding bits for the data entity also decreases monotoni 
cally with the average quantization parameter for the data 
entity. This allows the system to control number of bits 
output for the data entity by Selecting a combination of 
quantization parameters which correspond to an estimate for 
the number of coding bits of the data entity that is closest to 
the targeted number of coding bits of the data entity. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0038 
encoder. 

0039) 
decoder. 

0040 FIG. 2 is a block diagram of a circuit to estimate 
the number of quantization bits according to an embodiment 
of the invention. 

0041 FIG. 3 is a block diagram of a circuit with a 
look-up table for a memory write operation during the 
estimator training according to an embodiment of the inven 
tion. 

0042 FIG. 4 is a block diagram of a circuit for the 
approximation of the targeted number of coding bits accord 
ing to an embodiment of the invention. 
0043 FIG. 5 is a flowchart for the approximation of the 
targeted number of coding bits showing the initial assign 
ment of quantization parameters before the encoding of 
macroblocks and the parameter adjustment after the encod 
ing of each macroblock. 
0044 FIG. 6 is a block diagram of a video coder incor 
porating the rate control method according to an embodi 
ment of the present invention. 

FIG. 1A is a block diagram of a conventional video 

FIG. 1B is a block diagram of a conventional video 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0045 Invention Theory 
0046 FIG. 2 shows a high-level functional block dia 
gram of a circuit operating the method according to an 
embodiment of the present invention. The circuit illustrated 
in FIG. 2 includes a feature extractor 300, a classifier 310, 
and an estimator 320. 

0047 Still referring to FIG. 2, in operation, G={g, . . . 
gN} denote a group of luminance and chrominance blocks 
and d denote the index of the coding mode of G. The feature 
extractor 300 acts on G and d and yields a feature vector 
F=T(Gd) where T is the feature extraction mapping. 
0048. After obtaining the feature vector, the classifier 310 
maps the feature vector to to a class index c=V(F) ce1, ..., 
L} where V is the classification mapping and L is the number 
of classes. There is no need to specify an upper limit to L. 
0049. A final two-to-one mapping is performed on the 
class index by an estimator 320 that provides the estimate for 
the number of quantization bits B(G.d.q)=U(c.q) for the 
group of blocks (of transform coefficients) where U is the 
nonlinear estimation mapping and q is the quantization 
parameter. 

0050. The invention facilitates the design of the feature 
extractor 300, the classifier 310 and the estimator 320 in 
Such a way that the estimate B(g, . . . , GN.d.Q) closely 
approximates the actual number of quantization bits 
B(g1, . . . , gnd,q) in a statistical Sense. 
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0051. The invention is accomplished according to the 
following Statistical determination. Let the cost of estimat 
ing B(g1, . . . .g.N.d,q) by B(g1, ..., gnd,d) be represented 
as C(B(g1, . . . , gn.d.q), B(g1, . . . gn.d.Q)). Ideally, the 
mappingST, V and U are designed to minimize the expected 
cost represented according to the formula: 

Cid, q) = EC(B(g1,...,gy, d. 4.)B(g1, ... gN, d, g) = 
C(B(g1,...,gn, d, q), B(g1, ...g.N. d, g)d p(g1, ... , gN) 

8, gw 

0.052 where E is the statistical expectation of its argu 
ment with respect to g1, . . . .g.N} and dp(g1, . . . .g.N) 
measures the probability of observing the group of blockS 

0053. The minimization of the above expression for the 
expected cost generally requires the joint optimal design of 
the feature extractor 300, the classifier 310, and the estima 
tor 320. However, this is not generally feasible due to the 
high computational complexity required to perform Such a 
joint optimization. 

0054) A sequential design approach involves designing 
each one of the Stages once based on the data Supplied to 
each Stage from the preceding Stages. 

0055 Through this approach, the feature extractor 300, T, 
is designed with a prior knowledge of the significant part of 
the data in the group of chrominance and luminance blockS. 
The mapping also provides the most desired tradeoff 
between the reduction of the dimensionality of its input 
Space and the preservation of the Significant information in 
the group of blockS. For example, the feature extractor may 
yield a Sample Statistic Such as Sample variance or Sample 
mean absolute value of the data in the group of chrominance 
and luminance blocks as the one dimensional feature vector. 
On the other hand, the rate-distortion bounds for Laplacian 
and Gaussians Source which are commonly used for mod 
elling the operational rate-distortion functions for the Scalar 
quantization of DCT coefficients are parameterized by 
Source variance. 

0056. The classifier 310, V, is designed so that any output 
feature vector (obtained from the operation of the feature 
extractor 300) is in the domain of V and the classification 
operation does not lead to Substantial loSS of the extracted 
Significant information (representative of the chrominance 
and the luminance). 
0057 Given these two mappings, the design problem for 
the estimator 330, U, is the minimization of the following 
equation: 

Cld, q) = X. p(c) 
cel, ... L. 

? C(B(g1, ... , gN.d, q), U(c., q)) dip(g1, ... , gN C) 
3: . . . .3N 
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0058 for every possible combination of quantization 
parameter q and coding mode d. 

0059. In another embodiment, the invention will be 
described in operation with coding for a baseline H.263 
compliant bitstream and decoder. The Video Sequence con 
sists of I and P pictures. I and P pictures are further 
partitioned into groups of four luminance and two chromi 
nance blocks (macroblocks). A macroblock has 384 lumi 
nance and chrominance data elements. The I picture mac 
roblocks are either intra-coded and P picture macroblockS 
are either intra-coded, inter-coded, or not coded at all. 
Intra-coding implies that the macroblock is coded without 
Subtracting from it a temporal prediction from the past 
temporally local frames. Inter-coding implies that the tem 
poral prediction error of the macroblock is coded. 

0060. The macroblock type, coded block pattern, and 
differential quantization parameter between macroblocks are 
coded and transmitted. Motion vector information is also 
coded and transmitted for inter-coded macroblockS. The cost 
function employed in this embodiment is determined as the 
Square difference, given as C(a,b)=(a-b). 
0061 This embodiment of the invention exemplifies how 
1) the three circuits T, V and U (300, 310 and 320 respec 
tively) can be designed sequentially; 2) how an estimate for 
the number of quantization bits can be obtained for a 
macroblock (group of blocks); and 3) how a targeted number 
of coding bits can be approximated for a single picture (data 
entity). 

0062) Feature Extractor 

0063. The feature extractor 300 operates according to the 
following principle. Suppose G'={g, ... g'} is the R" 
macroblock to be coded. Let I(X,y) denote the intensity value 
at location (x,y) of a coded picture. This could represent a 
luminance or a chrominance intensity value, or the motion 
compensated error value thereof, depending on the coding 
mode of the macroblock. 

0064. The coding mode of the macroblock is indicated by 
the exemplary equation: 

of R O if inter-coded 

1 if intra-coded 

0065 and is stored as a first feature. The RMS (Root 
Mean Square) of the non-intra-DC coefficients of the lumi 
nance and chrominance blocks of the R" macroblock, d", is 
computed according to the following equation: 

1.2 

1 -Rv2 O = 384 X. X. (I(x,y)-d'I) 
jetl, ... 6 (yes 
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0.066 and is stored as a second feature, where the block 
mean I, is defined as: 

0067 Classifier 

0068 The classifier 310 employs a simple uniform scalar 
quantizer with bin size * on d' to yield a class for the 
macroblock according to the following: 

oR R 
1R if C-K & I max, 

imax else 

cR = V (ork, d) = 1 + dk (Imax + 1) 

0069. In general, the quantizer employed in the classifier 
310 is different than the quantizer employed in the main 
coding loop. 

0070) Estimator 

0071. The estimator 320 employs the expected value of 
the number of quantization bits conditioned on the class, c, 
and the quantization parameter, q, as the closest bit count 
estimate, U(c, q), for a macroblock of class c quantized with 
quantization parameter q. For the Rth macroblock the 
estimate is obtained according to the following equation: 

q)V(T(g . . . god))=c, 

0.072 The conditional expected value is further estimated 
from the previous observations of the number of actual 
quantization bits by the exemplary equation according to the 
following: 

0073 where U(c,d) is the estimate of number of quan 
tization bits for a macroblock of class c quantized with 
quantization parameter q prior to Rith macroblock. P^ is 
the number of macroblocks prior to and including Xth 
macroblock which are of class c and are coded with param 
eter q. 

0074 The estimate U(c.q) changes with the number of 
coded macroblocks. In order to refrain from repeating the 
Summation when R is large, an update form of the above 
equation is used that is given by the following: 

Jun. 3, 2004 

0075) with 

P, ZU-17(e. q) + 
X. B(g, ... , g, d, Q) 

0076 where the update term in the second recursive 
equation is a Sum over P.7-P. (k-1)Z macroblockS. 
0077 FIG. 3 is a detailed circuit diagram of the estimator 
320 with a look-up table for a memory write operation that 
occurs during the Estimator module 320 training. This 
function of the Estimator 320 illustrates the computation of 
the estimated number of quantization bits for the group of 
macroblockS. 

0078. The number of quantization bits for the most recent 
macroblocks are given more weight by de-emphasizing the 
weight of the past values at regular intervals. This is 
achieved by applying the exemplary equations: 

(0079) where P." is a threshold. In a preferred embodi 
ment, the value of Z shown in FIG. 3 is set equal to the 
number of macroblockS in a picture. Further, it is preferred 
that the actual number of quantization bits observed for a 
particular class and the quantization parameters are used to 
determine the estimates for that class and quantization 
parameterS. 

0080 Optimal Macroblock/Quantization Parameter Pair 
ing 

0081. The present invention determines a combination of 
quantization parameters for the groups of blocks comprising 
a data entity prior to the coding of the groups of blockS So 
that the sum of the estimates for the number of coding bits 
of all the groups of blocks closely approximates the targeted 
number of coding bits for the data entity. This is performed 
by initiating an exhaustive Search over the Set of all possible 
combinations of quantization parameters. 
0082 In order to reduce the complexity of Such an 
exhaustive Search, it is preferred that the Set of all possible 
combinations be restricted to the set of combinations for 
which the first, Zo, of the Z macroblocks are quantized with 
a quantization parameter of q, and the remaining Z-Zo 
macroblocks are quantized with a quantization parameter of 
qt1 where the sign is alternated from frame to frame. This 
restriction is based on the assumption that in order to achieve 
near optimal coding performance, the quantization param 
eter should not be varied greatly acroSS a picture. 
0083. The method for obtaining the optimum pair q, Zo is 
described here for the case with the positive sign (i.e. Z-Zo 
macroblocks quantized with q+1). The Search is initialized 
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by Setting the quantization parameter to the largest value 
allowed by the video coding standard for all macroblocks of 
the picture. For example, in the H.263 video compression 
Standard, the initialization is performed as: 

0084. The macroblocks are scanned in the raster-scan 
order. That is a picture is Scanned by Scanning each row from 
left to right and Scanning the row below it after it is 
completed. The picture Scan order is repetitively applied, 
that is the last macroblock of the last row is followed by the 
first macroblock of the first row. Only the quantization 
parameter of the current (Scanned) macroblock is decre 
mented. The new quantization parameter and class of the 
current macroblock are mapped to a new bit count estimate 
for the current macroblock. 

0085. The bitcount estimate is overridden by an estimate 
of Zero if the macroblock is deemed not to be coded. The 
decision of whether or not to code is made by comparing a 
feature derived from the data of the macroblock against a 
threshold. Preferably, this feature is taken to be the sample 
frame difference replenishment (temporal prediction with a 
Zero motion vector) error variance of the luminance and 
chrominance values of the macroblock. 

0.086 A macroblock is not coded if the inequality 

2 

ski X X (P(x, y) < 
jetl, ... 6 (yes 

0087) is satisfied where I'P(x,y) is the frame difference 
replenishment error. Otherwise the macroblock is coded. 
0088. The estimate for the number of overhead bits, 
Bov'(q), for the R" macroblock coded with parameter q is 
performed as the mean, Bov, of the number of overheadbits 
of the coded macroblocks of the previously coded picture. 
The estimate is overridden if the macroblock is not deemed 
coded according to the following equation: 

1 FD 2 q 
if 384 X. X. (I'(x, y) < AR 

Boy (q) = jetl, ... 6 (, yes 
Boy else 

0089. The search continues in the scan order described 
above until the Sum of the estimates for the number of 
coding bits of all the macroblockS exceeds the targeted 
number B' for the picture, determined according to the 
following equation: 

X U (c', g) + Boy (g)> B" 
rek Z+1, ... (k+1)Z 

0090. A block diagram of the system performing the 
Search for the combination of quantization parameters 
achieving the target number of bits B", described above, is 
shown in FIG. 4. The block diagram shows how the above 
calculation is determined from the Scan order generator 42. 
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When the target number of bits B" is reached, the signal 
from the comparator 40 Switches OFF the search process 
and directs the {Q} to the encoder 41. 
0091. The corresponding flowchart for the operation of 
the system shown in FIG. 4 is illustrated in FIG. 5. FIG. 5 
shows a flowchart for the approximation of the targeted 
number of coding bits, B', by the estimation of the number 
of quantization bits. 
0092. Initially, the quantization parameters are initialized 
for the macroblocks and the first macroblock in the scan 
order becomes the current macroblock (step S1). 
0093. Next a query determines whether the macroblock is 
coded with the current quantization parameter (step S2). If 
the macroblock is coded with the current quantization 
parameter, then a bitcount estimate is performed (step S3), 
and another query determines whether the targeted bitcount, 
B', is reached or exceeded (step S4). If the targeted 
bitcount has been reached or exceeded, the macroblocks are 
encoded with the final set of quantization parameters {Q} 
(step S5). 
0094. If the result of either the query performed in step S2 
or the query performed in step S4 is NO, then an additional 
query determines whether the macroblock is at the end of the 
scan order (step S6). If the macroblock is at the end of the 
Scan order, then the first macroblock in the Scan order 
becomes the current macroblock (step S7) and the quanti 
Zation parameter of the current macroblock is updated 
(decremented) (step S8). At which time the process contin 
ues with the query of Step S2. 

0095. If the macroblock is not at the end of the scan order, 
then the next macroblock in the Scan order becomes the 
current macroblock (Step S9) and the quantization parameter 
of the current macroblock is updated (decremented) (Step 
S8). At which time the process continues with the query of 
step S2. The system of FIG. 2 is used only in step S3. Since 
the quantization parameter of the current macroblock is 
changed, a new bitcount estimate for the current macroblock 
is obtained by using the system of FIG. 2. Note that during 
initialization (path S1->S2->S3->S4) 300,310 and 320 may 
need to be performed. If the class information is stored in 
memory as suggested in FIG. 4, only 320 needs to be 
performed at a later time (path S8-->S2->S3->S4). 
0096 FIG. 6 is a block diagram of a video coder 60 
incorporating the rate-control method of the current inven 
tion 600. The addition of 600 is the primary difference 
between the video coder 60 of FIG. 6 and the video coder 
100 of the prior art of FIG. 1A. 
0097 As a result of the rate control method incorporated 
into the video coder 60, the present invention derives a 
model of the relation between the number of bits used by the 
quantizer to quantize a group of blocks and the quantization 
parameter for that group given the Spatial data content of the 
group and the coding mode. The invention uses the model to 
precisely estimate the number of bits that will be expended 
for the quantization of a future group of blocks for a chosen 
quantization parameter, a known Spatial data content, and a 
known coding mode. 
0098. The rate control method of the present invention 
differs from that of the MPEG-4 video standard, and other 
Similar Video Standards, in that the Spatial data content of the 
group of blocks, as well as its coding mode, is factored into 
the estimation proceSS by the utilization of features extracted 
from the data. 
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0099. Unlike the rate control method of MPEG-4, or 
other Similar Standards, where the quantization parameter is 
mapped to the estimate for the number of coding bits with 
a continuous function of low degrees of freedom, the rate 
control method of the current invention maps each unique 
pair of the class of the features and the quantization param 
eter to a unique estimate for the number of coding bits. 
0100. In the current invention, the estimate for a particu 
lar class and quantization parameter is designed and updated 
by using the actual number of coding bits observed for 
previously coded data entities (groups of blocks) getting 
mapped to a certain class and quantized with a certain 
parameter. 

0101. In the MPEG-4 standard, or other similar stan 
dards, the parameters of the rate-distortion function of the 
MPEG-4 rate control method are designed and updated by 
using the quantization parameter and the actual number of 
coding bits observed for all the previously coded data 
entities. 

0102) The above-described embodiment is described 
merely as one possible realization of the design, estimation 
and control methods in a general framework, and is not 
meant to be limiting. The invention is also capable of being 
practiced according to additional embodiments. 

What is claimed is: 
1. A method for estimating the number of bits output from 

a video coder given a known spatial data content, G={g, . 
.g.N}, of a group of luminance and chrominance blocks, 

and a known coding mode, d, where d represents the indeX 
of Said coding mode, the method comprising the Steps of 

(a) extracting a significant part of Said spatial data content, 
G, in relation to Said coding mode, d, to yield a feature 
vector F, Said feature vector representing Statistics and 
Signal components of the luminance and chrominance 
data of Said luminance and chrominance blocks, 

(b) mapping said feature vector to yield a class index, c, 
for Said respective group of luminance and chromi 
nance blocks, 

(c) mapping Said class index, c, in relation to a quantiza 
tion parameter, q, where Said quantization parameter 
controls the Scale of quantizer bin size, to an estimate 
of the number of quantization bits for Said group of 
luminance and chrominance blocks, and 

(d) determining an estimated total number of coding bits 
for Said group of luminance and chrominance blockS 
from the combination of said estimated number of 
quantization bits and an estimated number of overhead 
bits, wherein said overhead bits represent the additional 
bits expended to represent respective portions of the 
bitstream. 

2. The method of claim 1, wherein said class index 
mapping Step is performed by a two-to-one mapping. 

3. The method of claim 1, wherein Said extracting Step 
comprises the following Steps: 

(a) assigning a first predetermined feature representative 
of the coding mode to one component of Said feature 
vector; and 

(b) computing a second feature representative of said 
Spatial content data and assigning Said Second feature to 
one component of Said feature vector. 
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4. The method of claim 3, wherein Said computing Step 
determines Said Second feature according to the following 
equation: 

jet 1, ... , N} (x,y)egi 

where I, represents the mean of i'th block, Ge{1, ... N}), 
and is defined as 

with I representing the value of either luminance or chromi 
nance (d=1) or the motion compensated value thereof (d=0), 
| denoting the cardinality of its operand and Le1. 

5. The method of claim 1, wherein said class index 
mapping Step operates with a uniform Scalar quantizer. 

6. The method of claim 1, wherein Said estimator mapping 
Step determines Said estimated number of quantization bits 
according to the following equation: 

(T(g1 . . . gn, d))=Cl 

7. The method of claim 6, wherein the expected value in 
the equation is further estimated from the actual number of 
quantization bits for previously encoded groups of blockS. 

8. The method of claim 7, wherein said estimation of the 
expected value for R" group of blocks is performed accord 
ing to the following equation: 

where p. is the number of macroblockS prior to and 
including Xth macroblock which are of class c and are 
coded with parameter q. 

9. The method of claim 7, wherein, if the number of 
groups of blockS is large, Said Second estimator mapping 
Step determines Said estimated number of quantization bits 
according to the following equation: 

ps, ZUk-17(e. q) + 
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10. The method of claim 9, wherein the number of actual 
quantization bits for the most recently quoted groups of 
blocks are emphasized by Scaling 

2. K-12 P., & P.S.1) 

11. The method of claim 10, wherein said emphasizing is 
determined according to the following equation: 

2. 2. 2. ax PZ = P, 12 if P - P. 

where P," is a threshold. 
12. The method of claim 1, wherein said estimated 

number of overhead bits is determined according to the 
following equation: 

1 

1 if a X X 1.x, y) < h(a) AR Boy (q) = jetl, ... 6 (, yes 
Boy else 

where Boy is the average number of overhead bits of coded 
groups of blocks of a previously coded picture and h(c) is a 
function of q. 

13. A method for assigning quantization parameters to the 
groups of blocks of a picture comprising the Steps of: 

i. Setting the quantization parameters of all groups of 
blocks of the picture equal to the largest value allowed 
by the Video coding Standard; 

ii. Scanning Said groups of blocks according to a certain 
Scanning order, where the last group of blocks in the 
Scanning order is followed by the first group of blocks, 

iii. determining whether to code the next group of blockS 
in the Said Scanning order with the quantization param 
eter for the group of blocks, 

iv. decrementing the quantization parameter of Said group 
of blocks; 

V. repeating steps (b)-(d) until the Sum of the estimates for 
the number of coding bits of all of Said groups of blockS 
exceeds the targeted number of coding bits, B', for the 
picture. 

14. The method of claim 13, wherein the first, Zo, of a 
number Z of groups of blocks are quantized with a quanti 
Zation parameter of q, and the remaining number, Z-Zo, of 
groups of blocks are quantized with a quantization param 
eter of q+1. 

15. The method of claim 13, wherein a group of blocks is 
coded if the following inequality is Satisfied: 

1 
st X X 11'(x, y) = h(a) 

jetl, ... 6) (, yes 
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16. The method of claim 13, wherein said repeating step 
is terminated according to the following equation: 

X U (c", g) + Boy (g)> B' 
rek Z+1, ... (k+1)Z 

17. A signal coding apparatus, comprising: 
(a) partitioning means for dividing a field of data into a 

plurality of data groups (macroblocks); 
(b) transform means for encoding respective ones of Said 

plurality of data groups, Said data groups represented 
by respective transform coefficients, 

(c) a quantizing means for compressing said respective 
transform coefficients representing Said plurality of 
data groups, 

(d) a compressing means for further compressing said 
quantized transform coefficients, and 

(e) a rate control means for mapping each unique pair of 
a class of features of Said groups of data, and a 
quantization parameter to a unique estimate for a 
number of coding bits. 

18. The apparatus of claim 17, wherein said features of 
Said groups of data comprises data indicating pixel lumi 
nance intensity values and corresponding pixel chrominance 
intensity values. 

19. The apparatus of claim 17, wherein said transform 
means comprises a two-dimensional orthogonal transform. 

20. The apparatus of claim 17, wherein Said compressing 
means comprises a run-length coder and a variable length 
coder. 

21. The apparatus of claim 19, wherein Said orthogonal 
transform comprises a discrete cosine transform operating 
on one of the intensity values of the pixels of a group of data, 
and the error of the temporal prediction from one or more 
temporally local groups of data. 

22. The apparatus of claim 17, wherein Said quantizing 
means comprises a uniform Scalar quantizer. 

23. A method for estimating the number of bits output 
from a Video coder given a known spatial data content, 
G={g, . . . .g.N}, of a group of luminance and chrominance 
blocks, and a known coding mode, d, where d represents the 
index of Said coding mode, the method comprising the Steps 
of: 

(a) extracting a significant part of said spatial data content, 
G, in relation to Said coding mode, d, to yield a feature 
Vector F, Said feature vector representing Statistics and 
Signal components of the luminance and chrominance 
data of Said luminance and chrominance blocks, 

(b) mapping said feature vector to yield a class index, c, 
for Said respective group of luminance and chromi 
nance blocks, and 

(c) mapping said class index, c, in relation to a quantiza 
tion parameter, q, where Said quantization parameter 
controls the Scale of quantizer bin size, to an estimate 
of the number of coding bits for Said group of lumi 
nance and group of chrominance blocks, wherein Said 
coding bits comprise the quantization and overheadbits 
and said overhead bits represent the additional bits 
expended to represent respective portions of bitStSream. 
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24. A method for assigning quantization parameters to the 
groups of blocks of a picture comprising the Steps of: 

(a) setting the quantization parameters of all groups of 
blocks of the picture equal to the Smallest value 
allowed by the Video coding Standard; 

(b) scanning said groups of blocks according to a certain 
Scanning order, where the last group of blocks in the 
Scanning order is followed by the first group of blocks, 

(c) determining whether to code the next group of blocks 
in the Said Scanning order with the quantization param 
eter for the group of blocks, 

(d) incrementing the quantization parameter of Said group 
of blocks; 

(e) repeating steps (b)-(d) until the Sum of the estimates 
for the number of coding bits of all of said groups of 
blocks falls below the targeted number of coding bits, 
B', for the picture. 

25. The method of claim 24, wherein the first, Z, of a 
number Z of groups of blocks are quantized with a quanti 
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Zation parameter of q, and the remaining number, Z-Zo, of 
groups of blocks are quantized with a quantization param 
eter of q-1. 

26. The method of claim 24, wherein a group of blocks is 
coded if the following inequality is Satisfied: 

1 

384. X, jel,.. 9 (yes 

27. The method of claim 24, wherein Said repeating Step 
is terminated according to the following equation: 


