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(57) ABSTRACT 

Existing tools for organizing family memories offer few pos 
sibilities for easily integrating both physical and digital mate 
rials in order to produce a single archive for a family (or other 
group of users). This also applies to archiving of physical 
objects and digital media in general (even for applications 
outside the field of family use). An archiving system is 
described which incorporates at least one image capture 
device, a display, a sensing apparatus arranged to detect user 
input associated with the display, a processor and memory, 
and a receptacle for holding digital media storage devices 
Such as mobile telephones, digital cameras, personal digital 
assistants and the like. The image capture device is operable 
to capture digital images of physical objects for archiving. 
The receptacle comprises a data transmission apparatus for 
automatically transferring data with the digital media storage 
devices and optionally also a power charging apparatus. 
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INTERACTING WITH PHYSICAL AND 
DIGITAL OBJECTSVIAA MULTI-TOUCH 

DEVICE 

0001. This application is a continuation of, and claims 
priority to, commonly assigned co-pending U.S. patent appli 
cation Ser. No. 1 1/746,397, entitled “Archive for Physical and 
Digital Objects.” filed on May 9, 2007, the entire disclosure of 
which is incorporated by reference herein in its entirety. 

BACKGROUND 

0002 Groups of individuals such as families, sports 
teams, School house groups, or other groups of individuals 
who work or collaborate with one another often collect a great 
deal of material in order to capture and preserve group memo 
ries or for other purposes Such as education and knowledge 
sharing. This material may be in physical form, such as 
printed photographs, sports trophies, mascots, artwork, birth 
day cards, theatre tickets etc. It may also be in digital form 
Such as digital photographs and home videos. For example, 
there is a burgeoning amount of digital media which families 
capture and collect using a range of devices including cam 
corders, digital cameras, and, increasingly, mobile phones. 
0003. Existing tools for organizing family memories offer 
few possibilities for easily integrating both physical and digi 
tal materials in order to produce a single archive for a family 
(or other group of users). Furthermore, most families feel a 
great deal of guilt about the fact that these materials all exist 
in different places, and are often collected but never properly 
organized. At the same time, many households report that, if 
there were a fire in the house, aside from rescuing loved ones 
and pets, family memorabilia Such as photos would be the 
next things that would be rescued. These materials are there 
fore very valuable to households and families, yet we have no 
good coherent systems to allow us to easily archive and orga 
nize such family physical and digital media in a manner that 
is simple to use. This also applies to archiving of physical 
objects and digital media in general (even for applications 
outside the field of family use). 
0004 Existing archiving systems often have complex user 
interfaces and detailed systems for annotating and labeling 
items with key words in order to organize the items. This leads 
to problems for novice users who find it difficult to operate 
complex systems for archiving and accessing items from the 
archive. 
0005. It will be understood that the invention is not limited 
to implementations that solve any or all of the above noted 
disadvantages. 

SUMMARY 

0006. The following presents a simplified summary of the 
disclosure in order to provide a basic understanding to the 
reader. This summary is not an extensive overview of the 
disclosure and it does not identify key/critical elements of the 
invention or delineate the scope of the invention. Its sole 
purpose is to present some concepts disclosed herein in a 
simplified form as a prelude to the more detailed description 
that is presented later. 
0007 Existing tools for organizing family memories offer 
few possibilities for easily integrating both physical and digi 
tal materials in order to produce a single archive for a family 
(or other group of users). This also applies to archiving of 
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physical objects and digital media in general (even for appli 
cations outside the field of family use). An archiving system 
is described which incorporates at least one image capture 
device, a display, a sensing apparatus arranged to detect user 
input associated with the display, a processor and memory, 
and a receptacle for holding digital media storage devices 
Such as mobile telephones, digital cameras, personal digital 
assistants and the like. The image capture device is operable 
to capture digital images of physical objects for archiving. 
The receptacle comprises a data transmission apparatus for 
automatically transferring data with the digital media storage 
devices and optionally also a power charging apparatus. 
0008. Many of the attendant features will be more readily 
appreciated as the same becomes better understood by refer 
ence to the following detailed description considered in con 
nection with the accompanying drawings. 

DESCRIPTION OF THE DRAWINGS 

0009. The present description will be better understood 
from the following detailed description read in light of the 
accompanying drawings, wherein: 
0010 FIG. 1 is a schematic diagram of an example 
archiving system; 
0011 FIG. 2 is a schematic side view of another example 
archiving system; 
0012 FIG. 3 is a schematic side view of another example 
archiving system; 
0013 FIG. 4 is a schematic cross-section through an 
example archiving System; 
0014 FIG. 5 is a schematic side view of an example 
archiving system using a display having retro-reflective opto 
Sensors; 
0015 FIG. 6 illustrates a cross-section through an exem 
plary touch panel display; 
0016 FIG. 7 is a schematic side view of an example 
archiving system using polarizing filters at a display and a 
Camera, 
0017 FIG. 8 is a block diagram of an example method of 
processing user input at an archiving system; 
0018 FIG. 9 is a block diagram of an example method of 
archiving images of a physical object at an archiving system; 
0019 FIG. 10 is a block diagram of an example method of 
displaying indicators of charging and/or synchronizing status 
at a display of an archiving system; 
0020 FIG. 11 is a block diagram of an example method of 
using bar code information; 
0021 FIG. 12 illustrates an exemplary computing-based 
device in which embodiments of an archiving system may be 
implemented. 
0022. Like reference numerals are used to designate like 
parts in the accompanying drawings. 

DETAILED DESCRIPTION 

0023 The detailed description provided below in connec 
tion with the appended drawings is intended as a description 
of the present examples and is not intended to represent the 
only forms in which the present example may be constructed 
or utilized. The description sets forth the functions of the 
example and the sequence of steps for constructing and oper 
ating the example. However, the same or equivalent functions 
and sequences may be accomplished by different examples. 
0024. Although the present examples are described and 
illustrated herein as being implemented in a family archive 
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system, the system described is provided as an example and 
not a limitation. As those skilled in the art will appreciate, the 
present examples are suitable for application in a variety of 
different types of archives for physical objects and digital 
media, for use by single individuals or groups of individuals 
who may or may not be family groups. 
0025. The term “touch panel display' is used to refer to a 
Surface arranged to display digital images electronically and 
where the Surface is also arranged to detect a physical object 
(such as a stylus, human digit, playing piece, or tagged object 
Such as a puck) which either makes contact with the Surface or 
which is close to but not inactual contact with the surface. The 
digital images displayed may be of any suitable type Such as 
Video, still images, electronic drawings, graphical user inter 
face features, or any other type of digital images. Some 
examples of touch panel displays have functionality to enable 
discrimination between events where objects come into con 
tact with the touch panel and events where objects merely 
come into close adjacency with the touch panel. 
0026. The term “multi-touch panel display' is used to 
refer to a touch panel display which is able to both detect two 
or more co-occurring physical objects (or parts of the same 
object) which either make contact with the surface or come 
close to but do not make actual contact with the Surface and 
discriminate between those two or more physical contacts. 

An Exemplary Apparatus 

0027 FIG. 1 is a schematic diagram of an example 
archiving system which is provided in the form of a table 100 
with a drawer 102. For example, the table may be for domestic 
use Such as in a family living room. The table has a display 
101 at the table top and a camera 103 supported on an articu 
lated arm so that its field of view comprises at least part of the 
display. The table optionally has a microphone and loud 
speaker embedded or integrated into it. 
0028. The display 101 may be any suitable type of display 
for presenting digital images. A non-exhaustive list of 
examples is: a touch panel display, a multi-touch panel dis 
play, an area onto which information is projected either using 
front or rear projection, a liquid crystal display, a plasma 
screen. The display is suitable for presenting digital images 
Such as videos, digital photographs, scanned documents, 3D 
images of physical objects and the like. It is also suitable for 
presenting graphical user interface items such as menus, dia 
log boxes and the like. 
0029. In some embodiments the display 101 may be inte 
grated into the table top. For example, in the case of a touch 
panel display, multi-touch panel display or liquid crystal dis 
play. In other embodiments the display 101 comprises the 
table top itself. For example, in the case of front projection 
Such as where a micro-projector may be integrated with the 
camera 103. 
0030 The archiving system also comprises a sensing 
apparatus, associated with the display 101. The sensing appa 
ratus is arranged to detect user input to the archiving system 
comprising position of one or more physical objects on or 
above the display. For example, the sensing apparatus may 
comprise an image capture device Such as a camera posi 
tioned over table or below table. In the case of an over table 
camera, camera 103 may be used as at least part of the sensing 
apparatus. The sensing apparatus may also be integral with 
the display itself in some cases such as in the case of a touch 
panel display using retro-reflective opto sensors. In some 
examples, the sensing apparatus is arranged to sense not only 
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the position of physical objects (such as a user's hand, digit, 
playing piece, puck or the like) above the screen, but is also 
able to detect movement of such objects in relation to infor 
mation presented on the display. 
0031. The drawer 102 is sized and shaped to hold one or 
more digital hand-held media storage devices such as mobile 
telephones, personal digital assistants (PDAs), digital cam 
eras, and the like. The drawer also optionally comprises a 
power charging apparatus (not shown in FIG. 1) which pro 
vides automatic power charging of media storage devices in 
the drawer. For example, inductive pads for achieving this 
automated power charging may be embedded in the drawer 
base and/or walls. This is described in more detail below. 
0032. The drawer also comprises a data transmission 
apparatus arranged at least to receive data from any media 
storage devices in the drawer. This data transmission appara 
tus may operate using wired communications or may provide 
physical connectionless data transmission with the media 
storage devices. 
0033. The table 100 also comprises a processor having an 
associated memory both of which may be incorporated into 
the table itself and not visible to the user. For example, the 
processor and memory are provided using a personal com 
puter (PC) which may be a tablet PC. The processor com 
prises a data communications link to a server or communica 
tions network. The camera 103 is connected to the processor 
Such that images captured by the camera 103 may be trans 
ferred to the processor and its memory. The sensing apparatus 
is also in communication with the processor Such that output 
from the sensing apparatus may be transferred to the proces 
sor. Also, the processor is arranged to control the display. 
0034. The archiving system may be used by one or more 
users 105 at the same time. Physical objects 104 such as 
printed photographs, printed paper items, a child's first pair of 
shoes or other objects may be placed on the display during 
SC. 

0035. The memory of the archiving system may be used to 
archive digital media items of any Suitable type. A non-ex 
haustive list of examples is: music files, short message service 
(SMS) messages, email messages, Voice mail messages, digi 
tal photographs, digital videos, text documents, ringtones, 
multimedia messages, web pages, calendar entries. 

Exemplary Method 
0036. For example, the archiving system 100 is used to 
capture images of a physical object that it is required to 
archive. In the example of FIG.1, physical objects 104 may be 
placed in the field of view of the camera 103 by placing them 
appropriately on the display 101. The camera 103 position 
may be adjusted by the users 105 if necessary using the 
articulated arm Supporting the camera. A simple user inter 
face is used to instruct the camera 103 to capture one or more 
images of the physical object 104. The user interface may be 
provided at any Suitable location Such as in the table top, as 
part of the display 101, or on the camera itself. For example, 
the camera may be a video camera and the user interface may 
comprise a single button which when activated causes the 
camera to record. This button may be a large, physical button 
provided to the side of the display 101. However, this is not 
essential. Any type of user interface may be used. The cap 
tured images are then displayed at the display 101 and are 
stored on the basis of user input received at the sensing 
apparatus. In this way, images of physical objects may be 
captured and stored in an archive in a simple and effective 
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manner. More detail about the process of capturing the 
images and storing those is given later with reference to FIG. 
8 

0037. The archiving system 100 may also be used to cap 
ture sounds using the microphone. For example, human 
speech may be recorded and stored in the archive associated 
with another digital media item such as an image. This 
enables users to store speech, for example, explaining facts 
about a physical object whose image is stored in the archive. 
Aloudspeaker or other transducer for audio playback may be 
provided to enable sound recordings stored in the archive to 
be played back. 
0038. The archiving system 100 is also able to receive 
digital media items that have already been created or captured 
using other devices. For example, hand-held digital media 
storage devices such as mobile telephones, personal digital 
assistants (PDAs), digital music storage devices, digital cam 
eras, and the like. These digital media storage devices may be 
placed in the drawer 102 in order to enable digital data from 
those items to be uploaded onto the archiving system 100. 
Similarly, digital data from the archiving system may be 
transferred to the hand-held digital media storage devices. 
For example, the drawer 102 may have embedded data trans 
mission devices which optionally also provide power charg 
ing functionality. The data transmission devices and power 
charging functionality are described in more detail below. 
Thus the drawer 102 not only provides a safe and secure 
storage area for hand-held digital media storage devices, 
which is out of sight of small children, but it also provides 
functionality for data synchronization between those devices 
and the archiving system as well as (optionally) for safe, 
simple, and cost effective power charging. 
0039. Once a digital media storage device such as a mobile 
telephone is placed in the drawer, and the drawer is closed, a 
user may be presented with a display at the display 101 
indicating the presence of the mobile telephone and showing 
its current power charge status and data synchronization sta 
tus. Data synchronization may proceed automatically without 
input from the user or may occur as a result of specific user 
input. In the case that power charging is also provided this 
may also proceed automatically or as a result of specific user 
input. 
0040 Digital media items received from items in the 
drawer may be represented on the display, for example, as a 
pile of unsorted images or in any other Suitable manner. A user 
is then able to sort through, view and organize those media 
items using the display 101 and sensing apparatus. The dis 
play and associated sensing apparatus provides a simple and 
intuitive user interface and in some examples is a multi-touch 
panel display. User input at the display and associated sensing 
apparatus (for example, two-handed user input) allows the 
triaging, editing and organizing of the media items, be they 
captured images from the image capture device or media 
items uploaded from the hand-held digital media storage 
devices. The media items may be annotated for example, 
using a stylus pen input device or in any other Suitable man 
ner. Key words may be associated with the media items, either 
automatically using Suitable image processing software or by 
receiving user input. Album making software may be pro 
vided at the archiving system to enable users to create albums 
of digital media items using the display. The media items are 
stored at the memory incorporated in the archiving system 
100 and may be backed-up automatically to another storage 
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location via a communications network to which the 
archiving system is connected. 
0041. The display 101 and sensing apparatus may also be 
used to provide a user interface which enables a user to access 
and display items from the archive. For example, digital 
media items may be retrieved on the basis of stored time 
information associated with those items or on the basis of 
stored event information associated with those items. The 
interface may also be arranged to provide browsing of the 
archived digital media items. The interface may provide addi 
tional functionality Such as enabling items from the archive to 
be emailed or transferred in any suitable manner to another 
location via the communications network. It may also be used 
to post items to a web site, to print items, to edit items and to 
carry out other operations on the media items. 

Another Exemplary Apparatus 

0042 FIG. 2 is a schematic side view of another example 
archiving system. A display 201 is provided above a drawer 
202 and a personal computer 203. These items need not be 
integrated into a table as described with reference to FIG. 1. 
Rather, they may be provided in any suitable form such as a 
stand alone unit, or be integrated into a work Surface. An 
image capture device 200 is provided such as a camera. It is 
positioned such that its field of view comprises at least part of 
the display. The archiving system is in communication with a 
server 204 to enable back-up of digital media from the 
archive. The apparatus of FIG. 2 may be used in a similar 
manner to that described above with reference to FIG. 1. 

Another Exemplary Apparatus 

0043. It is not essential to use a drawer to hold the hand 
held digital media storage devices as described above with 
reference to FIGS. 1 and 2. Another option is to use a bowl, 
tray or any other Suitable receptacle which is sized and shaped 
to hold two or more hand-held digital media storage devices. 
FIG.3 is a schematic side view of an archiving system having 
a bowl 303 provided alongside a display 301 and arranged to 
hold hand-held digital media storage devices. A personal 
computer 302 is provided below the display and bowl 303. 
Data synchronization functionality, and optionally power 
charging functionality, may be embedded in the bowl or other 
receptacle in a similar manner as for the drawer 202, 102 of 
the earlier examples. The apparatus of FIG.3 may be used in 
a similar manner to that described above with reference to 
FIG 1. 

0044) More detail about the data synchronization func 
tionality and optional power charging functionality is now 
given. 
0045. In some embodiments the receptacle comprises 
power charging apparatus, integral with, attached to, or 
embedded in the receptacle itself. However, it is not essential 
to provide power charging apparatus. The power charging 
apparatus is Suitable for charging hand-held digital media 
storage devices such as mobile telephones, digital cameras, 
personal digital assistants and the like. For example, this may 
comprise an inductive charging mat or apparatus Such as 
those currently commercially available from Splashpower 
Limited (trade mark). This technology enables a portable 
device to be recharged without an electrical contact and also 
to transmit, receive or synchronize data with another unit. The 
device to be recharged may or may not require retrofitting of 
a recharging unit depending on its design. This type of tech 
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nology is described in detail in UK Patent Application GB 
2394843, US Patent Application US 2006/0205381A1, US 
Patent Application US 2005/0116683 and WO 2005/024865 
A2. Inductively coupled power charging technology for 
power and data transmission is also available from Fulton 
Innovations, LLC under the brand eCoupled technology 
(trade mark). 
0046 FIG. 4 is a schematic cross-section through a drawer 
402 of an archiving system such as that of FIG. 1 or FIG. 2. A 
display 405 is shown above the drawer and a personal com 
puter 406 is in communication with the archiving system for 
back-up purposes. The drawer is optionally provided with a 
shield to electro-magnetic radiation 400, 401 such as a metal 
layer provided around the drawer such that when the drawer 
is closed it forms a Faraday cage. Electronic equipment stored 
inside the drawer is then protected from electrostatic dis 
charges. Also, electro-magnetic radiation from items in the 
drawer and from the power charging apparatus is prevented 
from leaking from the archiving system into the environment. 
0047. The base of the drawer may comprise an inductive 
power charging mat 407 such as that described above. Similar 
inductive power charging apparatus may be provided in the 
walls of the drawer and/or on the surface above the drawer. 
0.048. In some embodiments antennas such as Bluetooth 
(trade mark) antennas 403 with reduced range are attached to 
the inside walls of the drawer. These provide means for data 
transmission between any hand-held digital media storage 
devices in the drawer and a personal computer 203 (FIG. 2) 
integrated into the archiving system. However, it is not essen 
tial to use such antennas 403 for data transmission. In cases 
where power charging apparatus is provided, this may itself 
provide data transmission functionality as described above. 
0049. In some embodiments the data transmission appa 
ratus is wired Such that hand-held digital media storage 
devices placed in the receptacle are physically connected to 
the data transmission apparatus. For example, cradles for the 
media storage devices may be provided in the receptacle for 
this purpose. USB connections may also be provided in the 
receptacle or any other Suitable type of connections for data 
transmission. 
0050. In some embodiments the drawer may comprise one 
or more image capture devices 404 which may be cameras of 
any suitable type. For example, these image capture devices 
404 are used to capture images of physical objects placed in 
the drawer and which it is required to archive. These image 
capture devices may be used instead of, or in addition to, the 
image capture device 103, 200 of FIGS. 1 and 2. 
0051. In some embodiments the antennas 403 and the 
image capture devices 404 are used to obtain information 
about the position and outline of any devices in the drawer 
402. This is described in more detail later with reference to 
FIG. 9. 

0052. In some embodiments the depth of the drawer 402 is 
sized relative to standard media storage devices Such that 
those media storage devices are forced to lie flat in the drawer 
in order for the drawer to close. This promotes increased areas 
of physical contact between the media storage devices and the 
drawer base so that inductive charging and/or data transmis 
sion is enhanced. 
0053 More detail about the display is now given. 
0054 Any suitable type of display may be used as men 
tioned above. For example, in the case of touch panel dis 
plays, these may use resistive touch panels in which touching 
the screen causes layers, which are normally separated by a 
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Small gap, to come into contact or a capacitive touch panel in 
which contact with a conductive object changes the capaci 
tance. Another type of touch screen technology uses optical 
sensors (e.g. an optical sensor array) to detect when a screen 
is touched. Any of these types of touch panel may be used in 
the archiving system described herein and these are intended 
as a non-exhaustive list of examples. 
0055. In some embodiments the touch panel display is a 
multi-touch panel display. 
0056. In one example a multi-touch panel display is pro 
vided as now described with reference to FIG. 5. The multi 
touch panel 500 comprises a liquid crystal display (LCD) 
having retro-reflective opto sensors embedded behind it. This 
multi-touch panel 500 is placed over a drawer 501 and per 
Sonal computer 502 or used in any of the arrangements 
described above with reference to FIGS. 1, 2, 3 and 4. In this 
embodiment it is not essential to use an image capture device 
over the touch panel display. Instead, image capture devices 
may be provided in the receptacle or the touch panel itself 
may be used to capture images of physical objects to be 
archived. 

0057 Details about the multi-touch panel 500 are now 
described with reference to FIG. 6, which illustrates a cross 
section of an exemplary touch panel display. A touch panel 
display 500 comprises a touch panel 602 that has several 
infrared (IR) sensors 604 integrated therein. Objects above a 
touchable surface 606 include an object 608A that is in con 
tact with touchable surface 606 and an object 608B that is 
close to but not in actual contact with (adjacent) touchable 
surface 606. Infrared sensors 604 are distributed throughout 
touch panel 602 parallel to touchable surface 606. One of 
infrared sensors 604 may detect infrared radiation reflected 
from objects 608A and 608B, as indicated by arrows 610. 
Although the term “above' is used in this description, it 
should be understood that the orientation of the touch panel 
system is irrelevant. As shown in FIG. 6, touchable surface 
606 is horizontal, but in a different embodiment generated by 
rotating system 500 clockwise by 90 degrees, touchable sur 
face 606 could be vertical. In that embodiment, the objects 
from which reflected IR radiation is detected are to the side of 
touchable surface 606. The term “above' is intended to be 
applicable to all such orientations. 
0058 Touch panel 602 may comprise filters 612 that 
absorb visible light and transmit infrared radiation and are 
located between touchable surface 606 and IR sensors 604 in 
order to shield IR sensors 604 from visible light 614 incident 
ontouchable surface 606 in the case where IR sensors 604 are 
sensitive to a broader range of wavelengths of light other than 
purely infrared wavelengths. 
0059 Touch panel 602 may comprise a display that is 
configured to display images that are viewable via touchable 
surface 606. An eye 615 indicates a possible direction from 
which the images are viewed. The display may be, for 
example, an LCD, an organic light emitting diode (OLED) 
display, a flexible display Such as electronic paper, or any 
other suitable display in which an IR sensor can be integrated. 
0060 System 500 may comprise a backlight 616 for the 
display. Backlight 616 may comprise at least one IR source 
618 that is configured to illuminate objects in contact with or 
adjacent touchable surface 606 with infrared radiation 
through touchable surface 606, as indicated by arrows 620. IR 
sensor 604s are only sensitive to radiation incident from 
above, so IR radiation traveling directly from backlight 616 to 
IR sensor 604s is not detected. 
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0061 The output of IR sensors 604 may be processed to 
identify a detected infrared image. The IR radiation reflected 
from the objects may be reflected from reflective ink patterns 
on the objects, metal designs on the objects or any other 
suitable reflector. For example, white paper reflects IR radia 
tion and black ink absorbs IR radiation, so a conventional bar 
code on a Surface of an object may be detected by an infrared 
sensing device according to the described technology. Fin 
gers are estimated to reflect about 10% of the near IR, which 
is Sufficient to detect that a finger or hand is located at a 
particular location on or adjacent the touchable Surface. A 
higher resolution of IR sensors may be used to scan objects to 
do applications such as document scanning and fingerprint 
recognition. For example, fingerprint recognition generally 
requires a resolution of more than 200 dots per inch (dpi). 
0062 FIG. 6 provides just one example of an exemplary 
touch panel system. In other examples, the backlight may not 
comprise any IR sources and the touch panel may include a 
frontlight which comprises at least one IR source. In Such an 
example, the touchable Surface of the system is a Surface of 
the frontlight and not of the touch panel. The frontlight may 
comprise a light guide, so that IR radiation emitted from IR 
Source travels through the light guide and is directed towards 
touchable Surface and any objects in contact with or adjacent 
to it. In other touch panel systems, both the backlight and 
frontlight may comprise IR sources. In yet other touch panel 
systems, there is no backlight and the frontlight comprises 
both IR sources and visible light sources. In further examples, 
the system may not comprise a frontlight or a backlight, but 
instead the IR sources may be integrated within the touch 
panel. In an implementation, the touch panel may comprise 
an OLED display which comprises IR OLED emitters and 
IR-sensitive organic photosensors (which may comprise 
reverse-biased OLEDs). 
0063 For some applications, it may be desirable to detect 
an object only if it is in actual contact with the touchable 
surface of the touch panel system. The IR source of the touch 
panel system may be turned on only if the touchable Surface 
is touched. Alternatively, the IR source may be turned on 
regardless of whether the touchable surface is touched, and 
detection of whether actual contact between the touchable 
Surface and the object occurred is processed along with the 
output of the IR sensor. Actual contact between the touchable 
Surface and the object may be detected by any Suitable means, 
including, for example, by a vibration sensor or microphone 
coupled to the touch panel. A non-exhaustive list of examples 
for sensors to detect contact includes pressure-based mecha 
nisms, micro-machined accelerometers, piezoelectric 
devices, capacitive sensors, resistive sensors, inductive sen 
sors, laser vibrometers, and LED vibrometers. 
0064 IR sensors 604 may comprise suitable infrared-sen 
sitive semiconductor elements. A non-exhaustive list of 
examples of semiconductor material that is infrared-sensitive 
includes polycrystalline silicon, monocrystalline silicon, 
microcrystalline silicon, nanocrystalline silicon, plastic 
semiconductors and other non-silicon based semiconductors. 
Devices based on polycrystalline, microcrystalline, monoc 
rystalline or nanocrystalline silicon may have better stability 
than amorphous silicon devices. TFTs based on polycrystal 
line, microcrystalline, monocrystalline or nanocrystalline 
silicon may have higher field mobility thanamorphous silicon 
TFTS. 

0065. In another example a multi-touch panel display is 
provided as now described with reference to FIG. 7. A stylus 
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enabled digital liquid crystal display 704 is provided having a 
resistive touch overlay 703 and a polarizing filter 702 over the 
resistive touch overlay 703. The display 704 is positioned 
over a drawer 705 and a personal computer 706 or used in any 
of the other arrangements described above with reference to 
FIGS. 1 to 4. In this embodiment an image capture device 
such as a video camera 700 is used having a field of view 
which comprises at least part of the display 704. The image 
capture device has a polarizing filter 701 which is crossed 
with respect to the polarizing filter 702 at the display. 
0.066 Light emitted from the liquid crystal display passes 
through the polarizing filter 702 and is thus polarized. In 
contrast, ambient light in the environment is not polarized or 
only partially polarized. Polarized light emitted from the 
liquid crystal display is blocked at the camera 700 by polar 
izing filter 701 which is substantially crossed with respect to 
the polarizing filter at the liquid crystal display. This means 
that, in an image received at the camera 700, image regions 
corresponding to the liquid crystal display are dark. However, 
image regions corresponding to any objects between the liq 
uid crystal display and the camera have a higher intensity. 
Ambient light (from light sources in the environment) which 
is reflected from any objects between the liquid crystal dis 
play and the camera is captured by the camera because it is not 
polarized. Light from the liquid crystal display which reflects 
or scatters from any objects between the liquid crystal display 
and the camera and is received by the camera may not be 
substantially polarized as a result of the reflection or scatter 
ing process. This light produces an image of any objects 
between the liquid crystal display and the camera because at 
least Some of this unpolarized light is able to pass through the 
polarizing filter 701 into the camera. 
0067. Image segmentation has thus been achieved because 
those regions of the image corresponding to objects between 
the liquid crystal display and the camera have a much higher 
intensity than those regions of the image corresponding to the 
display itself. A thresholding operation may optionally be 
carried out on the image to discard image elements with an 
intensity lower than a specified threshold. A feathered mask 
may then be applied to Smooth the edges of the remaining 
segmented image regions. For example, the thresholding 
operation and the masking operation may be carried out at the 
computer 706 in the archiving system. 
0068. This image segmentation process, using the polar 
izing filters, may be used as part of processes enabling func 
tionality of the touchpanel display. It may also be used as part 
of processes to capture and archive images of physical 
objects. 
0069. In order to discriminate between situations in which 
an object, Such as a user's hand, is touching the touch panel 
display as opposed to hovering just above the touch panel 
display, the resistive touch overlay 703 is used. Resistive 
touch overlays are widely known are typically composed of 
layers of material which when touched cause a change in 
electrical current which is registered as a touch event and sent 
to a controller for processing. 
0070 A user is able to operate the multi-touch panel dis 
play provided using the liquid crystal display, resistive touch 
overlay 703 and polarizing filter 702, of FIG.7 by placing his 
or her hands or digits on or just above the display and making 
hand gestures and movements which may be bi-manual. The 
multi-touch panel display provides a user interface whereby 
Such gestures and movements are used to control Software 
applications provided on a computer 706 at the archiving 
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system. For example, the gestures and movements may be 
used to determine any one or more of translation, rotation and 
Zooming of a digital object. In addition, the user may make 
inputs using a stylus on the liquid crystal display. 
0071 Referring to FIG. 8, one or more users make input 
which is sensed by the sensing apparatus. In this example of 
a multi-touch panel display, user input may comprise hand 
gestures made on or above the touchpanel (block 800). Using 
image segmentation as described above, an image of a user's 
hand or hands is obtained together with images of any other 
physical objects such as pens, pieces of paper etc. that are on 
or above the multi-touch panel display (blocks 801 and 802). 
The segmented image is processed at the computer 706 to 
detect which regions in the image correspond to the user's 
hand or hands (block 803). This is achieved in any suitable 
manner, for example, using stored templates of hand images 
and comparing the segmented image regions with those 
stored templates. 
0072. Once a hand image region has been detected, param 
eters describing this region are computed (block 804). Any 
Suitable parameters may be used such as centre of mass, 
principal axis and bounding area. For example, centre of 
mass, bounding box and principal axis of an individual con 
nected component can be used to respectively translate, Scale 
and rotate a virtual object. 
0073. This process is then repeated for images in a 
sequence (block 805) captured by the camera and differences 
are computed for corresponding parameters between images 
in the sequence (block 806). These difference values are then 
used, together with information from the resistive touch over 
lay to control display of information on the touch panel dis 
play. 
0074. In other embodiments optical flow techniques are 
used to enable translation, Scaling and rotation of items pre 
sented on the display via hand gestures and movements. 
These optical flow techniques are described in “Play Any 
where: A Compact Interactive Tabletop Projection-Vision 
System”, Andrew D. Wilson, ACM UIST 2005. 
0075. The process of capturing images of physical objects 
in order to make a record of Such physical objects for 
archiving is now described in more detail with reference to 
FIG.9. For example, the physical objects may be a child's first 
pair of shoes, or a printed photograph. 
0076 A user places the physical object to be recorded on 
the display. One or more images of that object are then cap 
tured against a background (block 800). For example, the 
display may be arranged to present a uniform background 
color during this process or any other Suitable background. 
Alternatively, the display may have apolarizing filter which is 
crossed with respect to a polarizing filter at a camera as 
described above with reference to FIG. 7. The captured 
images of the object may include the user's hand for example, 
if the user is holding that object in position. The images are 
captured using any Suitable image capture device (or combi 
nation of such devices) provided in the archiving system. For 
example, this may be an over table camera such as camera 103 
in FIG. 1. Alternatively, the display may itself be capable of 
capturing one or more images of the object. For example, a 
touch panel display may have scanning functionality. 
0077. The captured images are sent from the camera to a 
processor and associated memory provided in the archiving 
system. An optional image segmentation process (block 901) 
is then carried out to segment the background from the image 
of the object. Any suitable image segmentation process may 
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be used. For example, if a known background was presented 
on the display, information about this known background 
may be used to carry out image segmentation. Alternatively, 
polarization information may be used as described above with 
reference to FIG. 7. 
0078. The captured image of the object, which has option 
ally been segmented, may then be presented on the display as 
a digital imprint of the object itself. That is, when a user 
removes the object from the display, the captured image of 
that object is presented in the place where the object had been 
(block 802). This provides an intuitive way in which a user is 
able to view the results of the image capture process. 
0079. In some embodiments, the image capture device 
comprises a camera having a range sensor which enables a 3D 
map of the surface of an object to be detected. Any suitable 
Such camera may be used; a non-exhaustive list of examples 
includes those currently commercially available and those 
described in the following publications: A CMOS 3D cam 
era with millimetric depth resolution' by Niclass et al, IEEE 
Custom Integrated Circuits Conference pp 705-708 October 
2004: "A time-of-flight depth sensor system description, 
issues and solutions' Gokturk et al. Proceedings of the 2004 
Conference on computer vision and pattern recognition 
workshopp 35 2004. In other embodiments the image capture 
device comprises a 3D laser or infra-red scanner which 
enables a 3D map of the surface of an object to be detected. 
0080. The user is then able to make input which is sensed 
by the sensing apparatus (block 903) in order to organize, 
annotate and store the captured image as required (block 
904). A back up process may be carried out to back up the 
captured image to a location remote of the archiving system 
(block 905). 
0081. As mentioned above with reference to FIG. 4 the 
receptacle 402 may comprise antennas 403 and cameras 404. 
In some embodiments the antennas 403 and the image capture 
devices 404 are used to obtain information about the position 
and/or outline of any devices in the drawer 402. This is now 
described in more detail with reference to FIG. 10. A position 
of a media storage device in the receptacle of the archiving 
system is detected (block 1000). For example, a triangulation 
process is carried out using the antenna input signals in order 
to detect the location of a media storage device in the recep 
tacle. Information about the characteristics of the media stor 
age device. Such as information about its identity, power 
charging status, data synchronization status and so on may 
also be provided to the processor of the archiving system. For 
example, this information is transferred using the antennas 
403 or via the power charging mechanism. 
I0082 An image of the media storage device is then dis 
played (block 1001) at the display. The image may be an icon 
or other image representing the particular media storage 
device. For example, it may be a pre-configured image of a 
particular media storage device. Alternatively, the image of 
the media storage device may comprise an outline, silhouette 
or other image of the actual media storage device as obtained 
from cameras 404 in the receptacle. The position information 
may be used to influence location of the display of the image 
of the media storage device on the display. For example, in the 
case that the receptacle is a drawer under the display, the 
image or outline may be presented immediately above the 
media storage device in the drawer. In the case that the recep 
tacle is a tray beside the touch panel display, the image may be 
presented in a representation of the tray on the display, using 
the position information. 
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0083. It is also possible for the image of the media storage 
device to incorporate information about the power charging 
status and/or data synchronization status of that device (block 
1002). For example, this information may be represented 
using colors or any other Suitable markers. 
0084. In some embodiments physical objects are used 
which have bar codes displayed on them. These bar codes 
may be of any suitable type able to store information about the 
related physical object. For example, the bar codes may be 
simple one-dimensional bar codes that are visible to the 
human eye. They may also be bar codes presented in a manner 
invisible to the human eye but which can be detected using 
infrared light sources and detectors. 
I0085. With reference to FIG. 11 an image of a physical 
object is captured as described above (block 1100). A bar 
code in the image of the object is detected (block 1101) using 
pattern recognition or other image processing techniques. 
Information from the bar code is extracted (block 1102). For 
example, this information may indicate the type or function of 
the object, such that it is a stapler for example. Using this 
extracted information the operation of the graphical user 
interface at the display is then influenced (block 1103). For 
example, if a pile of images are presented on the display and 
the user places a stapler on the display (that stapler being 
sensed by the sensing apparatus), this may initiate an action to 
group or attach the images in the pile together. 

Exemplary Computing-Based Device 
I0086 FIG. 12 illustrates various components of an exem 
plary computing-based device 1200 which may be imple 
mented as any form of a computing and/or electronic device, 
and in which embodiments of an archiving system may be 
implemented. 
0087. The computing-based device 1200 comprises one or 
more inputs 1201 which are of any suitable type for receiving 
images captured by animage capture device such as a camera. 
The device also comprises communication interface 1202 
which is arranged to transmit data during synchronization of 
the computing-based device 1200 and one or more media 
storage devices such as mobile telephones, digital cameras, 
personal digital assistants and the like. 
0088 Computing-based device 1200 also comprises one 
or more processors 1203 which may be microprocessors, 
controllers or any other Suitable type of processors for pro 
cessing computing executable instructions to control the 
operation of the device in order to provide an archiving sys 
tem. Platform Software comprising an operating system 1204 
or any other suitable platform software may be provided at the 
computing-based device to enable application software 1205 
to be executed on the device. 
0089. The computer executable instructions may be pro 
vided using any computer-readable media, Such as memory 
1207. The memory is of any suitable type such as random 
access memory (RAM), a disk storage device of any type Such 
as a magnetic or optical storage device, a hard disk drive, or a 
CD, DVD or other disc drive. Flash memory, EPROM or 
EEPROM may also be used. 
0090. An interface 1206 is provided to a touch panel dis 
play which may be a multi-touch panel display. 
0091 An interface 1208 to a microphone and loudspeaker 
may optionally be provided. 
0092. The term “computer is used herein to refer to any 
device with processing capability Such that it can execute 
instructions. Those skilled in the art will realize that such 
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processing capabilities are incorporated into many different 
devices and therefore the term computer includes PCs, serv 
ers, mobile telephones, personal digital assistants and many 
other devices. 
(0093. The methods described herein may be performed by 
Software in machine readable form on a storage medium. The 
Software can be suitable for execution on a parallel processor 
or a serial processor Such that the method steps may be carried 
out in any suitable order, or simultaneously. 
0094. This acknowledges that software can be a valuable, 
separately tradable commodity. It is intended to encompass 
software, which runs on or controls “dumb' or standard hard 
ware, to carry out the desired functions. It is also intended to 
encompass software which "describes' or defines the con 
figuration of hardware, such as HDL (hardware description 
language) software, as is used for designing silicon chips, or 
for configuring universal programmable chips, to carry out 
desired functions. 
0.095 Those skilled in the art will realize that storage 
devices utilized to store program instructions can be distrib 
uted across a network. For example, a remote computer may 
store an example of the process described as Software. A local 
or terminal computer may access the remote computer and 
download a part or all of the Software to run the program. 
Alternatively, the local computer may download pieces of the 
Software as needed, or execute Some Software instructions at 
the local terminal and some at the remote computer (or com 
puter network). Those skilled in the art will also realize that 
by utilizing conventional techniques known to those skilled in 
the art that all, or a portion of the software instructions may be 
carried out by a dedicated circuit, such as a DSP program 
mable logic array, or the like. 
0096. Any range or device value given herein may be 
extended or altered without losing the effect sought, as will be 
apparent to the skilled person. 
0097. It will be understood that the benefits and advan 
tages described above may relate to one embodiment or may 
relate to several embodiments. It will further be understood 
that reference to an item refers to one or more of those items. 
0098. The steps of the methods described herein may be 
carried out in any suitable order, or simultaneously where 
appropriate. Additionally, individual blocks may be deleted 
from any of the methods without departing from the spirit and 
scope of the subject matter described herein. Aspects of any of 
the examples described above may be combined with aspects 
of any of the other examples described to form further 
examples without losing the effect sought. 
(0099. It will be understood that the above description of a 
preferred embodiment is given by way of example only and 
that various modifications may be made by those skilled in the 
art. The above specification, examples and data provide a 
complete description of the structure and use of exemplary 
embodiments of the invention. Although various embodi 
ments of the invention have been described above with a 
certain degree of particularity, or with reference to one or 
more individual embodiments, those skilled in the art could 
make numerous alterations to the disclosed embodiments 
without departing from the spirit or scope of this invention. 
We claim: 
1. A method comprising: 
detecting a physical object in relation to a component of a 

multi-touch device; 
receiving input through interaction of the physical object 

with the component of the multi-touch device; and 
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responsive to the interaction, downloading data by another 
component of the multi-touch device. 

2. A method as recited in claim 1, the physical object 
including one of a plurality of physical objects. 

3. A method as recited in claim 2, the plurality of physical 
objects comprising at least two diverse objects. 

4. A method as recited in claim 1, further comprising syn 
chronizing the data between the physical object and a 
memory component associated with the multi-touch device. 

5. A method as recited in claim 1, further comprising cre 
ating an image to represent the physical object in a user 
interface. 

6. A computer-readable storage medium having computer 
executable instructions recorded thereon that, upon execu 
tion, configure a device to perform a method as recited in 
claim 1. 

7. A method comprising: 
detecting a physical object in relation to a component of a 

multi-touch device; 
receiving input through interaction of the physical object 

with the component of the multi-touch device; 
uploading data associated with the physical object by the 

component of the multi-touch device; and 
storing the data being uploaded. 
8. A method as recited in claim 7, the data associated with 

the physical object comprising an audio file. 
9. A method as recited in claim 7, the uploading data 

associated with the physical object comprising uploading 
data from the physical object. 

10. A method as recited in claim 7, further comprising 
relating the data associated with the physical object with other 
digital content. 

11. A method as recited in claim 7, further comprising, via 
a user interface, representing the data associated with the 
physical object as being stored in a virtual box. 

12. A method as recited in claim 11, the user interface being 
associated with the multi-touch device. 

13. A method as recited in claim 11, further comprising 
accepting input via the user interface, the input comprising at 
least one of: 
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a pinch gesture to close the virtual box; 
an action to label the virtual box; 
an open the virtual box action; 
a spill the virtual box action; and 
a break the virtual box action. 
14. A method as recited in claim 7, further comprising 

representing the data associated with the physical object on a 
timeline. 

15. A method as recited in claim 7, further comprising 
creating a digital scrapbook of the data associated with the 
physical object. 

16. A method as recited in claim 7, further comprising 
capturing an image of the physical object, the physical object 
being on or near the component of the multi-touch device. 

17. A computer-readable storage medium having computer 
executable instructions recorded thereon that, upon execu 
tion, configure a device to perform a method as recited in 
claim 7. 

18. A system comprising 
a computer-readable storage medium as recited in claim 

17; and 
a processor configured to execute the computer executable 

instructions. 
19. A user interface comprising: 
a multi-touch surface; 
a component to detect a physical object in proximity to the 

multi-touch surface; and 
a representation of the physical object. 
20. A user interface as recited in claim 19 configured to 

accept input comprising at least one of 
a gesture to place the representation of the physical object 

in a virtual box; 
a pinch gesture to close the virtual box; 
an action to label the virtual box; 
an open the virtual box action; or 
a spill the virtual box action. 
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