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ABSTRACT
A method comprising: collecting respective observations of end-to-end bandwidth experienced on different occasions by multiple past communications occurring over different respective observed paths over a network, each path comprising a respective plurality of network components; modelling each of the respective network components with a bandwidth probability function characterized by one or more parameters; and estimating a component bandwidth or component bandwidth probability density for each of the network components based on the modelling, by determining respective values for said parameters such that a combination of the component bandwidths or bandwidth probability densities for the network components in the observed paths approximately matches, according to an optimization process, the observations of the end-to-end bandwidth experienced by the past communications over the observed paths.
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ESTIMATING BANDWIDTH IN A NETWORK

BACKGROUND

In the context of a computer network such as the Internet, the bandwidth of a network path or a component of a path (e.g., a server, relay or router) may refer to either the bandwidth capacity or the available bandwidth of the path or component. The bandwidth capacity is the total data rate the path or component can handle, while the available bandwidth is the data rate which that path or component can currently offer (the bandwidth capacity minus any bandwidth incurred by existing communications over the path or through the component). Bandwidth may be expressed for example in terms of bits per second, or bytes per second.

Existing methods allow for the estimation of the bandwidth over a given network path, but only based on observations previously made on the exact same network path (comprising the exact same constituent components). For example, one can build a histogram of previously observed bandwidths. However these methods can only estimate the bandwidth of a path if there was a previous observation for that path. In fact, quite a few observations on the exact same network path are typically required in order to get a useful estimate. Often, no observations exist for the path in question, and thus the methods break down completely. Also, without visibility of individual constituent components of a path, these methods do not allow for estimating the bandwidth of the individual components of the path (e.g., individual servers, relays or routers).

More sophisticated methods exist for estimating jitter, round-trip time (RTT) and packet loss rather than bandwidth. However, it is not straightforward to extend such methods to bandwidth, because of the unique property of bandwidth that the bandwidth of a path is equal to the bandwidth of the lowest bandwidth component on the path, i.e. the "bottleneck" (whereas for jitter, RTT and packet loss, these are determined by the cumulative effect of each component along the route).

SUMMARY

The bandwidth of an individual network component may be of interest in its own right, e.g. for the purposes of network planning. Alternatively or additionally, knowledge of individual component bandwidths would allow the bandwidth of any arbitrary path to be determined regardless of whether that path has been experienced previously (i.e. regardless of whether a bandwidth measurement has yet been obtained for that path as part of the method or model in question).

For example, when administering a large network with multiple components such as servers and data centres involved it can be very challenging to detect which of them are bottlenecks. Thus, an estimate of the bandwidth provisioned by each such network component would be useful. For example, if a certain component such as a server is identified as a bottleneck, a network administrator may buy some more bandwidth for it, or modify a routing policy of the network to place less burden on that server or other component, or even upgrade the network topology to add additional components.

As another example, when starting a media session over a network path, it may be useful to provide an estimate of the bandwidth provided by that path, e.g. which can be used to decide the appropriate encoding level of the media (and therefore what bandwidth it will incur). In yet another example, an application such as a VoIP application running on a user terminal may have options to choose between different network paths, e.g. by connecting to different servers or relays, or by using different network interfaces at the user terminal. In this case, the application may want to choose the network path that matches its needs the best. One factor that could be used to make this decision is an estimate of the end-to-end bandwidth for the possible paths.

Thus there are a number of reasons why it may be desirable to be able to estimate the bandwidth of individual components in a network, or to estimate the bandwidth of a path for which no bandwidth observation has (necessarily) been obtained previously. Further, it would be desirable if such knowledge could be obtained without (necessarily) having visibility of individual components.

According to one aspect disclosed herein, there is provided a method of estimating bandwidth information for individual network components based on end-to-end observations of past communications, in embodiments without any observations of the component bandwidths being available. The method begins by collecting respective observations of end-to-end bandwidth experienced by multiple past communications on different occasions occurring over different respective observed paths over a network such as the Internet. In embodiments, the observed communications comprise user communications comprise actual user communications conducted between user terminals of multiple different users (as opposed to artificial test communications), and the observations are collected by receiving reports from at least one application running on the user terminals of the multiple different users. For example, this may comprise collecting reports of the bandwidth experienced during voice and/or video calls, as measured by instances of a communication client application such as a VoIP client running on various user terminals throughout the network. In embodiments, the method is implemented at a server which collects the observations from many different user terminals. Alternatively however, the method could be implemented on an individual user terminal based on its own observations and/or observations shared from other users. Also, the method is not limited to observations of voice and/or video calls, and could alternatively or additionally use other types of communications such as one-way media streams and/or file transfers.

Note also that the observations are collected from communications conducted on multiple different occasions (different discrete times in the past), e.g. from different calls conducted by different users over a period of multiple hours, days, weeks, months or even years. The method does not require simultaneous measurements to be taken of the different paths. Further, the observations are collected from a mesh of different paths. The method does not necessarily require the measurements to be taken from any particular structured combination of paths, e.g. does not require simultaneously or systematically probing a tree with test communications.

Whatever communications are being observed, each communication travels over a path comprising a respective plurality of network components. Note the term "network component" or the like, as used herein, may refer to any node capable of forming part of a path from one end-point to another over network (e.g. from a sending to a receiving user terminal). For instance, a network component modelled according to the present disclosure may comprise an individual router (e.g. Internet router), relay, bridge, gateway or server unit, or a particular logical server (comprising multiple server units), a particular data centre, an autonomous
system having a particular autonomous system number (ASN), or geographical meta information (e.g. continent, country, state, or city). The modelled components may also comprise one or more the end-points themselves, e.g. use terminals.

To estimate the component bandwidth information, the method comprises modelling each of the respective network components with a bandwidth probability function characterized by one or more parameters; and estimating a component bandwidth or component bandwidth probability density for each of the network components based on said modelling. This is done by determining respective values for said parameters such that a combination of the component bandwidths or bandwidth probability densities for the network components in the observed paths approximately matches, according to an optimization process (e.g. a Maximum Likelihood Estimation), the observations of the end-to-end bandwidth experienced by the past communications over the observed paths.

Thus it is possible to estimate information about the bandwidth of individual nodes in the network based on observations of end-to-end bandwidth along previously observed paths (and in embodiments only based on observations of end-to-end bandwidth), without necessarily needing to be able to directly observe the bandwidth statistics of individual nodes along such paths.

Note that the disclosed technique can be applied to estimating either available bandwidth or bandwidth capacity. If the method is fed with end-to-end estimates of available bandwidth, it will return estimates of the “available bandwidth” of the components. If fed with end-to-end capacity estimates, it will return estimates of the capacity of the components.

In embodiments, the method may further comprise predicting an end-to-end bandwidth or end-to-end bandwidth probability density of a target path over said network, based on the component bandwidths or bandwidth probability densities of a plurality of constituent ones of said network components. The target path need not necessarily be included amongst the observed paths (though it could happen to be). N.B. the “target” path here means a subject path, i.e. a path that is the focus of attention, or the path in question. It does not necessarily imply the path is aimed for or sought after in any way (though that is not excluded either).

This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter. Nor is the claimed subject matter limited to implementations that solve any or all of the disadvantages noted in the Background section.

**BRIEF DESCRIPTION OF THE DRAWINGS**

To assist understanding of the present disclosure and to show how embodiments may be put into effect, reference will be made by way of example to the accompanying drawings in which:

**FIG. 1** is a schematic diagram of a communication network.

**FIG. 2** is a schematic diagram showing components of a communication network.

**FIG. 3** schematically illustrates a method for modelling components of a network, and

**FIG. 4** is a flow chart of a method for estimating bandwidth.

**DETAILED DESCRIPTION**

**FIG. 1** illustrates a communication system comprising a network 101, e.g. a public wide area internetwork such as the Internet, or a private wide area network such as a company intranet. Connected to the network 101 are a plurality of communication end-points in the form of user terminals 102, such as desktop computers, laptop computers, tablets and/or smartphones. Each of the user terminals 102 is installed with a respective instance of a communication client application 103 for communicating with one or more others of the user terminals 102 over the network 101. In embodiments, the communication client 103 is a voice and/or video calling client such as a VoIP client for conducting live voice and/or video calls between user terminals 102 over the network 101. Also connected to the network 101 is a server 104 providing a bandwidth estimation service 105. This server 104 may be implemented as a single server unit, or a logical server comprising more than one server unit over one or more sites.

**FIG. 2** illustrates more detail of the communication network 101. The network 101 comprises a plurality of network components 201, i.e. nodes of the network. In the figure, the individual network components 201 are labelled A . . . O for reference, though it will be appreciated that in embodiments many more components 201 may be present than illustrated. Each of these components 201 may represent one of various types of network node, such as a router, a relay (e.g. a peer in a P2P system), a bridge, a gateway, a server unit, a logical server, a data centre, an ASN of a particular autonomous system, or geographical meta information (e.g. a particular city, state, country or continent). Further, the various components 201 considered in the following model may be nodes of the same type, or may include nodes of different types.

When the communication client 103 on one user-terminal 102 sends a communication to a complementary instance of the communication client 103 on another of the user terminals 102 (e.g. sends an audio stream and/or video stream as part of a call), the communication will travel over a certain path 202 over the network made up of a plurality of the network components 201. For instance in the illustrated example, a transmitting user terminal 102 sends a communication (e.g. audio and/or video stream) that travels first via network component A, then via network component H, then finally via network component N which delivers the communication to a receiving user terminal 102. Thus the communication may be described as travelling over a network path AHN between two end-points 102. Note that the communication may be an ongoing stream flowing over the path, and does not have to be transmitted in its entirety to one component A before it begins to be transferred onwards to the next component H, etc. i.e. while an earlier part of the stream is being transferred to the destination end-point 102 from component N, a later part of the stream is being transferred from component H to component N, and a still later part of the stream is being transferred from component A to component N, etc.

Also illustrated in **FIG. 2** are network paths BEKM (from component B to E to K to M), DBF (from component D to B to F), IHG (from component I to H to G) and NL (from component N to L). For example each may comprise a different respective audio and/or video stream of a respective voice and/or video call conducted between various
end-points 102, e.g. between various instances of a VoIP client 103 over the Internet. Note that the paths need not necessarily contain the same number of network components. Also, note how some or all of the network components may be involved in different paths. E.g. component H is a component of path AHN and path HIG, and component B is a component of path BEKM and path DBE, while component N is a component of path AHN and path NL. In practice there would likely be a much larger number of paths overlapping in a much more inter-woven mesh, but FIG. 2 is simplified for illustrative purposes.

Each path 202 has a certain bandwidth, i.e. the bandwidth capacity, or the available data rate it presently has going spare. The bandwidth is in general determined by the slowest component 201 on the path 202, i.e. the “bottleneck”, i.e. the end-to-end bandwidth of a path 202 may be modelled as the minimum bandwidth of any component 201 on the path.

Although the client application 103 cannot see into the path 202 and so cannot see which component 201 is the bottleneck, many communication clients such as VoIP clients have the facility to estimate the end-to-end bandwidth on a particular connection over which they are communicating, i.e. a particular path. Various methods of measuring the bandwidth experienced over a given connection will in themselves be familiar to a person skilled in the art. For example, pathChirp, Pathload, or TCP Friendly Rate Control (TFRC) may be used to measure end-to-end available bandwidth; or packet train methods may be used to measure end-to-end bandwidth capacity.

Furthermore, it is often possible to identify which components make up the path. For example, in one model, each path is considered to consist of only two components, e.g. an autonomous system through which the user-terminal 102 at one end of the path connects to the network 101, and another autonomous system through which the user-terminal 102 at the other end of the path connects to the network 101. An autonomous system is a collection of IP routing prefixes that presents a common, defined routing policy to the Internet, e.g. being the system of a given internet service provider (ISP). Each autonomous system is identified by a unique ASN (autonomous system number). Thus in embodiments, each path can be modelled as comprising only a respective pair of ASNs. Another example would be to consider the path to consist of two geographic locations at either end of the communication, e.g. the country or city at either end (in which case the components may be modelled by the geographic meta information of the two endpoints).

Further, if the communication traverses a server, relay or data centre, the identity of that component may be known to the application 103 and thus in embodiments it may readily be added to the path as a component.

More generally, it is possible to discover the components of other, more complex paths by using other known techniques, such as performing a trace route. A trace route is performed by sending a trace packet from one of the endpoints 102 addressed to the other, with the trace packet containing a time-to-live (TTL) value set to a non-zero integer value. When a network component 201 receives the packet, it decrements the TTL value and then either forwards the trace packet to the next network component 201 in the path if the TTL is still non-zero, or otherwise if the TTL value has now been decremented to zero the network components responds with an identification of itself to the sending terminal 102. The first trace packet the sent by the sending terminal TTL is initially set to 1, so it is decremented to 0 after the first hop a the first network component it reaches (e.g. A), which then responds with its identity. The sending terminal 102 then sends a second trace packet with the TTL set to 2. This second trace packet will therefore travel two hops, reaching the second network component in the route (e.g. H) by the time it is decremented to zero, causing the second network component to respond with its identity, and so forth.

Techniques for identifying network paths will in themselves be familiar to a person skilled in the art, and the scope of present disclosure is not limited to any particular technique. Note also, a path as considered for the purpose of the modelling disclosed herein does not necessarily have to include every component along the path down to the minutest detail—if for the purposes in question a component is generally fast enough compared to the other components that it can be assumed not to be a bottleneck, it can be ignored when modelling the path.

Given the huge amount of calls or other communications typically conducted in a communication system such as a VoIP system, it is possible to collect statistics on a large number of calls over a period of time, including the bandwidth experienced and an identification of the network components 201 making up the travelled path 202. In accordance with the following there is provided a method to estimate the bandwidth limitations introduced by individual network components, or the probability distribution of the bandwidth, provisioned by each such network component 201 based on multiple end-to-end bandwidth observations.

These component estimates may in themselves have an application to network planning. Alternatively or additionally, given these estimates, it is also possible to combine the individual component estimates into estimates of end-to-end bandwidth of any new path across the components 201—even if an observation of a path consisting of that exact combination of network components has not previously been incorporated into the model. This may be applied for example to media encoding or network path selection, as will be discussed in more detail shortly. Both the component estimate and estimates of new paths are based on a model that end-to-end bandwidth is determined by the minimum bandwidth of any component on the path (“the bottleneck”).

The disclosed method is now discussed in more detail with reference to FIG. 4.

In a first step S10, multiple end-to-end bandwidth observations across multiple network components are collected, in at least some embodiments, at a server 104. The observations are collected over a period of time, e.g. multiple hours, days, weeks, months or even years. When the communication client 103 running on one of the user terminals 102 performs a communication (e.g. call) over the network 101, it also makes an observation by measuring the bandwidth experienced over the respective path 202 and identifying the components 201 of the respective path, as discussed above. Over multiple communications performed by multiple user terminals 102 on various different occasions, each client 103 reports its measured bandwidth and identified path to the bandwidth estimation service 105 running on the server 104 (e.g. over the same network 101 or a separate medium).

At the bandwidth estimation service 105, the observations are processed to identify the bandwidths provided by each of the individual network components 201 present. Because the bandwidth provided by different components may vary over time due to e.g. side load, in at least some embodiments the component bandwidths are modelled by their probability density functions. This can apply to either available band-
width or bandwidth capacity. Available bandwidth varies over time due to varying demand. It may be impacted by competing applications running in the same user device, and/or different user devices. Further, depending on the definition of capacity, bandwidth capacity can also be time varying. For example, if capacity is the peak rate as measured by packet train drain rate, it may be time varying in networks such as mobile networks, because it is assigned by the operator as a function of various technical parameters (e.g., signal quality, user load, etc.).

Over time, the bandwidth estimation service 105 will have collected observations many different paths 202 comprising many different combinations of network components 201, many of which different paths 202 will contain some but not all of the same network components 201. Based on this, it is possible for the bandwidth estimation service 105 to estimate the bandwidth (e.g., mean bandwidth) or at least the bandwidth probability density of the individual network components 201 even though it only has observations of end-to-end bandwidth. Some specific examples of how this is done are detailed later in relation to Equations (1) to (31), but an outline of the process is set out as follows, and also in relation to FIG. 3.

(a) Firstly, a generic likelihood function is derived for the observation data. This is based on the model that the observed end-to-end bandwidth is determined by the slowest network component 201 on the path.

(b) Each network component 201 that was involved in any of the observed paths 202 is then modelled with a probability distribution function. This is illustrated schematically in FIG. 3. N.B. a likelihood function $p(y|x)$ is a function of the parameters $x$, for fixed observations $y$; while a probability distribution function $p(y|x)$ is a function of the observations $y$, for fixed parameters $x$. Sometimes, the parameters $x$ are implicit. That is, $p(y; \lambda(x))$ is sometimes just written as $p(y)$, with $\lambda(x)$ being understood. One can pick any probability distribution function (PDF) for the component bandwidths, e.g., exponential, Gaussian, Weibull, or discretized probability mass functions (PMF) ("histograms"). Whichever is chosen, the probability distribution function is characterized by one or more parameters, which can take different values for the different network components 201. E.g., in FIG. 3 the parameters of the PDF modelling component A are labelled $\lambda A 1$, $\lambda A 2$, etc., the parameters of the PDF modelling component A are labelled $\lambda B 1$, $\lambda B 2$, etc. In embodiments, the same type of PDF is used for every component 201 being modelled in a given model, or alternatively it is not excluded that different types of PDF could be used to different components 201 within a given model.

(c) The task now becomes an optimization problem in the parameters of the chosen PDF type or types. That is, it is desired to find values for the parameters of the PDFs modelling the different network components 201, such that a model all the paths considered together based on the component model PDFs approximately matches (e.g., most closely matches) the actual observations of those paths. In embodiments, this means it is desired to find values for the parameters of the PDFs modelling the different network components 201, such that they in combination yield the highest possible likelihood product of all the end-to-end bandwidth observations that were actually observed on the end-to-end paths. This principle is known as maximum likelihood estimation. For instance, in the case of Gaussian PDF type, it is desired to find the means and variances that leads to the highest likelihood product of the end-to-end bandwidth observations. This can be achieved using any known optimization method to maximize the likelihood function formed in step (a) above. In embodiments, the optimization method used may be a convex optimization method, e.g., an interior point method such as Newton’s method, which if required can be extended with log-barriers to keep parameters within restricted ranges. Alternatively, non-convex methods such as genetic algorithms may be applied, or convex and non-convex methods may be used in combination; e.g., a convex method can be initialized with the result of a non-convex method.

(d) The result is a PDF for each network component 201 with solved parameters, giving the probability density of the respective network component.

In embodiments, the "histogram" PDF type may be used as it can fit any data and a results in an optimization criterion that can be solved using convex optimization methods and therefore executes in reasonable time. In embodiments, Tikhonov regularization terms may be added to the optimization criteria as this protects against over-fitting. For instance, for the histogram PDF type, a term may be added to the objective penalizing differentials in the PDF, leading to PDF smoothing. This can also provide the additional effect that the objective can still be optimized without numerical breakdown in the case where any network component is not observable due to linear dependencies in the observation set.

In some embodiments, the bandwidths may optionally be pre-processed with an invertible compressor such as the log-function. The bandwidth PDFs modelled by each component will then actually model the log-bandwidths delivered by each component. The resulting end-to-end bandwidth estimates can then be recovered by taking the exponential of the bandwidth prediction made in the log domain. This is can be useful because bandwidths tend to be long-tailed distributions and therefore compression increases modelling accuracy. Moreover, this is consistent with the effect of modelling accuracy: while there is a big quality difference between a 100 and a 200 kbps video call, there is virtually no difference between a 2000 and a 2100 kbps video.

A second, optional step S20 is to provide an estimate of the bandwidth or bandwidth PDF of a certain target end-to-end path, which may be a path that was not included in the observations collected and modelled in the first step S10. The second step S20 is carried out after the first step S10 but not necessarily directly triggered in response to finishing the first step S10. Rather, in embodiments, step S20 will be invoked when an application (see step S30) requests an estimate of the bandwidth (or the PDF of the bandwidth) of an end-to-end path, e.g., which it intends to use for a communication or is considering using. E.g., the communication client application 103 may wish to determine an estimated bandwidth for making a voice or video call. The application 103 sends a request to the bandwidth estimation service 105, in which it provides the service 105 with the identities of the network components 201 on the path in question (the "target path"). For example, the application may run a trace route on the target path, or the components may be deduced from the endpoints (e.g., the ASN or country at either side plus any server or relay in between). The network component PDFs estimated in step S10 are then combined into a new PDF of the end-to-end bandwidth of the provided network path, or the PDFs are used to generate a most probable bandwidth. The combination of the PDFs is
based on a model that the end-to-end bandwidth is determined by the slowest component on the path.

In embodiments, the combination is performed by the bandwidth estimation service 105, and the service 105 provides the resulting bandwidth or bandwidth probability density of the target path to the requesting application, e.g., the communication client application 103 on one of the respective user terminals 102, or a media streaming application running on a server. The application then uses this as a prediction of the bandwidth or bandwidth probability density experienced by a subsequent communication conducted by the application over the target path.

Alternatively, the service 105 may provide the individual component bandwidth or bandwidth probability densities of one or more of the network components to the application, for the application to use to combine into the predicted bandwidth or bandwidth probability density for the target path at the user terminal 102. E.g., in embodiments, the service 105 may supply the application with the component bandwidths of all components on the target path, or may supply only the PDFs of problematic low bandwidth components.

In a third, optional step S30, the estimated end-to-end bandwidth or bandwidth PDF is applied for a practical purpose. Example applications are as follows. In a first exemplary application, the predicted end-to-end bandwidth or end-to-end bandwidth probability function of the target path is used to select a property of a subsequent communication being transmitted or to be transmitted over the target path, the selection of this property affecting a bandwidth incurred by the subsequent communication over the target path. In embodiments this selection comprises selecting between different quality versions of the subsequent communication, such as different quality modes of an audio or video codec. For instance, this may be used for bandwidth selection in media streaming, e.g., a video streaming service may choose between different levels of quality based on the provided estimate. As another example, this may be used for bandwidth selection in real time communications. As another example, a VoIP service may choose between different levels of quality based on the provided estimate. Such a service will typically run its own “in service” bandwidth estimation based on the transmitted media data, but even in this case the bandwidth estimates provided by the methods described here may be useful in the initial phase, before the “in service” estimate becomes available or stabilizes.

In a second exemplary application, the estimates may be used for network path selection. In this case, the method comprises predicting a respective end-to-end bandwidth or end-to-end bandwidth probability density of each of two or more different target paths over the network, each based on the component bandwidths or bandwidth probability densities of a respective plurality of constituent ones of said network components. A comparison of the predicted end-to-end bandwidths or end-to-end bandwidth probability densities of the two or more target paths is then used to select one of the target paths for transmitting a subsequent communication. For instance, an application (any of the above) may query end-to-end bandwidth estimates for multiple paths and then select the fastest or otherwise “best” path for a session. As an example, the choice may be between a slow and cheap or a fast and expensive server. If there is a third slow network component on the path to both servers, there is no advantage of choosing the fast and expensive server, as the slow server will not be a bottleneck anyway (provided it is faster than the third slow component).

Note, in the above it is assumed the bandwidth estimate is provided to the application (e.g., the application 103 on one of the user terminals 102) and the application makes the path selection, or the selection of the quality or other property of the communication affecting the incurred bandwidth. However, in alternative embodiments, an indication of the selection is provided to the application (e.g., on the user terminal 102) to conduct the subsequent communication over the selected target path or with the selected quality or other property.

In yet another exemplary application, the component bandwidths or bandwidth probability densities of one or more of the network components are used for network planning, by modifying the network based on the component bandwidths or bandwidth probability densities of the one or more of the network components. E.g., by direct inspection of the network component bandwidths (the outcome of step S10) any administrator can readily detect which components tend to be bottlenecks. This he or she can act on that information and possibly provision accordingly.

It will be appreciated that the above applications are only examples, and the skilled person may find other useful applications for estimating the bandwidth or bandwidth probability density of network components or paths comprising such components.

Note also that in the bandwidth estimate produced by the above methods (e.g., by the service 105), the resulting bandwidth estimate of a target component or path may be output in terms of an estimated bandwidth density distribution or a single representative bandwidth estimate (e.g., an estimated average bandwidth such as an estimated mean or modal bandwidth). To determine an estimated distribution, each of the respective network components is modelled with a bandwidth probability function characterized by not just one, but at least two independently variable parameters. In embodiments, outputting the estimated bandwidth density provides more options for exploiting the estimate. For instance, in selecting a path for subsequent communication, the service 105 or application 103 may base the selection on both the average bandwidth (e.g., mean or peak bandwidth of the distribution) and a measure of the spread of the bandwidth probability density distribution (e.g., a width defined between +/-X % of the peak of the distribution). For example, one target path under consideration may have a higher estimated average bandwidth but a wider spread, meaning the bandwidth is less reliable; whilst another target path may have a lower estimated average bandwidth, but a narrower spread, meaning the bandwidth is more reliable. In some scenarios, the service 105 or application 103 may select the more reliable path over the path with the higher estimated average, while in other scenarios the service 105 or application 103 may select the path with the higher estimated average over the more reliable path. E.g., the selection may depend on the requirements of the subsequent communication for which the selection is being made, such as its media type (file transfer, audio, video, etc.) and/or minimum guaranteed bitrate required.

Further, in any of the applications listed above the bandwidth related estimates may be combined with estimates or measurements of other factors such as round-trip time (RTT), packet loss, jitter, or monetary cost before making the final appropriate decisions.

In a fourth, optional step S40 the application (e.g., communication client 103 or media streaming application) may send back to the service 105 the actual “in-session” bandwidth estimate (when available) observed during the actual communications. This observation then provides additional information, and step S10 can be reinitiated to refine the network component bandwidth PDF estimates.

In yet further optional embodiments, the disclosed method may allow for predicting different bandwidth estimates for different times of day. This can be achieved by segmenting the day into periods such as 0:00-6:00, 6:00-12:
00, 12:00-18:00, 18:00-24:00 and applying the disclosed technique separately in each period. Alternatively, the time of day can be embedded into the modelled network component. For example, each ASN can be modelled as a network component corresponding to the four time intervals exemplified above.

Some examples of probability density functions for modelling each network component 201 (step S10) are now described. In the examples below, Equation (4) is the likelihood function, and P_j(X_j) is the probability density function of component j. Two specific examples are given. The working up Equation (11) is generic to both examples. In the working up to Equation (11), the parameter to be varied in the optimization is represented by \( \theta_j \). In the specific example of Equation (16), k is used to represent a generic parameter for all components and then \( k_j \) is used to let k vary for each component. In Equation (22) it is \( p_j(k) \). N.B. the k in (16) is not the k in (22).

For the purpose of the following, the different network components are indexed by j. When a component is on the end-to-end path of a call it introduces a bandwidth limitation \( x_j \). Now assume that this bandwidth limitation is a random variable with density function \( p_j(X_j) \). Now denote the ith end-to-end observation by \( y_i \). This is also a random variable with density function \( p_j(Y_j) \). Because the end-to-end bandwidth is determined by the “weakest link”, it can be expressed that:

\[
y_i = \min(x_j)_{j \in A_i}
\]

where \( A_i \) is the set of network components on the path for the ith end-to-end observation.

\( p_j(Y_j) \) will now be derived. That is, the likelihood for the yi observation. First one needs the probability that component j delivers a bandwidth high enough to yield \( y_i \):

\[
P_j(Y_j \geq y_i) = \int_{y_i}^{\infty} p_j(X_j) dX_j
\]

Now the probability that all components deliver a high enough bandwidth is:

\[
P(Y_i \geq y_i) = \prod_{j \in A_i} \int_{y_i}^{\infty} p_j(X_j) dX_j
\]

Now one gets back to the likelihood function by:

\[
\log p(Y_i \geq y_i) = \sum_{j \in A_i} \int_{y_i}^{\infty} \log p_j(X_j) dX_j
\]

As what is of interest is finding the underlying density functions \( p_j(X_j) \) that maximizes \( p(y) \), one can take the logarithm on both sides to arrive at the log likelihood function:

\[
\log p(y) = \sum_{i} \log \left( \frac{d}{dy_i} \prod_{j \in A_i} \int_{y_i}^{\infty} p_j(X_j) dX_j \right)
\]

In relation to this term, now note that:

\[
\frac{d}{dy_i} \log \left( \prod_{j \in A_i} \int_{y_i}^{\infty} p_j(X_j) dX_j \right) = \frac{d}{dy_i} \prod_{j \in A_i} \int_{y_i}^{\infty} p_j(X_j) dX_j
\]

Thus one can re-write:

\[
\log p(y) = \sum_{i} \log \left( \prod_{j \in A_i} \int_{y_i}^{\infty} p_j(X_j) dX_j \right)
\]

This provides a generic utility to optimize for any given choice of distribution \( p_j(X_j) \). On one hand, it is desired to provide a distribution that leads to a convex utility so that can be maximized readily. On the other hand, it is desired to provide a distribution that fits the data and is useful for the applications we have in mind. A distribution that matches the first desire is the exponential:

\[
p_j(X_j) = \delta e^{-\delta X_j}, \delta > 0
\]

and which is concave by inspection: a linear function is both convex and concave, and a concave, non-decreasing function \( \log(y) \) of a concave function \( S_{\beta_p, \beta_q} \) is concave. Thus a solver can be written to recover \( \theta_j \) using Newton’s method. The \( \theta_j > 0 \) constraint can be enforced by adding a log-barrier to the objective function.

However, the exponential distribution does not really fit the second desire mentioned above, because it is a long-tailed distribution with maximum at 0. That means that it can only reflect the capabilities of a component to sometimes support a high bandwidth, but it can reflect nothing relating to how reliable this is. One way of getting around this problem is to use the more general Weibull distribution:

\[
p_j(X_j) = \delta \beta_p X_j^{\beta_p - 1} e^{-\delta X_j}, \beta > 0
\]

and which is concave by inspection: a linear function is both convex and concave, and a concave, non-decreasing function \( \log(y) \) of a concave function \( S_{\beta_p, \beta_q} \) is concave. Thus a solver can be written to recover \( \theta_j \) using Newton’s method. The \( \theta_j > 0 \) constraint can be enforced by adding a log-barrier to the objective function.
with shape parameter $k > 0$. It can be seen that for $k = 1$ it reduces to the exponential distribution, and for $k = 2$ one has the Rayleigh distribution. By insertion into (10) one gets:

$$\log p(y) = -\sum_{i} \theta_i y_i + \sum_{i} \log \sum_{k=0}^{\infty} k^i \theta_i^{i+1}$$

(16)

By the same arguments as made for the exponential distribution this is concave in $\theta_i$ for any given $k$, and thus readily solvable.

Using the Weibull distribution with e.g. $k = 5$ ensures that the maximum of the distribution is no longer at $\theta_i$; however, with fixed $k$ one still has the issue that the mean and variance are 1:1 coupled. One way to get around that is to also let $k$ be a free parameter for each distribution, that is, replace $k$ by $k_i$ above.

Following on from the above, an example of using the Weibull distribution is now described.

The 1st and 2nd order derivatives of (16) can be derived, when replacing $k$ by $k_i$.

The first order derivatives are:

$$\frac{d \log p(y)}{d \theta_i} = \sum_{k=0}^{\infty} \left( \frac{k_i}{\sum_{j} k_j^i y_j^i} - 1 \right)$$

(17)

$$\frac{d^2 \log p(y)}{d \theta_i d \theta_j} = \sum_{k=0}^{\infty} \left( \frac{2 k_i}{\sum_{j} k_j^i y_j^i} - \left( \frac{k_i}{\sum_{j} k_j^i y_j^i} \right)^2 \right)$$

(18)

where $I(*)$ is the indicator function. To build the Hessian one also needs the 2nd order derivatives:

$$\frac{d^2 \log p(y)}{d k_i d k_j} = \sum_{k=0}^{\infty} \left( \frac{2 k_i}{\sum_{j} k_j^i y_j^i} - \left( \frac{k_i}{\sum_{j} k_j^i y_j^i} \right)^2 \right)$$

(19)

and finally the cross term:

$$\frac{d^2 \log p(y)}{d k_i d \theta_j} = \sum_{k=0}^{\infty} \left( \frac{2 k_i}{\sum_{j} k_j^i y_j^i} - \left( \frac{k_i}{\sum_{j} k_j^i y_j^i} \right)^2 \right)$$

(20)

An alternative example of using a discretized PDF is now described.

Instead of using a parametric PDF in (10), one can use a discretized.

The observed bandwidths are discretized into bins, and the appropriate bin for observation $y_i$ is denoted by $b_i$ and the corresponding bin centre is denoted by $y_{b_i}$ (that is, a quantized $y_i$). One can write (10) as:

$$\log p(y_i) = \sum_{k=0}^{\infty} \log \left( \sum_{j} p_j(b_i) \cdot w(j) \cdot p_j(k) \right)$$

(22)

where $K$ is the number of bins, $w(k)$ is the width of the $k$th bin, and:

$$w_i = 1/2 w(b_i) - y_i$$

(23)

is the distance from $y_i$ to the next bin. The $p_j(k)$ terms are the observation likelihood constants within each bin, and to constitute proper PDFs:

$$\forall j, k: p_j(k) \cdot w(k) > 1$$

(24)

$$\forall j, k: p_j(k) > 0$$

(25)

If one applies equal bin sizes $w(k) = w$, and moreover assumes that quantization is fine-grained so that $y - y_{b_i}$, (22) reduces to:

$$\log p(y_i) = \sum_{k=0}^{\infty} \log \left( \sum_{j} p_j(b_i) \cdot w(j) \cdot p_j(k) \right)$$

(26)

the maximum of which is independent of the bin size as expected.

Now note that both (22) and (26) can be vectorized as:

$$\log p(y) = c + \sum_{i} \log \sum_{k=0}^{\infty} \left( \sum_{j} p_j(b_i) \cdot w(j) \cdot p_j(k) \right)$$

(27)

where $a_i$ pins the likelihood vector $p_j$ for the $b_i$th bin and $w_i$ is 0 for indexes below $b_i$ and—in the case of (26)—0.5 at $b_i$ and 1 above. The Jacobian can then be derived:
The invention claimed is:

1. A method comprising:
   collecting, by one or more computing devices, respective observations of end-to-end bandwidth experienced on different occasions by multiple past communications occurring over different respective observed paths over a network, each path comprising a respective plurality of network components;
   modelling, by the one or more computing devices, each of the respective network components with a bandwidth probability function characterized by one or more parameters;
   estimating, by the one or more computing devices, a component bandwidth or component bandwidth probability density for each of the network components based on said modelling, by determining respective values for said parameters to cause a combination of the component bandwidths or bandwidth probability densities for the network components in the observed paths to approximately match, according to an optimization process, the observations of the end-to-end bandwidth experienced by the past communications observed over the observed paths;
   predicting, by the one or more computing devices, an end-to-end bandwidth or end-to-end bandwidth probability density of a target path over said network, based on the component bandwidths or bandwidth probability densities of a plurality of constituent ones of said network components, the target path not being included amongst the observed paths; and
   providing, by the one or more computing devices, the predicted end-to-end bandwidth or bandwidth probability density of the target path to a user terminal, for use as a prediction of a bandwidth or bandwidth probability density for a subsequent communication conducted by the user terminal over the target path.

2. The method of claim 1, wherein said communications comprise user communications conducted between user terminals of multiple different users, and the observations are collected by receiving reports from at least one application running on the user terminals of the multiple different users.

3. The method of claim 1, wherein said modelling comprises modelling each of the respective network components with a bandwidth probability function characterized by at least two independently variable parameters, and said estimating comprises estimating a component bandwidth probability density for each of the network components based on said modelling.

4. The method of claim 1, wherein said optimization process comprises a Maximum Likelihood Estimation.

5. The method of claim 1, wherein the predicted end-to-end bandwidth or end-to-end bandwidth probability function of the target path is used to select a property of a subsequent communication being transmitted or to be transmitted over the target path, the selection of said property affecting a bandwidth incurred by the subsequent communication over the target path.

6. The method of claim 5, wherein the selection of said property comprises selecting between different quality versions of the subsequent communication.

7. The method of claim 5, wherein the method is performed from a server, and comprises providing an indication of said selection to the user terminal, for the user terminal to conduct the subsequent communication with the selected property.
8. The method of claim 1, wherein:
the method comprises predicting a respective end-to-end bandwidth or end-to-end bandwidth probability density of each of two or more different target paths over the network, each based on the component bandwidths or
bandwidth probability densities of a respective plurality of constituent ones of said network components; and
a comparison of the predicted end-to-end bandwidths or
end-to-end bandwidth probability densities of the two
or more target paths is used to select one of the target
paths for transmitting a subsequent communication.

9. The method of claim 8, wherein the method is performed from a server, and comprises providing an indication of the selected target path to a user terminal, for the user
terminal to conduct the subsequent communication over the
selected target path.

10. The method of claim 1, wherein the method is performed from a server, and comprises providing the component bandwidth or bandwidth probability densities of one or more of the network components to the user terminal, for the user terminal to predict the bandwidth or bandwidth probability density experienced by the subsequent commu-
nication conducted by the user terminal over the target path over said network comprising said one or more network components.

11. The method of claim 10, comprising a subsequent step of receiving back from the user terminal a measure of the bandwidth experienced by the subsequent communication over the target path, and at the server using said measure to refine the estimation of the component bandwidths or
bandwidth probability densities.

12. The method of claim 1, wherein the method is performed from a server.

13. The method of claim 12, comprising a subsequent step of receiving back from the user terminal a measure of the bandwidth experienced by the subsequent communication over the target path, and at the server using said measure to refine the estimation of the component bandwidths or
bandwidth probability densities.

14. The method of claim 1, comprising a subsequent step of receiving a measure of the bandwidth experienced by a subsequent communication over the target path, and using said measure to refine the estimation of the component bandwidths or bandwidth probability densities.

15. The method of claim 1, comprising using the component bandwidths or bandwidth probability densities of one or more of the network components for network planning, by modifying the network based on the component bandwidths or bandwidth probability densities of the one or more
of the network components.

16. The method of claim 1, wherein each of said network components is one of: a router, a relay, a server unit, a server, a data centre, an ASN, or geographical meta information.

17. A server comprising one or more server units at one
or more sites, the server being configured to perform opera-
tions of:
collecting, by the server, respective observations of end-
delay bandwidth experienced by multiple past communicate-
ations on different occasions occurring over different
respective observed paths over a network, each path compris-
ing a respective plurality of network components;
modelling, by the server, each of the respective network components with a bandwidth probability function characterized by one or more parameters;
estimating, by the server, a component bandwidth or component bandwidth probability density for each of
the network components based on said modelling, by
determining respective values for said parameters to
cause a combination of the component bandwidths or
bandwidth probability densities for the network compo-
nents in the observed paths to approximately match, according to an optimization method, the observations of the end-to-end bandwidth experienced by the past communications over the observed paths;
predicting, by the server, an end-to-end bandwidth or
end-to-end bandwidth probability density of a target path over said network, based on the component band-
widths or bandwidth probability densities of a plurality of constituent ones of said network components, the
target path not being included amongst the observed paths; and
providing, by the server, the predicted end-to-end bandwidth or bandwidth probability density for a subsequent communication conducted by the user terminal.

18. A method comprising:
collecting, by one or more computing devices, respective observations of end-end bandwidth experienced by multiple past voice and/or video calls conducted over different respective observed paths over the internet, each path comprising a respective plurality of network components;
modelling, by the one or more computing devices, each of
the respective network components with a bandwidth probability function characterized by one or more
parameters;
estimating, by the one or more computing devices, a
component bandwidth or component bandwidth prob-
bility density for each of the network components based
on said modelling, by determining respective values for said parameters to cause a combination of the component bandwidths or bandwidth probability densities for the network components in the observed paths to approximately match, according to an optimization process, the observations of the end-to-end bandwidth experienced by the past communications over the observed paths;
predicting, by the one or more computing devices, an
end-to-end bandwidth or end-to-end bandwidth prob-
bility density of a target path over said network, based
on the component bandwidths or bandwidth probability densities of a plurality of constituent ones of said
network components, the target path not being included amongst the observed paths; and
providing, by the one or more computing devices, the
predicted end-to-end bandwidth or bandwidth probability
density of the target path to a user terminal, for use as a prediction of a bandwidth or bandwidth probability
density for a subsequent communication conducted by
the user terminal over the target path.

19. The method of claim 18, wherein the past commu-
nications comprise user communications conducted between user terminals of multiple different users, and the observations are collected by receiving reports from at least one application running on the user terminals of the multiple different users.

20. The method of claim 18, wherein said modelling comprises modelling each of the respective network components with a bandwidth probability function characterized by at least two independently variable parameters, and said
estimating comprises estimating a component bandwidth probability density for each of the network components based on said modelling.