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Description
TECHNICAL FIELD

[0001] This disclosure generally relates to computing
devices and, particularly but not exclusively, queuing in
networking devices.

BACKGROUND

[0002] A computer network is a collection of intercon-
nected network devices that can exchange data and
share resources. Example network devices include rout-
ers, switches, and other layer two (L2) network devices
that operate within layer two of the Open Systems Inter-
connection (OSI) reference model, i.e., the data link lay-
er,andlayerthree (L3) network devices that operate with-
in layer three of the OSl reference model, i.e., the network
layer. Network devices within computer networks often
include a control unit that provides control plane func-
tionality for the network device and forwarding compo-
nents for routing or switching data units.

[0003] A router of a computer network may use one or
more queues facilitate bandwidth matching between
senders and receivers. The network switch may receive
packets from a sender and transmit a portion of the re-
ceived packets from the sender to a receiver, storing a
remaining portion of the received packets in the queue.
After transmitting the portion of the received packets, the
network switch transmits the remaining portions of the
packets stored in the queue to the receiver.

[0004] In general, itis often desirable to partition and
allocate the resources so as to achieve different Quality
of Service (QoS) for different types of packet flows. For
example, in response to receiving a packet from the
source device, a network device may classify the packet
as originating from the source device and identifies a
particular priority provisioned in the router for the source
device. The network device then typically stores the net-
work packet as one or more discrete data units in one of
a number of queues that is associated with the deter-
mined priority. The router services the queues in a man-
ner that satisfies each of the defined priorities. For ex-
ample, during operation, the network device performs
dequeue operations in accordance with the provisioned
priorities to select network packets from the queues to
schedule delivery of the network packets. In some in-
stances, the network device executes multiple dequeue
operations in an overlapping manner to concurrently se-
lect and service multiple queues. As one example, a net-
work device may implement dequeue and network pack-
et scheduling operations in a pipelined fashion such that
multiple network packets are being dequeued and sched-
uled for processing at any given pointin time. By execut-
ing these dequeue operations concurrently, the network
device improves the number of network packets that can
be serviced in a given amount of time.

[0005] US 8,797,877 describes techniques are de-
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scribed for allocating virtual output queue (VOQ) buffer
space to ingress forwarding units of a network device
based on drain rates at which network packets are for-
warded from VOQs of the ingress forwarding units. For
example, a network device includes multiple ingress for-
warding units that each forward network packets to an
output queue of an egress forwarding unit. Ingress for-
warding units each include a VOQ that corresponds to
the output queue. The drain rate at any particular ingress
forwarding unit corresponds to its share of bandwidth to
the output queue, as determined by the egress forward-
ing unit. Each ingress forwarding unit configures its VOQ
buffer size in proportion to its respective drain rate in
order to provide an expected delay bandwidth buffering
for the output queue of the egress forwarding unit.
[0006] US 2016/0226797 describes that a network de-
vice, such as a network switch, can include an ingress
to receive data packets from a network. The ingress can
communicate with an egress included in the network de-
vice though a fabric included in the network device. At
least one of ingress and the egress can enqueue a data
packet prior to receipt of all cells of the data packet. The
ingress can also commence with dequeue of the cells of
the received data packet prior to receipt of the entire data
packet from the network. At least one of ingress and the
egress can process the data packets using cut-through
processing and store-and-forward processing. In a case
of cut-through processing of a data packet at both the
ingress and the egress of a network device, such as
ClOQ switch, the fabric can be allocated to provide a
prioritized virtual channel through the fabric for the data
packet.

SUMMARY

[0007] Particular aspects are set out in the appended
independent claims. Various optional embodiments are
set out in the dependent claims.

[0008] Ingeneral,this disclosure describes techniques
for improved queueing systems in network devices. A
network device, such as a router or a switch, may en-
queue network packets in one or more queues prior to
switching internally between packet forwarding engines,
or prior to transmitting the packets over the network. A
queueing system for a network device may be configured
to combine elements of a virtual output queue (VOQ) and
combined input output queue (CIOQ). As used herein, a
VOQ may refer to a buffer at an ingress side, where each
input port maintains a separate virtual queue for each
output port. However, maintaining a separate virtual
queue for each output port does not scale well. In con-
trast, a CIOQ may be configured to buffer at an egress
side. However, a CIOQ may limit throughput of the net-
work device due to head-of-line (HOL) blocking. For in-
stance, CIOQ may limit throughput of the network device
due to HOL blocking across a switching fabric when an
input queue aggregates multiple flows intending to reach
an egress packet forwarding engine or when multiple in-
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gress packet forwarding engines try to reach the same
egress packet forwarding engine and the bandwidth of
the egress packet forwarding engine is exceeded.
[0009] Inaccordance with the techniques of the disclo-
sure, a network device may be configured to provide
"ClOQ behavior" that enables output queue scaling. For
example, the network device may be configured to use
virtual output queuing at egress as the local output queue.
For instance, the network device may be configured to
enqueue a network packet at a VOQ for a packet for-
warding engine and the packet forwarding engine will
schedule the network packet to be enqueued at a partic-
ular port of the packet forwarding engine. In this instance,
network device may "loopback" information indicating the
network packet in the virtual output queue and that the
network packet is to be enqueued at as output queue for
the particular port. In this way, the network device may
allow queue scale to increase as more packet forwarding
engines are added to the system while helping to mini-
mizing head-of-line blocking across the switch fabric.
[0010] An embodiment of the invention provides a
method that includes: determining, by an ingress packet
forwarding engine implemented in processing circuitry,
in response to receiving a network packet, an egress
packet forwarding engine for outputting the network
packet; enqueuing, by the ingress packet forwarding en-
gine, the network packet in a virtual output queue for
output to the egress packet forwarding engine, wherein
enqueuing the network packet in the virtual output queue
comprises enqueuing the network packetin afirst portion
of a combined buffer for the ingress packet forwarding
engine and the egress packet forwarding engine that is
assigned to the virtual output queue; outputting, by the
egress packet forwarding engine implemented in
processing circuitry, in response to a first scheduling
event, to the ingress packet forwarding engine, informa-
tion indicating the network packet in the virtual output
queue and that the network packet is to be enqueued at
an output queue for an output port of the egress packet
forwarding engine, wherein outputting the information
comprises outputting, to the ingress packet forwarding
engine, the network packet with a header comprising the
information; dequeuing, by the ingress packet forwarding
engine, in response to receiving the information, the net-
work packet from the virtual output queue and enqueuing,
by the ingress packet forwarding engine, the network
packet to the output queue, wherein dequeuing the net-
work packet from the virtual output queue comprises de-
queuing the network packet from the first portion of the
combined buffer, and wherein enqueuing the network
packet the network packet to the output queue comprises
enqueuing the network packet in a second portion of the
combined buffer assigned to the output queue; and de-
queuing, by the egress packet forwarding engine, in re-
sponse to a second scheduling event that is after the first
scheduling event, the network packet from the output
queue and outputting, by the egress packet forwarding
engine, the network packet at the output port.
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[0011] A second embodimentofthe invention provides
acomputing device comprising means for performing the
method of the invention. A third embodiment of the in-
vention provides computer-readable medium conveying
instructions for causing one or more programmable proc-
essors to perform the method of the invention.

[0012] The details of one or more examples of the tech-
niques of this disclosure are set forth in the accompany-
ing drawings and the description below. Other features,
objects, and advantages of the techniques will be appar-
ent from the description and drawings, and from the
claims.

BRIEF DESCRIPTION OF DRAWINGS
[0013]

FIG. 1is a block diagram illustrating an example net-
work in accordance with the techniques of the dis-
closure.

FIG.2is ablock diagram illustrating an example rout-
er within the network of FIG. 1 in accordance with
the techniques of the disclosure.

FIG. 3 is a block diagram illustrating an example
shaper credit update engine within the router of FIG.
2 in accordance with the techniques of the disclo-
sure.

FIG. 4 is ablock diagram illustrating an example rout-
er switching local network traffic using network pack-
et loopback in accordance with techniques of this
disclosure.

FIG.5is ablock diagram illustrating an example rout-
er switching fabric network traffic to egress using net-
work packetloopbackin accordance with techniques
of this disclosure.

FIG.6is a block diagram illustrating an example rout-
er switching fabric network traffic from ingress using
network packet loopback in accordance with tech-
niques of this disclosure.

FIG.7 isablockdiagram illustrating an example rout-
er switching local network traffic using metadata
loopback in accordance with techniques of this dis-
closure.

FIG. 8 is ablock diagram illustrating an example rout-
er switching fabric network traffic from ingress using
metadata loopback in accordance with techniques
of this disclosure.

FIG. 9 is a block diagram illustrating a method for
switching network traffic in accordance with the in-
vention.

[0014] Like reference characters refer to like elements
throughout the figures and description.

DETAILED DESCRIPTION

[0015] Some systems use a Combined Input and Out-
put Queuing (ClOQ) for a large queue scale. In CIOQ
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systems, a packet buffer, such as, for example, a Delay
Bandwidth Buffer (DBB) and Output Queues (OQ) are
held at egress along with Congestion Management (CM)
and hierarchical scheduling. In some examples, a CIOQ
system may include fine grain queueing at ingress. Ac-
cordingly, in CIOQ, small fabric Input Queues (1Q) may
be used at ingress (e.g., one per destination packet for-
warding engine). With CIOQ, the queue scale increases
as more packet forwarding engines are added to the sys-
tem, because network packets fanout at egress per
queue.

[0016] However, CIOQ systems may suffer from fabric
congestion that may be addressed, for example, using
fabric overspeed (e.g., 2X) to satisfy Quality of Service
(QoS) targets. Fabric congestion may occur when mul-
tiple input ports on different packet forwarding engines
attempt to reach the same egress OQ. In this example,
the CIOQ system may drop network packets at the in-
gress fabric interface. The ingress fabric queues may
aggregate the traffic through relatively small queues
(e.g., stored in On-Chip-Memory (OCM)) with only a few
priority constrains and without per-queue QoS guaran-
tees.

[0017] To avoid the foregoing difficulties associated
with CIOQ systems, some network devices may use vir-
tual output queuing. In virtual output queuing, each in-
gress packet forwarding engine includes a virtual output
queue (VOQ) that uniquely identifies an Egress OQ. A
VOAQ (e.g., one VOQ on each packet forwarding engine)
may combine with an OQ to form the queue. The VOQ
on ingress may provide a delay bandwidth buffer with
only a small OQ at egress (e.g., only at a head of the
queue is available at egress for scheduling to a port).
Because the DBB is kept at ingress in virtual output queu-
ing, such systems may omit techniques for mitigating
head-of-line blocking across the switch fabric. Such
head-of-line blocking may be due to the egress sched-
uling of the VOQ, which together with fair fabric sched-
uling may use little or no overspeed.

[0018] Virtual output queuing, however, may lack OQ
scaling. Because each ingress packet forwarding engine
may use a VOQ for each egress OQ, the number of VOQ
on the ingress packet forwarding engine determines a
maximum OQ scale. As such, rather than increasing
queue scale as more packet forwarding engines are add-
ed, in the case of ClOQ systems, the VOQ system may
have a maximum number of OQ that is determined by
the number of VOQ on the ingress packet forwarding
engine (e.g., 48,000 OQs), considering that ingress
memory committed to queueing is finite and may not be
easily upgraded to add additional storage capacity. Be-
cause the total number of OQ does not grow with the
addition of packet forwarding engines, the average
number of OQ per packet forwarding engine becomes
smaller as more packet forwarding engines are added to
a system. For a hierarchical quality of service solution,
systems using virtual output queues may limit a number
of packet forwarding engines supported in a system to a
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small number (e.g., 4 or 8 packet forwarding engines).
[0019] Techniques described herein describe a sys-
tem configured to provide "CIOQ behavior" that enables
OQ scaling in stand-alone (e.g., combined buffer (CBUF)
local switching) and fabric based systems. In some ex-
amples, a system may use virtual output queues at
egress as the OQ. For instance, a system may enqueue
anetwork packetata VOQ for a packet forwarding engine
and the packet forwarding engine will schedule the net-
work packet to be enqueued at a particular port of the
packet forwarding engine. In this instance, the system
may "loopback" information (e.g., packet header with
packet payload, only meta data, etc.) indicating the net-
work packet in the virtual output queue and that the net-
work packet is to be enqueued as an output queue for
the particular port. Techniques described by way of com-
parative examples may include a system that may loop-
back the information locally using metadata. In some ex-
amples, a system may loopback the information by loop-
ing back the network packet with a header and a packet
payload for the network packet. In this way, the system
may allow queue scale to increase as more packet for-
warding engines are added to the system while helping
to minimize head-of-line blocking across the switch fab-
ric. For example, the system may have some head-of-
line blocking if multiple flows aggregate through a single
ingress queue on an ingress packet forwarding engine
but are later separated out into separate output queues
at an egress packet forwarding engine.

[0020] FIG.1isablockdiagramillustrating an example
system 102 in which network 104 includes routers 106A-
106B (collectively, routers 106). Devices 110A-110N
(collectively, devices 110) connect to network 104 via
routers 106 in order to access resources provided by
network 104. Each of devices 110 may be an end-user
computing device, such as a personal computer, alaptop
computer, a mobile telephone, a network telephone, a
television set-top box, a video game system, a point-of-
sale device, a personal digital assistant, an intermediate
network device, a network appliance, a supercomputer,
a mainframe computer, an industrial robot, or another
type of device capable of interfacing with and communi-
cating over network 104.

[0021] Network 104 may include a plurality of network
devices that facilitate the access of content by devices
110. Each of the plurality of network devices may com-
prise one of arouter (e.g., routers 106), a switch, aserver,
a database server, a hub, a firewall, an Intrusion Detec-
tion/Prevention (IDP) device and/or any other type of net-
working equipment or device that facilitates the transfer
of data to and from devices 110. Network 104 includes
routers 106, which communicate using various protocols,
such as the Border Gateway Protocol and the Internet
Control Message Protocol, in order to exchange routing,
network configuration information, and other information.
The network may be a local area network ("LAN"), such
as a token ring or Ethernet network, a virtual local area
network ("VLAN"), or another type of network. The net-
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work may comprise one or more wired or wireless links.
For example, network 104 may be an Ethernet network
that comprises one or more Ethernet cables. In another
example, the network may be a Wireless Fidelity ("Wi-
Fi") network that uses wireless radio transmissions to
communicate information. In another example, network
104 may be a mobile network. Although shown as a single
network 104 in FIG. 1, network 104 may comprise any
number of interconnected networks, either public or pri-
vate, in which the various networks interconnect to form
one or more virtual networks.

[0022] Network 104 provides a variety of resources
that may be accessed by devices 110. In the example of
FIG. 1, network 104 includes content server 112 that
stores or otherwise sources content, which, as the term
is used herein, refers to any data commonly transmitted
and/or stored within a network, such as web-based ap-
plications, images, documents, web pages, video data,
audio data such as voice, web-based games, scripts, or
any other type of network-based content. Network 104
may support multicast techniques to improve the delivery
efficiency of data transmitted with the network. Typically
network 104 will also connect to a variety of other types
of devices (e.g., file servers, printers, telephones, and e-
mail and other application servers). Network 104 is also
shown coupled to public network 114 (e.g., the Internet)
via router 106B. Public network 114 may include, for ex-
ample, one or more client computing devices. Public net-
work 114 may provide access to web servers, application
servers, public databases, media servers, end-user de-
vices, and many other types of network resource devices
and content.

[0023] Network 104 may transmit content to devices
110 through router 106A using one or more packet-based
protocols, such as an Internet Protocol (IP) / Transmis-
sion Control Protocol (TCP). In this respect, network 104
may support the transmission of data via discrete data
units, often referred to as "network packets," or simply
"packets." As a result, network 104 may be referred to
as a "packet-based" or "packet switched" network. While
described in this disclosure as transmitting, conveying,
or otherwise supporting packets, network 104 may trans-
mit data according to any other discrete data unit defined
by any other protocol, such as a cell defined by the Asyn-
chronous Transfer Mode (ATM) protocol, or a datagram
defined by the User Datagram Protocol (UDP).

[0024] Network traffic delivered by network 104 may
be classified according to a number of categories. For
instance, content server 112 may stream live video to
one of devices 110 through router 106A. Packets that
transmit such video may be classified as streaming mul-
timedia packets. Content server 112 may also send web
pages to one of devices 110 using HTTP packets. As
another example, information exchanged by routers 106
may be categorized as network management traffic. In
addition to being classified by application, network traffic
may be classified by source or destination, user, protocol,
and port (for TCP and UDP), among others characteris-
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tics.

[0025] Various categories of network traffic may re-
quire a certain level of network performance. For exam-
ple, streaming multimedia may require guaranteed band-
width to provide an acceptable user experience. As an-
other example, network management traffic should ex-
perience low delays in order to maintain the efficiency of
a network. Also, internet service providers (ISPs) may
prioritize traffic for certain users over others based on a
service provider agreement. To meet these require-
ments, network 104 includes mechanisms to support
Quality of Service (QoS) guarantees according to a
number of predefined QoS levels.

[0026] Routers 106 receive, analyze, and classify
packets to assign the packets to a suitable priority level.
In addition to classifying packets, routers 106 process
the received and classified packets according to their pri-
ority level. In this manner, routers 106 implement aspects
of the QoS guarantees provided by network 104. In ad-
dition, based on information received from other devices
in system 102, routers 106 determine the appropriate
route through the system for each received packet and
forwards the packet accordingly.

[0027] Routers 106 may regulate a speed at which
packets are transmitted to prevent flooding on the net-
work. For example, routers 106 may include a token
bucket shaper that spends "tokens" to dequeue a corre-
sponding amount of bytes from a queue and transmit
them over the network, and may not transmit packets if
the token bucket shaper has insufficient tokens to spend.
In other words, each token may correspond to a number
of bytes that the token bucket shaper is permitted to de-
queue from the queue and transmit over the network. In
this way, the token bucket shaper acts to regulate the
speed at which packets are removed from the queue and
transmitted on the network.

[0028] Some routers may use a ClOQ techniques, that
use a delay bandwidth buffer and output queues that hold
packets at egress along with congestion management
and hierarchical scheduling. In this example, a ClOQ sys-
tem may use fabric input queues at ingress (e.g., one per
destination packet forwarding engine). As such, the
queue scale increases as more packet forwarding en-
gines are added to the CIOQ system, because network
packets fanout at egress per queue. However, CIOQ sys-
tems may suffer from fabric congestion that may be ad-
dressed, for example, using fabric overspeed (e.g., 2X)
to satisfy Quality of Service (QoS) targets. Fabric con-
gestion may occur when multiple input ports on different
packet forwarding engines attempt to reach the same
egress OQ. In this example, the CIOQ system may drop
network packets at the ingress fabric interface. The in-
gress fabric queues may aggregate the traffic through
relatively small queues (e.g., stored in On-Chip-Memory
(OCM)) with only a few priority constrains and without
per-queue QoS guarantees.

[0029] Some network devices may use virtual output
queuing. In virtual output queuing, a router may use a
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virtual output queue (VOQ) that uniquely identifies an
egress OQ. A VOQ (e.g., one VOQ on each packet for-
warding engine) may combine with an OQ to form the
queue. The VOQ on ingress may provide a delay band-
width buffer with only a small OQ at egress (e.g., only at
a head of the queue is available at egress for scheduling
to a port). Because the delay bandwidth buffer is kept at
ingress in virtual output queuing, systems using VOQ
techniques may omit techniques for mitigating head-of-
line blocking across the switch fabric. Routers configured
to use virtual output queuing, however, may lack OQ scal-
ing. Because eachingress packetforwarding engine may
use a VOQ for each egress OQ, the number of VOQ on
the ingress packet forwarding engine determines a max-
imum OQ scale.

[0030] Inaccordance with the techniques of the disclo-
sure, routers 106 may be configured to provide "CIOQ
behavior" that enables OQ scaling in stand-alone (e.g.,
combined buffer (CBUF) local switching) and fabric
based systems. For example, router 106 A may be con-
figured to use virtual output queues at egress as the OQ.
Forinstance, router 106A may be configured to enqueue
a network packet at a VOQ for an egress packet forward-
ing engine and the egress packet forwarding engine will
schedule the network packet to be enqueued at a partic-
ular port of the packet forwarding engine. In this instance,
router 106A may "loopback," to an ingress packet for-
warding engine, information indicating the network pack-
et in the virtual output queue and that the network packet
is to be enqueued at an output queue for the particular
port. Techniques described by way of comparative ex-
amples may include a system that may loopback the in-
formation locally using metadata. In some examples,
router 106A may loopback the information by looping
back the network packet with a header and a packet pay-
load for the network packet. In this way, router 106 A may
allow queue scale to increase as more packet forwarding
engines are added to the system while helping to mini-
mize head-of-line blocking across the switch fabric.
[0031] In operation, router 106 A may determine, in re-
sponse to receiving a network packet, an egress packet
forwarding engine for outputting the network packet. For
example, router 106A may determine an egress packet
forwarding engine of router 106A. In some examples,
router 106 A may determine the egress packet forwarding
engine that corresponds to a next hop. Forinstance, rout-
er 106A may determine, in response to determining that
a packet label of the network packet specifies an IP ad-
dress, a next-hop for the network packet. In this instance,
router 106 A may determine the egress packet forwarding
engine assigned to a port that corresponds to the next-
hop for the network packet.

[0032] Router 106A enqueues the network packetin a
virtual output queue for output to the egress packet for-
warding engine. For example, router 106A stores the net-
work packet (e.g., packet payload, packet header, etc.)
at the virtual output queue. In response to a first sched-
uling event, router 106A outputs, to the ingress packet
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forwarding engine, information indicating the network
packet in the virtual output queue and that the network
packet is to be enqueued at an output queue for an output
port of the egress packet forwarding engine. For exam-
ple, router 106 A may determine, using quality of service
for different types of packet flows and/or a dequeue rate,
to schedule the network packet for queueing by the
egress packet forwarding engine for processing by the
egress packet forwarding engine. To output the informa-
tion, router 106A outputs a network packet (e.g. via a
port of the egress router to a port of the ingress router)
a packet payload for the network packet and a header
for the network packet that includes the information. In
some comparative examples, to output the information,
router 106A may output metadata using local switching
(e.g., using a combined buffer) without outputting the
packet payload.

[0033] Inresponse to receiving the information, the in-
gress packet forwarding engine of router 106A dequeues
the network packet from the virtual output queue. For
example, router 106A may remove the network packet
(e.g., packet payload and packet header) and/or a pointer
representing the network packet from the virtual output
queue. Router 106A enqueues the network packet to the
output queue. For example, router 106A may add the
network packet and/or a pointer representing the network
packet to the output queue.

[0034] In response to a second scheduling event that
is after the first scheduling event, router 106A dequeues
the network packet from the output queue and outputs
the network packet atthe output port. Forexample, router
106A may determine, using quality of service for different
types of packet flows and/or a dequeue rate, to schedule
the network packet for queueing by the egress packet
forwarding engine at an output queue for the output port.
In response to the second scheduling event, router 106A
may output the network packet (e.g., packet payload and
packet header) atthe output port and remove the network
packet (e.g., packet payload and packet header) and/or
apointer representing the network packet from the output
queue for the output port.

[0035] In this way, router 106A may have higher scal-
ability compared to routers that use VOQ. For example,
using techniques described herein, router 106A may in-
crease the output queue scale, which may help to support
a larger number of customers, thereby improving an op-
eration of a router. For example, assuming each packet
forwarding engine of four packet forwarding engines sup-
ports 48,000 queues, the combination of the four packet
forwarding engines using VOQ techniques may support
only 48,000 queues. However, in accordance with the
techniques of the disclosure, the combination of four
packet forwarding engines using combined buffer tech-
niques may support 192,000 queues (i.e., 4x48,000),
which may allow the router to support additional custom-
ers and, therefore, may improve a performance of router
106A. In some examples, router 106A may have a lower
product cost compared to routers configured to use
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CIOAQ. Additionally, techniques described herein may be
used with VOQ techniques and/or CIOQ. For instance,
router 106A may use VOQ for internet facing traffic and
techniques described herein using a combined buffer for
inbound ftraffic from the internet (e.g., for customer
queueing).

[0036] Routers 106 may use techniques described
herein to use a virtual output queue as an output queue.
However, in some examples, some of routers 106 may
use other techniques, such as, for example, virtual output
queueing, ClOQ, or another queueing technique. Al-
though the principles described herein are discussed with
reference to routers 106, other network devices, such as,
for example, but not limited to, an Asynchronous Transfer
Mode (ATM) switch, a local area network (LAN) switch,
aninterface card, a gateway, a firewall, or another device
of system 102 may determine a predicted lifetime.
[0037] FIG.2isablockdiagramillustratingan example
router 206 within network 104 of FIG. 1 in accordance
with the techniques of the disclosure. In general, router
206 may operate substantially similar to routers 106 of
FIG. 1. In this example, router 206 includes interface
cards 230A-230N ("IFCs 230") that receive network
packets via incoming links 232A-232N ("incoming links
232")and send network packets via outbound links 234A-
234N ("outbound links 234"). IFCs 230 may be coupled
to links 232, 234 via a number of interface ports. Router
206 may include a control unit 222 that determines routes
ofreceived packets and forwards the packets accordingly
via IFCs 230, in communication with control unit 222.
[0038] Control unit 222 includes a routing engine 224
and a packet forwarding engine 226. Routing engine 224
operates as the control plane for router 206 and includes
an operating system (not shown) that provides a multi-
tasking operating environment for execution of a number
of concurrent processes. Routing engine 224, for exam-
ple, executes software instructions to implement one or
more control plane networking protocols 246. For exam-
ple, protocols 246 may include one or more routing pro-
tocols, such as BGP 252, for exchanging routing infor-
mation with other routing devices and for updating routing
information base (RIB) 242. Protocols 246 may further
include transport protocols, such as Multiprotocol Label
Switching (MPLS) protocol 250, and multicast manage-
ment protocols, such as Internet Group Management
Protocol (IGMP) 256. In other examples, protocols 246
may include other routing, transport, management, or
communication protocols.

[0039] Insome examples, routing engine 224 includes
command line interface (CLI) 240 to permit an adminis-
trator to configure and/or manage router 206. For exam-
ple, the administrator may, via CLI 240, access queue
manager 264 to configure one or more parameters of
packetforwarding engines 226. In another example, rout-
ing engine 224 includes a graphical user interface (GUI)
instead of a CLI. In a still further example, routing engine
executes Simple Network Management Protocol (SM-
NP) 254 to permit the administrator to configure and/or
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control router 206 from a remote terminal.

[0040] Routing protocol daemon (RPD) 244 may exe-
cute BGP 252 or other routing protocols to update RIB
242. RIB 242 describes a topology of the computer net-
work inwhich router206 resides, and also includes routes
through the computer network. RIB 242 describes vari-
ous routes within the computer network, and the appro-
priate next hops for each route, i.e., the neighboring rout-
ing devices along each of the routes. RPD 244 analyzes
information stored in RIB 242 and generates forwarding
information for packet forwarding engine 226, which
stores the forwarding information in forwarding informa-
tion base (FIB) 260. RPD 244 may, in other words, re-
solve routing information stored by RIB 242 to obtain the
forwarding information identifying a next hop for each
destination within the network, storing the forwarding in-
formation to FIB 260.

[0041] Combined buffer ("CBUF") 265 may act as
queue storage for packet forwarding engines 226 of rout-
er 206. CBUF 265 may include local memory (e.g., on
chip memory (OCM)) and/or external memory (e.g., High
Bandwidth Memory (HBM)). In accordance with the tech-
niques of the disclosure, CBUF 265 may store queues
for router 206. In some examples, CBUF 265 comprises
random access memory (RAM), read only memory
(ROM), programmable read only memory (PROM), eras-
able programmable read only memory (EPROM), elec-
tronically erasable programmable read only memory
(EEPROM), flash memory, comprising executable in-
structions for causing the one or more processors to per-
form the actions attributed to them.

[0042] CBUF 265 may include one or more queues
that are a first-in first-out (FIFO) data structure for organ-
ization and temporary storage of data. In the example of
FIG. 2, queues of CBUF 265 may store one or more net-
work packets for router 206. For example, router 206 may
store the one or more packets in one or more queues of
CBUF 265 prior to switching internally between packet
forwarding engines 226. In another example, router 206
may store the one or more packets in one or more queues
of CBUF 265 prior to transmitting the network packets
over the network.

[0043] Forexample, CBUF 265 may include virtual out-
put queues 227A-227N (collectively referred to herein as
"VOQs 227) and/or output queues 219A-219N (collec-
tively referred to herein as "OQs 219). In some examples,
each VOQ of VOQs 227 may be assigned to a respective
packet forwarding engine of packet forwarding engines
226. For instance, VOQ 227A may be assigned to a first
packet forwarding engine of packet forwarding engines
226, VOQ 227B may be assigned to a second packet
forwarding engine of packet forwarding engines 226, and
so on. Each OQ of OQs 219 may be assigned to a re-
spective port of packet forwarding engine of packet for-
warding engines 226. For instance, OQ 219A may be
assigned to a first port of a first packet forwarding engine
of packet forwarding engines 226, OQ 219B may be as-
signed to a second port of the first packet forwarding
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engine, and so on.

[0044] Packet forwarding engine 226 operates as the
data plane for router 206 and includes FIB 260, shaper
creditupdate engine 262 and queue manager 264. Pack-
et forwarding engine 226, for example, processes pack-
ets forwarded and received by router 206 via IFCs 230.
For example, packet forwarding engine 226 may apply
filters and routing policies to outgoing packets and for-
ward the packets to a next hop in the network. In some
examples, control unit 222 includes a plurality of packet
forwarding engines, each of which are configured to op-
erate similar to packet forwarding engine 226 to provide
packet forwarding functions for different flows of network
traffic. As used herein, ingress packet forwarding engine
and egress packet forwarding engine are merely terms
for providing context relating to a specific network packet.
Thatis, all packet forwarding engines 226 may act as an
ingress packet forwarding engine when receiving pack-
ets and an egress packet forwarding engine when trans-
mitting network packets. In some examples, a single
packet forwarding engine may act as both the ingress
packet forwarding engine and the egress packet forward-
ing engine for a single packet.

[0045] FIB 260 may associate, for example, network
destinations for network traffic with specific next hops
and corresponding IFCs 230 and physical output ports
for output links 234. FIB 260 may be a radix tree pro-
grammed into dedicated forwarding chips, a series of ta-
bles, a complex database, a link list, a radix tree, a da-
tabase, aflatfile, or various other data structures. In some
examples, FIB 260 includes lookup structures. Lookup
structures may, given a key, such as an address, provide
one or more values. In some examples, the one or more
values may be one or more next hops. A next hop may
be implemented as microcode, which when executed,
performs one or more operations. One or more next hops
may be "chained," such that a set of chained next hops
perform a set of operations for respective different next
hops when executed. Examples of such operations may
include applying one or more services to a network pack-
et, dropping a network packet, and/or forwarding a net-
work packet using an interface and/or interface identified
by the one or more next hops. As shown, FIB 260 may
include an Ingress Packet Processor (IPP) 261 and an
Egress Packet Processor (EPP 263). IPP 261 may de-
termine a packet forwarding engine of packet forwarding
engines 226 that acts as an egress packet forwarding
engine for a network packet. EPP 263 may determine
output queue forward statistics at egress.

[0046] Queue manager 264 of packet forwarding en-
gine 226 may work with shaper credit update engine 262
to perform management functions for VOQs 227 and
OQs 219. For example, shaper credit update engine 262
may implement token bucket shaper data structures to
determine dequeue rates for VOQs 227. In this example,
queue manager 264 may regulate a flow of network pack-
ets to VOQs 227 using the dequeue rates specified by
shaper credit update engine 262. Similarly, shaper credit
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update engine 262 may implement token bucket shaper
data structures to determine dequeue rates for OQs 219.
In this example, queue manager 264 regulates the flow
of network packets from OQs 219 using the dequeue
rates specified by shaper credit update engine 262.
Shaper creditupdate engine 262 is described further with
reference to FIG. 3.

[0047] Inaccordance with techniques described here-
in, packet forwarding engines 226 may be configured to
reuse VOQs 227 (e.g., ingress VOQs) as egress OQs.
For instance, a first packet forwarding engine of packet
forwarding engines 226 may act as an ingress packet
forwarding engine that uses VOQ 227A as an ingress
VOQ. In this example, VOQ 227 may be "reused" as an
egress OQ by a second packet forwarding engine of
packet forwarding engines 226. In this instance, the
egress packet forwarding engine may "loopback," to the
ingress packet forwarding engine, information indicating
the network packet in VOQ 227 and that the network
packetis to be enqueued at an OQ 219A for the particular
port. In some examples, one or more packet forwarding
engines of packet forwarding engines 226 may use VO-
Qs 227 as VOQs at ingress. Because the total number
of OQ grows with the addition of packet forwarding en-
gines, the average number of OQ per packet forwarding
engine becomes larger as more packet forwarding en-
gines are added to a system. In this way, OQ scaling may
occur when multiple packet forwarding engines are add-
ed to a system (e.g., 40,000 per packet forwarding en-
gine).

[0048] Each OQ of OQs 219 may be scheduled to an
egress port, which may place queueing at an egress port.
Ingress packet forwarding engines of packet forwarding
engines 226 may support a small number of fabric input
queue (e.g., one of VOQs 227) per destination packet
forwarding engine with OQ. For instance, queue manag-
er 264 may use one VOQ per destination packet forward-
ing engine loopback channel with priority (e.g., up to 8
Priority per destination packet forwarding engine). In
some examples, IPP 261 may perform a lookup to de-
termine an egress packet forwarding engine of packet
forwarding engines 226 and OQ (e.g., VOQ) per egress
output port. For instance, IPP 261 may insert a VOQ
number for an OQ at egress in a network packet prepend
sent from ingress to egress.

[0049] Shaper credit update engine 262 may include
a Grant Scheduler (GS) 272, which is also referred to
herein as "scheduler 272" at egress, which may be con-
figured to schedule network packets from VOQ to fabric
and from OQ to the port. For instance, scheduler 272
may schedule fabric packets/pages from an ingress
packet forwarding engine to an egress packet forwarding
engine. Scheduler 272 may be configured to schedule
network packets from OQ to the port on egress packet
forwarding engine.

[0050] Scheduler272 may directly schedule an egress
packet forwarding engine with OQ to the port. For exam-
ple, scheduler 272 may include an 8K Queue and there
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are five 8K Queues (e.g., 5x8K is 40K OQ per packet
forwarding engine). In this instance, scheduler 272 may
not use fabric for scheduling to port for deterministic be-
havior.

[0051] Router206 may be configured to support mixing
of VOQ and OQ in a same system. For example, router
206 may be configured such that some fabric destina-
tions may be "typical" VOQ/OQ combinations when small
queues per port are supported and other destinations
may be OQ when larger queues per port are needed. In
some examples, router 206 may use existing packet
loopback paths on an egress packet forwarding engine
to enqueue packets into an OQ with minimal changes to
design to support OQ, but at possible reduced bandwidth
(e.g., see FIGS. 4, 5, 6). In some examples, router 206
may be configured such that network packets arrive from
fabric are looped back on egress packet forwarding en-
gine to perform drop check and enqueue (NQ) to the OQ
without any new data path needed. In this example,
scheduler 272 may schedule OQ direct to port.

[0052] Router 206 may use dedicated data paths at
egress to achieve full performance (e.g., see FIGS. 6, 7,
8). For example, router 206 may be configured such that
network packets arrive from fabric are first checked for
admittance to OQ using drop check, and if allowed are
enqueued to the OQ. In this example, scheduler 272 may
schedule from OQ direct to port. In this way, techniques
described herein may use "local switching" at an egress
packet forwarding engine, which may allow network
packets to be received at ingress and move directly to
egress without passing through fabric.

[0053] In operation, an ingress packet forwarding en-
gine of packet forwarding engines 226 may determine,
in response to receiving a network packet, an egress
packet forwarding engine of packet forwarding engines
226 for outputting the network packet. For example, the
ingress packet forwarding engine may determine an
egress packet forwarding engine of ingress packet for-
warding engines 226 for outputting the network packet.
FIB 260 may determine the egress packet forwarding
engine that corresponds to a next hop. For instance, FIB
260 may determine, in response to determining that a
packet label of the network packet specifies an IP ad-
dress, a next-hop for the network packet. In this instance,
FIB 260 may determine an egress packet forwarding en-
gine assigned to a port that corresponds to the next-hop
for the network packet.

[0054] The ingress packet forwarding engine en-
queues the network packet in VOQ 227A for output to
the egress packet forwarding engine. For example, the
ingress packet forwarding engine stores the network
packet (e.g., packet payload, packet header, etc.) at VOQ
227A. In response to a first scheduling event, an egress
packet forwarding engine of ingress packet forwarding
engine 226 outputs, to the ingress packet forwarding en-
gine, information indicating the network packet in VOQ
227A and that the network packet is to be enqueued at
OQ 219A for an output port of the egress packet forward-
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ing engine. For example, scheduler 272 may determine,
using quality of service for different types of packet flows
and/or a dequeue rate, to schedule the network packet
for queueing by the egress packet forwarding engine for
processing by the egress packet forwarding engine. To
output the information, egress packet forwarding engine
outputs a network packet (e.g. via a port of the egress
router to a port of the ingress router) a packet payload
forthe network packet and a header for the network pack-
et that includes the information. In some comparative ex-
amples, to output the information, egress packet forward-
ing engine may output metadata using local switching
(e.g., using CBUF 265) without outputting the packet pay-
load.

[0055] Inresponse to receiving the information, the in-
gress packet forwarding engine dequeues the network
packet from VOQ 227A. For example, ingress packet for-
warding engine may remove the network packet (e.g.,
packet payload and packet header) and/or a pointer rep-
resenting the network packet from VOQ 227A. Ingress
packet forwarding engine enqueues the network packet
to OQ 219A. For example, ingress packet forwarding en-
gine may add the network packet and/or a pointer rep-
resenting the network packet to OQ 219A.

[0056] In response to a second scheduling event that
is after the first scheduling event, egress packet forward-
ing engine dequeues the network packet from OQ 219A
and outputs the network packet at the output port (e.g.,
link 232A with IFC 230A). For example, scheduler 272
may determine, using quality of service for different types
of packet flows and/or a dequeue rate, to schedule the
network packet for queueing by the egress packet for-
warding engine at OQ 219A for the output port. In re-
sponse to the second scheduling event, the egress pack-
etforwarding engine may outputthe network packet (e.g.,
packet payload and packet header) at the output portand
remove the network packet (e.g., packet payload and
packet header) and/or a pointer representing the network
packet from OQ 219A for the output port.

[0057] In this way, router 206 may have higher scala-
bility compared to routers that use VOQ. For example,
using techniques described herein, router 206 may in-
crease the output queue scale, which may help to support
a larger number of customers, thereby improving an op-
eration of a router. For example, assuming each packet
forwarding engine of four packet forwarding engines sup-
ports 48,000 queues, the combination of the four packet
forwarding engines using VOQ techniques may support
only 48,000 queues. However, in accordance with the
techniques of the disclosure, the combination of four
packet forwarding engines using combined buffer tech-
niques may support 192,000 queues (i.e., 4x48,000),
which may allow router 206 to support additional custom-
ers. In some examples, router 206 may have a lower
product cost compared to routers configured to use
CIOQ. Additionally, techniques described herein may be
used with VOQ techniques and/or CIOQ. For instance,
router 206 may use VOQ for internet facing traffic and
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techniques described herein using a combined buffer for
inbound ftraffic from the internet (e.g., for customer
queueing).

[0058] FIG. 3isablock diagramillustrating an example
shaper credit update engine 262 of FIG. 2 in accordance
with the techniques of the disclosure. In one example
implementation, shaper credit update engine 262 in-
cludes rate wheel 370 and scheduler 272. Network de-
vices may include shaper credit update engine 262 to
regulate a speed at which packets are transmitted to pre-
vent flooding on the network.

[0059] Rate wheel 370 provides credit updates to
scheduler 272. Scheduler 272 may use credits to deter-
mine when queue / node data structure 388 is permitted
to transmit one or more bytes enqueued by queue / node
data structure 388. In the example of FIG. 3, rate wheel
370 includes rate instruction 374 and update rate 376.
Rate instruction 374 provides rate updates for "Guaran-
teed" (G) and "Maximum" (M) credit fields 378 to credit
adder 382 of scheduler 272. G credits may be used to
allocate a guaranteed amount of bandwidth to queue /
node data structure 388, unless the G rate for the network
is oversubscribed. M credits may be used as a rate limit
to prevent queue / node data structure 388 from exceed-
ing a specified average transmit rate.

[0060] In addition, update rate 376 represents a rate
at which credits are being updated by rate wheel 370.
Update rate 376 provides a normalized dequeuing rate
to queue / node data structure 388. In the example of
FIG. 3, update rate 376 is the inverse of a rate update
period for rate wheel 370. In some examples, scheduler
272 applies a low-pass filter to smooth instantaneous
changes in the dequeuing rate.

[0061] Scheduler 272 includes credit adder 382, credit
updater 392, rate updater 386, and queue/node data
structure 388. Credit adder 382 of scheduler 272, based
on input from clip 380, provides additional credits to rate
updater 392 using MUX 384, which in turn provides such
additional G/M credits 390 to queue / node data structure
388. Depending on the value of the current credits and
clip 380, rate updater 392 may add some, all, or none of
the credits to G / M credits 390 of queue / node data
structure 388. Scheduler 272 uses G / M credits 390 to
determine when queue / node data structure 388 is per-
mitted to transmit. In some examples, when G / M credits
390 for queue / node data structure 388 are non-negative,
scheduler 272 may dequeue or transmit packets from
queue / node data structure 388. Upon dequeuing and
transmitting the packets from queue / node data structure
388, credit updater 386 removes a corresponding
number of credits from G / M credits 390 for queue / node
data structure 388. Once G / M credits 390 for queue /
node data structure 388 are negative, queue / node data
structure 388 becomes ineligible for dequeuing or trans-
mitting subsequent packets. Upon accumulating a non-
negative value of G / M credits 390, queue / node data
structure 388 again becomes permitted to dequeue or
transmit packets.
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[0062] FIG.4isablockdiagramillustrating an example
first router 206 for switching local network traffic using
loopback in accordance with techniques of this disclo-
sure. FIG. 4 illustrates ports 407A-407B, 409A-409B,
417A-417B, 419A-419B, which may each represent sin-
gle ports, a port group (PG), or other ports. Additionally,
FIG. 4 illustrates congestion manager 405, which may
be configured to perform a network packet drop check.
[0063] Congestion manager 405 may check each net-
work packet that arrives ata queue (e.g., VOQ 227A, OQ
219A, etc.) for admittance by first learning a network
packet size for a respective network packet, a priority for
the respective network packet, and a drop precedence
for the respective network packet. For example, conges-
tion manager 405 may check each network packet by
looking at a current queue length to see if the network
packet would exceed a drop threshold, e.g., notfit. In this
example, if congestion manager 405 determines that the
network packet would exceed the drop threshold, con-
gestion manager 405 may drop the network packet (e.g.,
not written to queue). If congestion manager 405 deter-
mines that the network packet would not exceed the drop
threshold (e.g., the network packet is not dropped), con-
gestion manager 405 may admit the network packet to
the queue. In addition to tail drop thresholds, congestion
manager 405 may compare a network packet with
Weighted random early detection (WRED) thresholds,
which determine a random probability of dropping based
on priority and drop precedence.

[0064] Asshown,router 206 includes a fabricinput441
configured to receive network packets from the fabric
(e.g., network 104, the Internet, etc.) and a fabric output
443 configured to output network packets to the fabric.
To avoid the need for an addition drop check and en-
queue bandwidth, FIG. 4 shows a router 206 that is con-
figured for egress OQ using loopback on the packet for-
warding engines 226. In the example of FIG. 4, packet
forwarding engine 226 A may operate as an ingress pack-
et forwarding engine and packet forwarding engine 226B
operates an egress packet forwarding engine. The loop-
back path 471 on packet forwarding engines 226 may
help to preserve existing data paths. In this example,
network packets may arrive on packet forwarding engine
226A input ports and router 206 may use "local switching"
(e.g., without using fabric input 441, fabric output 443,
etc.) to move to the network packets to egress without
the need for fabric. Because half the PGs may be used
for loopback to emulate OQ scaling packet forwarding
engine, only half of a total throughput may be used for
network packet forwarding. Network packets may make
two trips through CBUF 265 and ingress packet forward-
ing engine 226A and egress packet forwarding engine
226B, which may reduce the throughput of packet for-
warding engines 226.

[0065] FIG. 4 shows a local switching example using
CBUF 265. In the example of FIG. 4, the packet is pre-
served in the header information when looping back to
ingress from egress through a PG (e.g., port 409B). In
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this example, a network packet that comes into an input
port(e.g.,port407A)atingressis switched through CBUF
265 to packet forwarding engine 226B that has the des-
tination output port, looped back to ingress packet for-
warding engine 226A and stored in VOQ 227A. Sched-
uler 272 at egress schedules reading from VOQ 227A to
port 419A, which is done via metadata since the actual
packet data remains in CBUF 265 until read out at egress
before being sent to EPP 263.

[0066] Inaccordance with the techniques of the disclo-
sure, ingress packet forwarding engine 226A, may de-
termine, in response to receiving a network packet, an
egress packet forwarding engine for outputting a network
packet. Ingress packet forwarding engine 226A may en-
queue the network packet in virtual output queue 227A
for output to the egress packet forwarding engine. For
example, ingress packet forwarding engine 226A may
enqueue the network packet in virtual output queue 227A
of ingress packet forwarding engine 226A for output to
egress packet forwarding engine 226B.

[0067] Egress packet forwarding engine 226B may
output, in response to a first scheduling event (e.g., de-
termined by scheduler 272) and to ingress packet for-
warding engine 226A, the network packet with a header
comprising information indicating the network packet in
VOQ 227A and that the network packetis to be enqueued
at OQ 219A for an output port of the egress packet for-
warding engine 226B. For instance, scheduler 272 may
determine the first scheduling event based on a dequeue
rate at VOQ 227A.

[0068] Scheduler272may maintain perqueue shaping
and priority information. When a queue (e.g., VOQ 227A,
0Q 219A, etc.) becomes non-empty, scheduler 272 may
install the queue in the scheduler hierarchy (e.g., "en-
queue") at the configured queue priority. When the rate
shaping requirements are not met, e.g., the queue has
not transmitted enough data yet, and the queue is at the
current serviceable priority, scheduler 272 may select
the queue for service by scheduler 272 (e.g., "dequeue").
Once a queue has met the shaping requirement, e.g.,
the shaping rate is met, scheduler 272 may remove the
queue from service until a time when the queue receives
addition or new shaping credits and can resume trans-
mission again. Scheduler 272 may determine an amount
of shaping credits a queue receives in a time period to
determine a rate for the queue.

[0069] Egress packet forwarding engine 226B may
output the network packet with the header from a first
port (e.g., port 417B) of the egress packet forwarding
engine 226B to a second port (e.g., 409B) of ingress
packet forwarding engine 226A. Ingress packet forward-
ing engine 226B may, in response to receiving the net-
work packet with the header, perform a drop check for
the network packet.

[0070] Inresponsetoreceiving the network packetwith
the header, ingress packet forwarding engine 226A may
dequeue the network packet from virtual output queue
227A and enqueue the network packet to output queue
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219A. In response to a second scheduling event that is
after the first scheduling event, egress packet forwarding
engine 226B may dequeue the network packet from out-
put queue 227A and output the network packet at the
output port (e.g., output port 419A). For instance, sched-
uler 272 may determine the second scheduling event
based on a dequeue rate at OQ 219A. While scheduler
272 may determine the first scheduling event using in-
formation from queues from multiple packet forwarding
engines (e.g., packet forwarding engine 226A, packet
forwarding engine 226B, etc.), schedule 272 may deter-
mine the second scheduling event using only information
for queues on packet forwarding engine 226B. As such,
the first scheduling event may be considered a "coarse"
scheduling while the second scheduling event may be
considered a "fine" scheduling.

[0071] FIG.5isablockdiagramillustrating an example
router for switching fabric network traffic to egress using
network packet loopback in accordance with techniques
of this disclosure. FIG. 5 shows network switching along
path 473 where a network packet arrives at port 407A
and is stored in CBUF 265, specifically VOQ 227A, at
ingress. Sometime later (e.g., during a scheduling event),
packet forwarding engine 226A reads the network packet
out of CBUF 265 and outputs the network packet to fabric
output 443 to send the network packet across the fabric
to a destination packet forwarding engine.

[0072] FIG.6isablockdiagramillustrating an example
router for switching fabric network traffic from ingress us-
ing network packet loopback in accordance with tech-
niques of this disclosure. FIG. 6 shows a network switch-
ing along path 475 where a network packet arriving (e.g.,
read by fabric input 441) from across the fabric by sched-
uler 272 and arriving at egress packet forwarding engine
226B. Egress packet forwarding engine 226B stores the
network packetin OQ 219A in CBUF 265. Scheduler 272
reads the network packet out and loops the network pack-
et back to ingress packet forwarding engine 226A
through the egress PG (e.g., port 417B) to the ingress
PG (e.g., port 407B).

[0073] For example, egress packet forwarding engine
226B may output, in response to a first scheduling event
(e.g., determined by scheduler 272) and to ingress pack-
et forwarding engine 226A, the network packet with a
header comprising information indicating the network
packet in VOQ 227A and that the network packet is to
be enqueued at OQ 219A for an output port of the egress
packet forwarding engine 226B. For instance, egress
packet forwarding engine 226B may output the network
packet with the header from a first port (e.g., port 417B)
of the egress packet forwarding engine 226B to a second
port (e.g., 409B) of ingress packet forwarding engine
226A. Ingress packet forwarding engine 226B may, in
response to receiving the network packet with the head-
er, perform a drop check for the network packet.

[0074] Inresponse toreceivingthe network packet with
the header, ingress packet forwarding engine 226A may
dequeue the network packet from virtual output queue
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227A and enqueue the network packet to output queue
219A. Forinstance, IPP 261 of ingress packet forwarding
engine 226A stores the network packet in the ingress
VOQ (e.g., VOQ 227). Scheduler 272 may later schedule
the network packet to the port by the Egress GS (e.g.,
port 417A). For example, egress packet forwarding en-
gine 226B may dequeue, in response to a second sched-
uling event that is after the first scheduling event, the
network packet from output queue 227A and output the
network packet at the output port (e.g., output port 419A).
[0075] FIG.7isablockdiagramillustratingan example
router 206 for switching local network traffic using meta-
data loopback in accordance with techniques of this dis-
closure.FIG. 7 illustrates an example router 206 thatuses
a loop-back once the packet is stored in CBUF by recir-
culating only the packet header and metadata from
egress packet forwarding engine 226B to ingress packet
forwarding engine 226A. FIG. 7 shows router 206 is con-
figured for egress OQ. Network packets that arrive on
ingress input ports (e.g., ports 407A, 407B, 409A, 409B,
etc.) may use "local switching" to move to egress without
the need for the fabric (e.g., fabricinput 441, fabric output
443, etc.).

[0076] Inaccordance with the techniques of the disclo-
sure, ingress packet forwarding engine 226A may deter-
mine, in response to receiving a network packet, an
egress packet forwarding engine for outputting a network
packet. Ingress packet forwarding engine 226A may en-
queue the network packet in virtual output queue 227A
for output to the egress packet forwarding engine. For
example, ingress packet forwarding engine 226A may
enqueue the network packet in virtual output queue 227A
for output to egress packet forwarding engine 226B.
[0077] Egress packet forwarding engine 226B may
output, to ingress packet forwarding engine 226A, meta-
data comprising information indicating the network pack-
et in VOQ 227A and that the network packet is to be
enqueued at OQ 219A for an output port (e.g., port 419A)
of egress packet forwarding engine egress packet for-
warding engine 226B to ingress packet forwarding en-
gine 226A and refrain from outputting the network packet
(e.g., packet payload) to ingress packet forwarding en-
gine 226A. For instance, egress packet forwarding en-
gine 226B may output the header data and/or metadata
to the ingress packet forwarding engine using local
switching (e.g., using CBUF 265).

[0078] In response to receiving the metadata, ingress
packet forwarding engine 226A may dequeue the net-
work packet from virtual output queue 227A and enqueue
the network packet to output queue 219A. In response
to a second scheduling event that is after the first sched-
uling event, egress packet forwarding engine 226B may
dequeue the network packet from output queue 227A
and output the network packet at the output port (e.g.,
output port 419A).

[0079] FIG.8isablockdiagramillustratingan example
router for switching fabric network traffic from ingress us-
ing metadata loopback in accordance with techniques of
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this disclosure. Fabric input 441 receives network pack-
ets from the fabric and congestion manager 405 performs
adrop check. If congestion manager 405 determines that
the network packet is allowed, ingress packet forwarding
engine 226A enqueues the network packet to OQ 219A
for scheduling to the port (e.g., port 417A). FIG. 8 shows
path 479 through router 206 to support the combined
input queue and OQ model. However, this may use an
additional drop check and enqueue bandwidth in order
to store the network packet from the fabric in CBUF 265
in addition to those packets coming from locally switched
ports on ingress packet forwarding engine 226A.
[0080] Egress packet forwarding engine 226B may
output, in response to a first scheduling event and to in-
gress packet forwarding engine 226A, metadata com-
prising information indicating the network packet in VOQ
227A and that the network packet is to be enqueued at
0Q 219A for an output port (e.g., port 419A) of egress
packet forwarding engine egress packet forwarding en-
gine 226B to ingress packet forwarding engine 226A and
refrain from outputting the network packet (e.g., packet
payload) to ingress packet forwarding engine 226A. For
instance, egress packet forwarding engine 226B may
output the header data and/or metadata to the ingress
packet forwarding engine using local switching (e.g., us-
ing CBUF 265).

[0081] In response to receiving the metadata, ingress
packet forwarding engine 226A may dequeue the net-
work packet from virtual output queue 227A and enqueue
the network packet to output queue 219A. In response
to a second scheduling event that is after the first sched-
uling event, egress packet forwarding engine 226B may
dequeue the network packet from output queue 227A
and output the network packet at the output port (e.g.,
output port 419A).

[0082] FIG. 9 is a block diagram illustrating a method
for switching network traffic in accordance with the in-
vention. Ingress packet forwarding engine 226A deter-
mines, in response to receiving a network packet, an
egress packet forwarding engine for outputting a network
packet (902). For example, ingress packet forwarding
engine 226A may determine an egress packet forwarding
engine (e.g., egress packet forwarding engine 226B).
[0083] Ingress packet forwarding engine 226A en-
queues the network packet in virtual output queue 227A
for output to the egress packet forwarding engine (904).
For example, ingress packet forwarding engine 226A
may enqueue the network packet in virtual output queue
227A for output to egress packet forwarding engine
226B. Insome examples, VOQ 227Ais a combined buffer
(e.g., CBUF 265) for ingress packet forwarding engine
226A and the set of egress packet forwarding engines.
The ingress packet forwarding engine 226A enqueues
the network packet in a first portion of CBUF 265 that is
assigned to virtual output queue 227A of ingress packet
forwarding engine 226A for output to egress packet for-
warding engine 226B.

[0084] Egress packetforwarding engine 226B outputs,
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in response to a first scheduling event and to ingress
packet forwarding engine 226A, information indicating
the network packet in the virtual output queue and that
the network packet is to be enqueued at an output queue
for an output port of the egress packet forwarding engine
226B (906). The egress packet forwarding engine 226B
outputs, to ingress packet forwarding engine 226A, the
network packet with aheader comprising the information.
The egress packet forwarding engine 226B outputs, to
ingress packet forwarding engine 226A, the network
packet with a header comprising the information. For in-
stance, egress packet forwarding engine 226B may out-
put the network packet with the header from a first port
of the egress packet forwarding engine to a second port
of ingress packet forwarding engine 226A. Ingress pack-
et forwarding engine 226B may, in response to receiving
the network packet with the header, perform a drop check
for the network packet.

[0085] In some examples, egress packet forwarding
engine 226B may output metadata comprising the infor-
mation to ingress packet forwarding engine 226A and
refrain from outputting the network packet to ingress
packet forwarding engine 226A. For instance, egress
packet forwarding engine 226B may output the metadata
to the ingress packet forwarding engine using local
switching.

[0086] In some examples, scheduler 272 may select
the output port from a plurality of output ports at egress
packet forwarding engine 226B. In this example, sched-
uler 272 or another component of egress packet forward-
ing engine 226B may generate the information to specify
that the network packet is to be enqueued at the output
queue based on the selection of the output port by sched-
uler 272. In some examples, scheduler 272 may deter-
mine the first scheduling event to regulate a speed at
which data is exchanged from router 206. For instance,
scheduler 272 may determine the first scheduling event
based on a dequeue rate at OQ 219A.

[0087] Ingress packet forwarding engine 226A de-
queues, in response to receiving the information, the net-
work packet from virtual output queue 227A (908) and
enqueues the network packet to output queue 219A
(910). The ingress packet forwarding engine 226A de-
queues the network packet from the first portion of CBUF
265 assigned to virtual output queue 227A and enqueues
the network packet to a second portion of CBUF 265
assigned to output queue 219A.

[0088] Egress packet forwarding engine 226B de-
queues, in response to a second scheduling event that
is after the first scheduling event, the network packet from
output queue 227A (912) and output the network packet
at the output port (914). The egress packet forwarding
engine 226B dequeues the network packet from the sec-
ond portion of CBUF 265. In some examples, scheduler
272 may determine the second scheduling event to reg-
ulate a speed at which data is exchanged from router
206. Forexample, scheduler 272 may determine the sec-
ond scheduling event based on a dequeue rate at OQ
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219A.

[0089] Accordingly, from one perspective, there has
been described an apparatus for switching network traffic
includes an ingress packet forwarding engine and an
egress packet forwarding engine. The ingress packet for-
warding engine is configured to determine, in response
to receiving a network packet, an egress packet forward-
ing engine for outputting the network packetand enqueue
the network packet in a virtual output queue. The egress
packet forwarding engine is configured to output, in re-
sponse to afirst scheduling eventand to the ingress pack-
et forwarding engine, information indicating the network
packet in the virtual output queue and that the network
packet is to be enqueued at an output queue for an output
port of the egress packet forwarding engine. The ingress
packet forwarding engine is further configured to de-
queue, in response to receiving the information, the net-
work packet from the virtual output queue and enqueue
the network packet to the output queue.

[0090] The techniques described in this disclosure
may be implemented, at least in part, in hardware, soft-
ware, firmware or any combination thereof. For example,
various aspects of the described techniques may be im-
plemented within one or more processors, including one
or more microprocessors, digital signal processors
(DSPs), application specific integrated circuits (ASICs),
field programmable gate arrays (FPGAs), or any other
equivalent integrated or discrete logic circuitry, as well
as any combinations of such components. The term
"processor" or "processing circuitry" may generally refer
to any of the foregoing logic circuitry, alone or in combi-
nation with other logic circuitry, or any other equivalent
circuitry. A control unit comprising hardware may also
perform one or more of the techniques of this disclosure.
[0091] Such hardware, software, and firmware may be
implemented within the same device or within separate
devices to support the various operations and functions
described in this disclosure. In addition, any of the de-
scribed units, modules or components may be imple-
mented together or separately as discrete but interoper-
able logic devices. Depiction of different features as mod-
ules or units is intended to highlight different functional
aspects and does not necessarily imply that such mod-
ules or units must be realized by separate hardware or
software components. Rather, functionality associated
with one or more modules or units may be performed by
separate hardware or software components, or integrat-
ed within common or separate hardware or software
components.

[0092] The techniques described in this disclosure
may also be provide in the form of instructions conveyed
by a computer readable medium. For example, instruc-
tions may be embodied or encoded in a computer-read-
able medium, such as a computer-readable storage me-
dium. Instructions embedded or encoded in a computer-
readable storage medium may cause a programmable
processor, or other processor, to perform the method,
e.g., when the instructions are executed. Computer read-
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able storage media may include random access memory
(RAM), read only memory (ROM), programmable read
only memory (PROM), EPROM, EEPROM, flash mem-
ory, a hard disk, a CD-ROM, a floppy disk, a cassette,
magnetic media, optical media, or other computer read-
able media. Instructions may also or alternatively be con-
veyed by computer readable transmission media such
as a carrier wave or transmission signal. Such transmis-
sion media may occur between components of a single
computer system or between multiple separate computer
systems.

Claims

A method comprising:

determining (902), by an ingress packet for-
warding engine implemented in processing cir-
cuitry, inresponse toreceiving a network packet,
an egress packet forwarding engine for output-
ting the network packet;

enqueuing (904), by the ingress packet forward-
ing engine, the network packet in a virtual output
queue foroutputto the egress packet forwarding
engine, wherein enqueuing the network packet
in the virtual output queue comprises enqueuing
the network packet in a first portion (227A) of a
combined buffer (265) for the ingress packet for-
warding engine and the egress packet forward-
ing engine that is assigned to the virtual output
queue;

outputting (906), by the egress packet forward-
ing engine implemented in processing circuitry,
in response to a first scheduling event, to the
ingress packet forwarding engine, information
indicating the network packetin the virtual output
queue and that the network packet is to be en-
queued at an output queue for an output port of
the egress packet forwarding engine, wherein
outputting the information comprises outputting,
to the ingress packet forwarding engine, the net-
work packet with a header comprising the infor-
mation;

dequeuing (908), by the ingress packet forward-
ing engine, in response to receiving the informa-
tion, the network packet from the virtual output
queue and enqueuing (910), by the ingress
packet forwarding engine, the network packet
to the output queue, wherein dequeuing the net-
work packet from the virtual output queue com-
prises dequeuing the network packet from the
first portion of the combined buffer, and wherein
enqueuing the network packet the network
packet to the output queue comprises enqueu-
ing the network packet in a second portion
(219A) of the combined buffer assigned to the
output queue; and
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dequeuing (912), by the egress packet forward-
ing engine, in response to a second scheduling
event that is after the first scheduling event, the
network packet from the output queue and out-
putting (914), by the egress packet forwarding
engine, the network packet at the output port.

The method of claim 1, comprising:

performing, in response to receiving the network
packet with the header and by the ingress packet
forwarding engine, a drop check for the network
packet.

The method of any combination of claims 1-2, where-
in outputting the network packet with the header
comprises outputting the network packet with the
header from a first port of the egress packet forward-
ing engine to a second port of the ingress packet
forwarding engine.

The method of any combination of claims 1-3, com-
prising:

selecting, by a scheduler implemented in circuit-
ry, the output port from a plurality of output ports
atthe egress packet forwarding engine, wherein
the information is generated to specify that the
network packet is to be enqueued at the output
queue based on the selection of the output port
by the scheduler; and

determining, by the scheduler, the first schedul-
ing event and the second scheduling event to
regulate a speed at which data is exchanged.

A computing device comprising means for perform-
ing the method recited by any of claims 1-4.

A computer-readable medium conveying instruc-
tions for causing one or more programmable proc-
essors to perform the method recited by any of claims
1-4.

Patentanspriiche

Verfahren, umfassend:

Bestimmen (902), durch eine in einer Verarbei-
tungsschaltung implementierte Eingangspaket-
weiterleitungsmaschine, als Reaktion auf das
Empfangen eines Netzwerkpakets, einer
Ausgangspaketweiterleitungsmaschine  zum
Ausgeben des Netzwerkpakets;

Einreihen (904) des Netzwerkpakets in eine vir-
tuelle Ausgabewarteschlange zur Ausgabe an
die Ausgangspaketweiterleitungsmaschine
durch die Eingangspaketweiterleitungsmaschi-
ne, wobei das Einreihen des Netzwerkpakets in
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die virtuelle Ausgabewarteschlange das Einrei-
hen des Netzwerkpakets in einen ersten Teil
(227A) eines kombinierten Puffers fir die
Eingangspaketweiterleitungsmaschine und die
Ausgangspaketweiterleitungsmaschine  um-
fasst, der der virtuellen Ausgabewarteschlange
zugewiesen ist;

Ausgeben (906) von Informationen, die das
Netzwerkpaket in der virtuellen Ausgabewarte-
schlange angeben und dass das Netzwerkpaket
an einer Ausgabewarteschlange fiir einen Aus-
gabeanschluss der Ausgangspaketweiterlei-
tungsmaschine einzureihen ist, durch die in ei-
ner Verarbeitungsschaltung implementierte
Ausgangspaketweiterleitungsmaschine als Re-
aktion auf ein erstes Planungsereignis an die
Eingangspaketweiterleitungsmaschine, wobei
das Ausgeben der Informationen das Ausgeben
des Netzwerkpakets mit einem die Informatio-
nen umfassenden Header an die Eingangspa-
ketweiterleitungsmaschine umfasst;

Entfernen (908) des Netzwerkpakets aus der
virtuellen Ausgabewarteschlange durch die
Eingangspaketweiterleitungsmaschine als Re-
aktion auf das Empfangen der Informationen
und Einreihen (910) des Netzwerkpakets in die
Ausgabewarteschlange durch die Eingangspa-
ketweiterleitungsmaschine, wobei das Entfer-
nen des Netzwerkpakets aus der virtuellen Aus-
gabewarteschlange das Entfernen des Netz-
werkpakets aus dem ersten Teil des kombinier-
ten Puffers umfasst, und wobei das Einreihen
des Netzwerkpakets in die Ausgabewarte-
schlange das Einreihen des Netzwerkpakets in
einen zweiten Teil (219A) des kombinierten Puf-
fers umfasst, der der Ausgabewarteschlange
zugewiesen ist; und

Entfernen (912) des Netzwerkpakets aus der
Ausgabewarteschlange durch die Ausgangspa-
ketweiterleitungsmaschine als Reaktion auf ein
zweites Planungsereignis, das nach dem ersten
Planungsereignis liegt, und Ausgeben (914)des
Netzwerkpakets am Ausgabeanschluss durch
die Ausgangspaketweiterleitungsmaschine.

Verfahren nach Anspruch 1, umfassend:

als Reaktion auf das Empfangen des Netzwerkpa-
kets mit dem Header und durch die Eingangspaket-
weiterleitungsmaschine, Durchfihren eines Drop-
Checks fir das Netzwerkpaket.

Verfahren nach einer beliebigen Kombination der
Anspriche 1-2, wobei das Ausgeben des Netzwerk-
pakets mit dem Header das Ausgeben des Netz-
werkpakets mit dem Header von einem ersten Port
der Ausgangspaketweiterleitungsmaschine zu ei-
nem zweiten Port der Eingangspaketweiterleitungs-
maschine umfasst.
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4. Verfahren nach einer beliebigen Kombination der

Anspriche 1-3, umfassend:

Auswahlen des Ausgabeanschlusses aus einer
Mehrzahl von Ausgabeanschlissen an der
Ausgangspaketweiterleitungsmaschine durch
einen in einer Schaltung implementierten Pla-
ner, wobei die Informationen erzeugt werden,
um vorzugeben, dass das Netzwerkpaket ba-
sierend auf der Auswahl des Ausgabeanschlus-
ses durch den Planer in die Ausgabewarte-
schlange eingereiht werden soll; und
Bestimmung des ersten Planungsereignisses
und des zweiten Planungsereignisses durch
den Planer, um die Geschwindigkeit des Daten-
austauschs zu regeln.

Rechenvorrichtung, umfassend Mittel zum Durch-
fuhren des in einem der Anspriiche 1-4 genannten
Verfahrens.

Computerlesbares Medium, das Anweisungen tber-
mittelt, um einen oder mehrere programmierbare
Prozessoren zu veranlassen, das in einem der An-
spriiche 1-4 genannte Verfahren durchzufiihren.

Revendications

Procédé comprenant :

la détermination (902), par un moteur de trans-
fert de paquets entrants mis en ceuvre dans des
circuits de traitement, en réponse a la réception
d’'un paquet de réseau, d’'un moteur de transfert
de paquets sortants pour la délivrance du pa-
quet de réseau ;

la mise en file d’attente (904), par le moteur de
transfert de paquets entrants, du paquet de ré-
seau dans une file d’attente de délivrance vir-
tuelle pour sa délivrance au moteur de transfert
de paquets sortants, dans lequel la mise en file
d’attente du paquet de réseau dans la file d’at-
tente de délivrance virtuelle comprend la mise
en file d’attente du paquet de réseau dans une
premiere partie (227A) d’'une mémoire tampon
combinée (265) du moteur de transfert de pa-
quets d’entrée et du moteur de transfert de pa-
quets sortants qui est assignée a la file d’attente
de délivrance virtuelle ;

la délivrance (906), par le moteur de transfert
de paquets sortants mis en ceuvre dans des cir-
cuits de traitement, en réponse a un premier
événement d’ordonnancement, au moteur de
transfert de paquets entrants, d’informations in-
diquantle paquetde réseau dans lafile d’attente
de délivrance virtuelle et que le paquet de ré-
seau doit étre mis en file d’attente dans une file
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d’attente de délivrance d’un port de délivrance
dumoteurde transfertde paquets sortants, dans
lequel la délivrance des informations comprend
la délivrance, au moteur de transfert de paquets
entrants, du paquet de réseau avec un en-téte
comprenant les informations ;

la sortie (908) du paquet de réseau de la file
d’attente de délivrance virtuelle, par le moteur
de transfert de paquets entrants, en réponse a
la réception des informations, et la mise (910)
dans la file d’attente de délivrance du paquet de
réseau, par le moteur de transfert de paquets
entrants, dans lequel la sortie de la file d’attente
dedélivrance virtuelle du paquet de réseau com-
prend la sortie du paquet de réseau de la pre-
miere partie de la mémoire tampon combinée,
etdanslequel la mise en file d’attente du paquet
de réseau dans la file d’attente de délivrance
comprend la mise en file d’attente du paquet de
réseau dans une seconde partie (219A) de la
mémoire tampon combinée assignée a la file
d’attente de délivrance ; et

la sortie (912) du paquet de réseau de la file
d’attente de délivrance, par le moteur de trans-
fert de paquets sortants, en réponse a un se-
cond événement d’ordonnancement qui se pro-
duit apres le premier événement de planifica-
tion, et la délivrance (914), par le moteur de
transfert de paquets sortants, du paquet de ré-
seau au port de délivrance.

Procédé selon la revendication 1, comprenant :

la réalisation, en réponse a la réception du paquet
de réseau avec I'en-téte et par le moteur de transfert
de paquets entrants, d’une vérification de perte du
paquet de réseau.

Procédé selon n’importe quelle combinaison des re-
vendications 1 a 2, dans lequel la délivrance du pa-
quetde réseau avecl’en-téte comprendladélivrance
du paquet de réseau avec I'en-téte a partir d’'un pre-
mier port du moteur de transfert de paquets sortants
a un deuxiéme port du moteur de transfert de pa-
quets entrants.

Procédé selon n’importe quelle combinaison des re-
vendications 1 a 3, comprenant :

la sélection, par un ordonnanceur mis en ceuvre
dans des circuits, du port de délivrance parmi
une pluralité de ports de délivrance au niveau
dumoteurde transfertde paquets sortants, dans
lequel les informations sont générées pour spé-
cifier que le paquet de réseau doit étre mis en
file d’attente au niveau de la file d’attente de dé-
livrance en fonction de la sélection du port de
délivrance par I'ordonnanceur ; et

ladétermination, parI'ordonnanceur, du premier
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événement de planification et du second évé-
nement de planification pour réguler une vitesse
a laquelle les données sont échangées.

Dispositif informatique comprenant des moyens
pour réaliser le procédé selon l'une quelconque des
revendications 1 a 4.

Support lisible par ordinateur convoyant des instruc-
tions pour amener un ou plusieurs processeurs pro-
grammables a réaliser le procédé selon I'une quel-
conque des revendications 1 a 4.
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- 902

DETERMINE EGRESS PACKET FORWARDING ENGINE FOR
OUTPUTTING NETWORK PACKET

+ 904

ENQUEUE NETWORK PACKET IN VIRTUAL OUTPUT QUEUE FOR
OUTPUT TO EGRESS PACKET FORWARDING ENGINE

+ 906

OUTPUT, IN RESPONSE TO FIRST SCHEDULING EVENT AND BY
EGRESS PACKET FORWARDING ENGINE, TO INGRESS PACKET
FORWARDING ENGINE, INFORMATION INDICATING NETWORK
PACKET IN VIRTUAL OUTPUT QUEUE AND THAT NETWORK
PACKET IS TO BE ENQUEUED AT OUTPUT QUEUE FOR OUTPUT
PORT OF EGRESS PACKET FORWARDING ENGINE

+ 908

DEQUEUE, IN RESPONSE TO RECEIVING INFORMATION AND BY
INGRESS PACKET FORWARDING ENGINE, NETWORK PACKET
FROM VIRTUAL OUTPUT QUEUE

* 910

ENQUEUE, IN RESPONSE TO RECEIVING INFORMATION AND BY
INGRESS PACKET FORWARDING ENGINE, NETWORK PACKET TO
OUTPUT QUEUE FOR OUTPUT PORT

+ e 912

DEQUEUE, IN RESPONSE TO SECOND SCHEDULING EVENT AND
BY EGRESS PACKET FORWARDING ENGINE, NETWORK PACKET
FROM OUTPUT QUEUE

* /‘ 914

OUTPUT, IN RESPONSE TO SECOND SCHEDULING EVENT,
NETWORK PACKET AT OUTPUT PORT

FIG. 9
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